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Summary (Abstract) of doctoral thesis contents

In a biomedical study, a linear predictor is widely used as the regression and
prediction function because of the learnability and understandability. Statistical
models are usually formulated by the linear predictor. Fisher’s linear discriminant
analysis is a representative example of such formulations for a binary classification.
It has the Bayes risk consistency in the classification problem of two normal samples
with equal variances. The linear form 1is thus useful in fitting to data with
homogenous structure. However, especially in the field of biomedical science, it has
been revealed that there are several diseases once considered to be homotypic but
later elucidated as heterotypic. Nevertheless, only a linear model has been applied
and the estimated model is used for following discussion in most biomedical studies.
This fact may yield misleading for therapy by failing to reveal the potentially
complex mixture of substantial benefits and harms. Such heterogeneous diseases do
not allow only a single set of the biomarkers to be predictive for all patients.
Moreover, the heterogeneity may obstruct us to detect the predictive biomarkers and
to learn the predictive model. We therefore need to construct a predictor in
consideration of the heterogeneous structure.

Taking such a background into account, the author derived the quasi-linear
predictor defined as log-sum-exp form. It is a special case of the generalized average
known as the Kolmogorov-Nagumo average. The quasi-linear predictor is made up of
the combination of some liner predictors with the different intercepts and coefficients.
The shape of the quasi-liner predictor is determined not only by the parameters of
these linear predictors but also by the tuning parameter for adjusting the overall
nonlinearity. The quasi-linear predictor converges to the minimum and maximum of
the linear predictors, and reduces to the linear predictor, in the limiting sense of the
tuning parameter. For analytical purpose, the tuning parameter is determined by the
Bayes information criteria with the learning dataset. It results in that the suitable
non-linearity of the regression or prediction function is estimated by the data.

In this thesis, the author extended two ordinary models, the linear logistic
model and Cox’s proportional hazard model, to the quasi-linear logistic model and the
quasi-linear relative risk model, respectively. The optimality of the quasi-linear
logistic model is assured when we consider the binary classification problem of
mixture normal sample and normal sample with equal variances for each component.
To get more parsimonious expression, the author derived the restricted quasi-linear
logistic model, which is defined as the logistic model with the quasi-linear predictor,
where each predictor is composed by known disjoint clusters of covariates. The
restricted model gives easier interpretation of the estimated model compared to the

regular quasi-linear model, because each covariate is incorporated in only one of the
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linear predictors. Moreover, for the case such clusters are unknown, the author
derived the quasi-linear logistic model with the cross-L1 regularization. In this
regularization method, a penalty for product of absolute values of coefficients for
same covariate in different clusters is added to the likelihood function. Sufficiently
strong cross-L1 penalty therefore results in the restricted quasi-linear model and the
resultant disjoint sets of covariates are automatically given through the model
estimation procedure. The second model, the quasi-linear relative risk model, 1is
regarded as an extension of a mixture hazard model. In fact, the mixture hazard
model with same baseline hazard function corresponds to the quasi-linear relative
risk model with a specific tuning parameter. As is the case with the quasi-linear
logistic model, the quasi-linear relative risk model with the cross-Li1 regularization is
derived. The extensions of these two models were performed simply by replacing the
linear predictor to the quasi-linear predictor. Other extensions of linear models are
easily combined and implemented. The author derived the L1 and L2 penalized
versions for both of the quasi-linear logistic model and the quasi-linear relative risk
models.

In the simulation study for the binary classification problem, the author
checked the consistency of the parameter estimation and compared the predictive
performance between the linear logistic model and the restricted quasi-linear logistic
model. In the application studies for the binary classification problem, the author
compared the performance among the restricted quasi-linear logistic model, linear
logistic model and ordinary classification methods including decision tree, random
forest, support vector machine, naive Bayes, group lasso, neural network, LL1 and L2
penalized linear logistic models. These simulation and application studies showed
that the restricted quasi-linear logistic model has better performance in some
simulated examples and real datasets than the ordinary methods. For the regression
problem on the survival time data, the author checked the true model selection
probability by the Bayes information criteria and the parameter consistency for some
situations in the simulation studies and compared the quasi-linear relative risk
model with cross L1 penalty and Cox's proportional hazard model in the application
studies. The simulation studies showed that the parameter estimation empirically
has the consistency and the selection of the tuning parameter by the Bayes
information criteria works very well. The application studies for the regression
problem on the survival time data showed that the quasi-linear relative risk model
has better performance in some real datasets compared to the Cox's proportional
hazard model.

Finally, the author discussed the role of the quasi-linear predictor in
traditional clustering methods, and the relationship among the quasi-linear model,
mixture of experts model, and neural network model for more discussions and future

works.
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