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Abstract

Star formation takes place in the gravitationally unstable dense cores of molecular

clouds. The stellar evolution process and the impact on the cloud environment of

stars greatly depend on the stellar mass. The dense core mass, the birthplace of

a star, is one of the targets being actively researched. The relationship between

mass distributions of dense cores (Core Mass Function, CMF) and stars (Initial

Mass Function, IMF) has been expected to imprint the statistical information of

evolution from dense cores to stars. Today, IMF is thought to be a universal feature

based on observations that can resolve individual stars. The nearby low-mass

star-forming regions’ observations reported that CMFs resembled slopes at the

high-mass ends to IMF and larger turnover massed than IMF. A core-collapse star

formation scenario is proposed based on the one-to-one correspondence between

CMF and IMF. In this model, the final stellar mass is determined by the parental

core mass with the mass ratio of the star and dense core (Star Formation Efficiency,

SFE), which is a constant independent of mass and less than unity. The numerical
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simulations of the evolution of prestellar cores confirmed that SFE is less than

one since protostellar outflow blows off a part of the material in the parental core.

However, the recent ALMA continuum observations reported top-heavy CMFs

in the high-mass star-forming regions. The interpretation of the result is under

discussion.

On the other hand, because dense cores are deeply embedded in the molecular

cloud, the core growth with mass accretion from the surrounding material is

also studied observationally, theoretically, and analytically. As an observational

study, we reported that CMF resembles IMF in the Orion Nebula Cluster (ONC)

region from a dense core survey. This result suggests that external mass supply

is expected when considering the protostellar feedback. In addition, we found

that protostellar cores tend to have larger masses than starless cores, which also

supports the possibility of core growth with mass accretion. The cloud-scale

numerical simulation showed that CMF resembles IMF even if mass accretion

is taken into account. However, the Bondi accretion rate is much lower than the

calculated mass accretion rate. The analytical study which constructed CMF with

the fragmentations of filaments predicted that the power-law slope of CMF is not

affected by mass accretion along the filaments.

We suppose we can explore the core growth with mass accretion by comparing

the CMFs in various star-forming regions in different stages of star formation.

Using CMFs instead of individual core masses enables such statistical studies.

Before furthering such observations, we suggest the following two tasks should be

addressed. One is investigating whether we can obtain true CMF from observations.
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The other is establishing a fiducial core catalog that can be compared with other

star-forming regions. In this thesis, we conduct the above two studies. We think

this study is also helpful in ongoing CMF studies such as ALMA-IMF.

First, we construct CMFs with the three-dimensional numerical simulation data

in the position-position-position (PPP) space of collisions of two molecular clouds.

Using the data, we created the column density data in position-position (PP) and

position-position-velocity (PPV) spaces that assume the continuum and molecular

line observations and derived CMFs. We treated PPP CMF as a true CMF and

compared it with PP and PPV CMFs. Then, We found that the slope of PP CMF

becomes shallower by overlapping multiple cores in the line of sight direction.

Also, the column density of the cloud along the line of sight makes the core mass

larger and PP CMF’s slope steeper. In the case of the PPV CMF, the slope is steeper

than the true CMF due to the line broadening that causes the underestimation of

core mass. Based on the above results, we conclude that compensation for the

effects should be done to derive a true CMF from observations.

Second, we performed an unbiased and wide-field dense cores survey in Orion

A using the CARMA+NRO45–m combined C18O (J=1–0) data. Orion A is the

nearest giant molecular cloud and has been observed with various wavelengths

so far. In addition, the map spatial resolution is comparable to the ALMA data

of star-forming regions at a few kpc. Thus, we judge the core catalog with this

data in Orion A as suitable for the fiducial core catalog. In addition to providing

the core catalog, we explored the core physical properties of this region. The

observed CMF has a turnover at ∼ 0.1 M⊙, which is similar to IMF, supporting
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the possibility of core growth. By dividing the map into subregions based on

the declination, we found that massive cores locally distribute around the cloud

center, OMC-1/2/3 area. In addition, the CMF in the region has a significantly

shallower slope than CMFs in the other subregions. This implies that cores in the

high-column density region accumulate material more effectively. Interestingly,

more than half of starless cores are classified as gravitationally unbound cores. The

estimated core lifetime from the number ratio of bound starless cores and Class

II objects is consistent with previous studies for other star-forming regions. Next,

we calculated an expected mass accretion rate required to double the core mass in

the core lifetime. The mass accretion is higher than the Bondi mass accretion rate

by orders of 2. The mass accretion from filaments is supposed to achieve such a

high-mass accretion rate.
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1. Introduction

1.1 Molecular Cloud and Dense Core

The interstellar medium (ISM), which consists of gas and dust, fills the space

between stars in the galaxy. It is typically composed of 70% hydrogen, 28% of

helium, and 2% of heavy elements such as oxygen, carbon, and nitrogen (Spitzer

and Arny 1978). The ISM can be classified into four groups by their phases of

the main element, hydrogen (Mathis 1990): the hot ionized medium (HIM), HII

regions, neutral medium, and molecular clouds. HIM is a very diffuse hot gas.

Energetic events such as stellar winds and supernovae may create and influence

HIM. The HII region is the region with ionized/partially-ionized gas created around

high-mass stars and is the main component of the galactic disk. The neutral medium

is often classified into two categories: warm neutral medium (WNM) and cold

neutral medium (CNM). WNM and CNM are considered to be roughly in pressure

equilibrium.

Molecular clouds are composed mainly of hydrogen molecules and more

massive molecules because of the very low temperature (∼ 10 K) and relatively



CHAPTER 1. INTRODUCTION 2

high density (≥ 102-103 cm−3). The typical properties of molecular clouds and

their internal structures are summarized by Bodenheimer (2011) as shown in Table

1.1 (see also Goldsmith (1987)). The typical radius, density, mass, linewidth,

and temperature of the giant molecular cloud (GMC) are 20 pc, 100 cm−3, 105

M⊙, 7 km s−1 and 15 K, respectively. The mean lifetime of molecular clouds

is ∼10 Myr. The molecular clouds contain dense and compact structures. We

call such structures "dense cores." The dense cores are sometimes associated with

near-infrared point sources, which are likely to be protostars. Thus, the dense

cores are thought to be the birthplace of stars. The typical radius, density, mass,

linewidth, and temperature are estimated to be 0.08 pc, 105 cm−3, 101 M⊙, 0.3 km

s−1 and 10 K, respectively. We note that these values are not the definitions of the

structures.

Table 1.1: The Summary of the Properties of Molecular Clouds in Bodenheimer
(2011)

Property
Giant molecular Molecular Molecular Dense

cloud cloud clump core
Mean radius (pc) 20 5 2 0.08

Density n(H2) (cm−3) 100 300 103 105

Mass (M⊙) 105 104 103 101

Linewidth (km s−1) 7 4 2 0.3
Temperature (K) 15 10 10 10

Although the most abundant element of molecular clouds is hydrogen, most

hydrogen molecules in the clouds do not emit strong emissions because they are in

their lowest-excited state of rotational transition because of the low temperatures

of ∼ 10 K. The energy difference between the lowest-excited and ground states is
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about ∆E ∼ 500 K. Their lowest rotational transition emission is observed in the

infrared wavelength. Thus, molecular clouds are often observed by dust particles.

Molecular clouds include 1% of dust particles by mass (Bohlin, Savage, and Drake

1978). The dust particles cause the extinction of background starlight in infrared

and optical wavelengths. In addition, they also emit thermal emission, which is

observed as a continuum emission from radio to infrared wavelengths. Another

essential way to observe molecular clouds is spectral line observations from various

molecules such as carbon monoxide, CO. CO is the second most abundant after

hydrogen molecules in molecular clouds. The isotopologues of 12C16O such as

13C16O and 12C18O are also often observed. Other molecules such as CS, NH3,

N2H+, N2D+, HCN and H13CO+ are also used to observe dense cores since they

have higher critical densities for excitation. If the fractional abundance of the

observed molecule relative to H2 is estimated from other measurements, the masses

contained in the regions that emit the observed spectral line can be derived.

1.2 Standard Star formation Scenario

Previous observations suggest that stars are born in dense cores. The evolution

processes of dense cores are likely to depend on the balance of the self-gravity and

kinematic energy due to the turbulence and thermal motion, and magnetic energy.

The thermal energy is minimal compared to the other energies on the cloud scale.

Therefore, molecular clouds are not supported by thermal pressure. Molecular

clouds are thought to be supported by turbulence and magnetic field against global
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gravitational contraction. However, the dense cores should be gravitationally

unstable to form stars from dense cores. It is still unclear when and how it happens,

but once gravity becomes dominant over the other forces, the formation of stars

begins.

Since the dense cores are thought to be self-gravitating objects, the timescale

of star formation is determined by the free-fall time, which is calculated as

tff =

√
3π

32Gρ
= 4×105

(
104 cm−3

n

)1/2

yr (1.1)

where G, ρ and n = n(H) + n(H2) are gravitational constant, density and the

number density of hydrogen, respectively.

In the classical star formation scenario, the dense cores are considered to be

mainly supported by magnetic fields, i.e., the Lorentz force. If this is the case, the

timescale of star formation is determined by the timescale of magnetic leakage,

which initiates the gravitational contraction. There is a critical magnetic strength

that determines the timescale of star formation. The critical magnetic field strength

for cloud support is calculated as

Bcr ≈ 4
(

πkT ρ

µmH

)1/2

≈ 6.4×10−5
(

T
10 K

· nH

105 cm−3 ·
2.37

µ

)1/2

G (1.2)

where k, µ and mH are Boltzmann constant, mean molecular weight and mass

of atomic hydrogen. A cloud with a magnetic field weaker than Bcr is called
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magnetically supercritical, and it can dynamically collapse in order of a free-

fall time. On the other hand, a cloud with a magnetic field stronger than Bcr is

called magnetically subcritical, and the magnetic field completely supports it. The

magnetically subcritical cloud can contract when the magnetic flux escapes from

the cloud by some magnetic diffusion. In Figure 1.1, we compare the free-fall

time with a couple of timescales determined by magnetic diffusion as a function of

the cloud density. The magnetic flux loss time is basically more prolonged than

the free-fall time. So then, if the dense cores are supported by a strong magnetic

field enough to overcome the self-gravity, the timescale of star formation becomes

longer.

It is noted that the cooling time of molecular gas is much shorter than the other

timescales: It is ∼ 104 yr for clouds whose density is 102 cm−2 and ∼ 103 yr for

cores whose density is 104 cm−2. Thus, the temperatures of clouds and cores stay

nearly isothermal.

As mentioned before, once gravity dominates the dense core, the gas falls into

the central denser part, where a protostar grows. In the course of protostellar evolu-

tion, molecular outflows and jets are launched. Machida and Matsumoto (2012)

conducted three-dimensional resistive magneto-hydrodynamic (MHD) simulations

of the collapse of magnetized, rotating prestellar cores as shown in Figure 1.2.

The authors calculated from the prestellar cores to the end of the main accretion

phase. The results show that the circumstellar disk drives the outflow during the

star formation phase. They also revealed that a large fraction of core mass is

blown out by the outflow, as shown in Figure 1.3. Then, the gas-to-star fraction
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some suggestions from observations of molecular ions that
!0 might be significantly larger than the standard value in
some clouds (de Boisanger, Helmich, & van Dishoeck 1996;
Caselli et al. 1998). At nHd107 cm!3, tB is 10–102 times tff
for the case of B ¼ Bcr, and tB for the case of B ¼ 0:1Bcr is
about 102 times larger than that for B ¼ Bcr. At nHe108

cm!3, the ratio tB=tff decreases as the density increases, and
at last tB ¼ tff is attained at some density, which we denote
ndec and call the decoupling density, as in our previous work.
For the standard case !0 ¼ 1# 10!17 s!1, we find
ndec $ 2# 1011 and 3# 1011 cm!3 for B ¼ Bcr and 0.1Bcr,
respectively. As shown by NNU91, tB and ndec do not
depend sensitively on various parameters such as the frac-
tion of heavy elements remaining in the gas phase and the
details of the grain model (e.g., amin). As seen from Figure 3,
tB and ndec are not very sensitive to !0.

Ciolek & Mouschovias (1993) criticized our previous
work (e.g., NU86; Umebayashi & Nakano 1990; NNU91)
in their x 1.1, claiming that comparison of tB with tff and
comparison of vB with the free-fall velocity uff were mean-
ingless because magnetically subcritical clouds did not con-
tract freely. However, because the free-fall time is one of the
fundamental timescales of clouds, we can find out by com-
paring tB with tff (or vB with uff) whether the magnetic flux is
lost effectively in dynamically contracting clouds, and how
slowly the clouds in quasi equilibrium contract induced by
the drift of magnetic fields without detailed simulations,
which have been done by many authors (e.g., Nakano 1979;
Lizano & Shu 1989; Ciolek & Mouschovias 1994). Accord-
ing to Ciolek & Mouschovias (1993), we concluded errone-

ously that ambipolar diffusion (or drift of magnetic fields)
was inefficient at nH5 ndec because tB4tff . Our conclusion
in the previous and current papers is that extensive flux loss
occurs only at nHendec. If there exist highly magnetically
subcritical clouds with !4!cr, they might lose magnetic
flux extensively even at nH5 ndec, contracting quasi-stati-
cally, although only down to$!cr, as shown by the numeri-
cal simulations of Ciolek & Mouschovias (1994). However,
clouds or cloud cores with !4!cr cannot exist (Nakano
1998). Moreover, as mentioned in x 1, cloud cores must
decrease their magnetic flux down to 10!3!cr or below in the
process of star formation. Cloud cores with ! somewhat
smaller than !cr can begin dynamical contraction rather
easily (Nakano 1998). Extensive flux loss down to !5!cr

does not occur at nH5 ndec because tB is much larger than
the dynamical timescale.

3.4. Dependence onMagnetic Field Strength

We try to approximate the dependence of tB on the field
strength B by a power law tB / B!". Figure 4 (top) shows
the power index " obtained by comparing tB for the two
cases B ¼ Bcr and 0.1Bcr for the standard case

Fig. 3.—Timescales of magnetic flux loss for the clouds in which force
balance approximately holds along the field lines, or Bcr is given by eq. (30).
The flux loss time tB is shown for the two cases of field strength B ¼ Bcr

(solid lines) and 0.1Bcr (dashed lines). The Ohmic dissipation time tod is
shown by the dot-dashed lines. Two cases of the ionization rate by cosmic
rays, !0 ¼ 1# 10!17 (thick lines: standard case) and 1# 10!16 s!1 (thin
lines), are shown. The other parameters are the same as in Fig. 1. For com-
parison, the free-fall time tff ¼ ð3#=32G$Þ1=2 is shown by the dotted line.

Fig. 4.—Dependence of the magnetic flux loss time tB on the field
strength B and the drift velocity of ions for the standard case
!0 ¼ 1# 10!17 s!1. We approximate tB by a power law tB / B!" . Top:
Power-law index " obtained by comparing tB for the two cases B=Bcr ¼ 1
and 0.1 shown in Fig. 3, " ¼ !D log tB=D logB, as a function of the cloud
density. For weaker magnetic fields, we would obtain smaller values of ".
Bottom: Drift velocity in the direction of magnetic force relative to that of
the magnetic fields, vi=vB, given by eq. (13), and % i!i of metallic ions M+,
dominant among various ions, for the two cases of field strength B ¼ Bcr

(solid line) and 0.1Bcr (dashed line). We have omitted the subscript x to the
velocities. These quantities take almost the same values for molecular ions
m+ other than Hþ

3 , abundant next to M+, because their mean mass is not
much different from that ofM+.

No. 1, 2002 MAGNETIC FLUX LOSS IN MOLECULAR CLOUDS 205

Figure 1.1: The timescale of free-fall tff (dotted line), magnetic flux loss tB (solid
and dashed lines) and ohmic dissipation tod (dot-dashed) calculated by Nakano,

Nishi, and Umebayashi (2002). The critical magnetic field Bcr is given in Equation
1.2. The two cases of ionization rate by cosmic rays of ζ0 = 1×10−17 (thick line)
and ζ0 = 1×10−16 (thin line) are shown. The authors have assumed that 20% of C
and O and 2% of metallic elements are in the gas phase, and the rest is in grains.
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or star formation efficiency suppressed to ≥ 50% (see also Nakano, Hasegawa,

and Norman 1995; Matzner and C. F. McKee 2000; Machida, S. Inutsuka, and

Matsumoto 2009; Price, Tricco, and M. R. Bate 2012).

Most of the star formation scenarios previously discussed have assumed that the

final stellar masses are determined during the stage of core formation. This scenario

is sometimes referred to as the core accretion scenario or core collapse scenario.

However, recently, some authors proposed that the accretion of ambient gas outside

the core may largely determine the final stellar mass (e.g., Ian A. Bonnell, Vine,

and Matthew R. Bate 2004; I. A. Bonnell et al. 2011). This scenario is sometimes

called the competitive accretion scenario. The numerical simulation by Ian A.

Bonnell, Vine, and Matthew R. Bate (2004) showed that the final stellar mass

does not depend on the initial core mass. The cores grow with the Bondi-Hoyle

accretion from the surrounding cloud. In addition, modifying the competitive

accretion scenario, a clump-fed model for high-mass star formation is proposed

(e.g., P. Wang et al. 2010; J. C. Tan et al. 2014). P. Wang et al. (2010) showed

that a large part of the mass of a high-mass star came not from the core itself but

the clump or outside of the core with their numerical simulation. Then, J. C. Tan

et al. (2014) presented the average mass accretion rate of clump-fed model ⟨ṁ∗d⟩

as Equation 1.3.

⟨ṁ∗d⟩ = 1.46×10−4
(

εff

0.1

)( m∗ f

50 M⊙

)

(
εcl

0.5

)−1
×Σ

3/4
cl

(
Mcl

1000 M⊙

)−1/4

[M⊙ year−1] (1.3)



CHAPTER 1. INTRODUCTION 8

where εff, m∗ f , εcl, Σcl, and Mcl are SFE per free-fall time, final stellar mass, final

SFE of the parental clump, clump column density, and clump mass, respectively.

It is a matter of debate which essential to determine the final stellar masses:

parental cores or accretion of ambient gas.

1.3 Initial Mass Function (IMF) and Core Mass

Function (CMF)

1.3.1 Initial Mass Function

Salpeter (1955) investigated the distribution of stellar masses when the stars are

born for the first time, as shown in Figure 1.4. The function is called initial mass

function (hereafter, IMF) today. The author calculated the average stellar mass as a

function of the absolute visual magnitude for nearby main-sequence stars. Then,

the author derived the best-fit power-law function between log(M/M⊙) = −0.4

and +1.0 as
dN

dlogM
∝ M−Γ (1.4)

or
dN
dM

∝ M−Γ−1 = M−α (1.5)

and found that the power-law index was Γ = 1.35 (α = 2.35). This IMF is called

"Salpeter-IMF" today.

So far, many observations of star clusters have been conducted to derive the
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592 M. N. Machida and T. Matsumoto

boundary by the end of the calculation. In addition, we have checked
that the Alfvén waves generated at the centre of the cloud (or the
computational boundary) never reach the computational boundary
(or the centre of the cloud) during the calculation (for details, see
Machida et al. 2011). After the calculation starts, a new finer grid
is generated before the Jeans condition is violated (Truelove et al.
1997). Although the maximum grid level differs among the models,
each model has a spatial resolution of <0.3 au in the finest grid.

In this study, we focus on the evolution of the outflow driven
by the circumstellar disc. To investigate the dependence on spatial
resolution for the outflow driving, we preliminarily investigated
the cloud evolution with different spatial resolutions (different cell
widths and different grid sizes). With these calculations, we checked
the convergence of outflow speed and momentum, and confirmed
that the spatial resolution adopted in this study is sufficiently high
to study the evolution of the outflow.

3 R ESULTS

In this section, we present the evolution of the collapsing cloud
and the outflow for typical models in Section 3.1.1 (model N08, a
less massive cloud case) and Section 3.1.2 (model N06, a massive
cloud case). Then, we describe the mass accretion rate (Section 3.2)
and masses of the protostar and the circumstellar disc (Section 3.3),
and the mass ejected by the protostellar outflow (Section 3.4). The
properties of the protostellar outflow are described in Section 3.5.

3.1 Typical model

3.1.1 Model N08

Fig. 1 plots the cloud evolution for model N08 from the initial state
until the end of the main accretion phase; only the z > 0 region

Figure 1. Time-sequence images from the initial state until the end of the main accretion phase for model N08. In each panel, the density (colour and red
contours) and velocity (arrows) distribution on the y = 0 plane is plotted with the initial cloud scale. The white dashed circle represents the initial cloud radius
(i.e. the host cloud). The blue line is the boundary of the outflow inside which the gas moves outwardly towards the centre of the cloud (or the protostar) with
a supersonic velocity. The elapsed time t in unit of the free-fall time-scale (tff,c) and year is plotted on the upper side of each panel. The white squares in each
panel denote the outer boundary of the subgrid.

C© 2012 The Authors, MNRAS 421, 588–607
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Figure 1.2: The snapshot of each time in the simulation from prestellar core to
protostellar core with outflow done by Machida and Matsumoto (2012). The
colored background images and white arrows are the density and velocity

distributions. The initial core is shown as the white dashed lines. The blue lines
represent the boundaries with supersonic velocity from the center to the outward.

The white square in each panel is the boundary of the subgrid.
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Impact of protostellar outflow 605

Figure 14. Mass ratio of the protostar plus circumstellar disc to the
initial cloud (εdisc; square symbol) and the mass ratio of the protostar to
the initial cloud (εps; diamond symbol). The ratio of the final stellar mass
to the initial cloud in a shadowed area is expected to be realized. The circle
symbol (εout) is the ratio of the outflowing mass to the initial cloud mass,
which is related to the star formation efficiency as ε = 1 − εout (right axis).

effectively suppresses the star formation efficiency in a massive
cloud. As a result, the star formation efficiency in a massive cloud
is lower than that in a less massive cloud.

4.3 Final stellar mass

Fig. 14 shows the ratio of the outflowing mass to the initial cloud
mass (εout ≡Mout/Mcl), the protostellar mass to the initial cloud mass
(εps ≡Mps/Mcl) and the mass of the protostar plus the circumstellar
disc to the initial cloud mass [εdisc ≡(Mps + Mdisc)/Mcl] at t =
t0 + tff,b for each model. At this epoch, the infalling envelope is
already depleted, and gas accretion from the infalling envelope on
to the circumstellar disc or protostar has already stopped. Thus, in a
subsequent evolutionary phase of the star formation (class II and III
phases), the protostar acquires its mass only from the circumstellar
disc, not from the infalling envelope.

Black lines in Fig. 14 correspond to the lower and upper limits of
the expected ratio of the final stellar mass to the initial cloud mass.
Since a massive disc still exists around the protostar at the end of the
calculation, we cannot determine the final stellar mass. Although a
large fraction of the circumstellar disc mass is expected to fall on to
the protostar, a part of its mass dissipates without falling by some
mechanism such as photoevaporation, jets around the protostar or
magnetorotational instability. Thus, the upper limit (square symbol)
is realized when the entire circumstellar disc finally falls on to the
protostar, and the lower limit (diamond symbol) is realized when
the entire circumstellar disc is blown away or disappears without
falling on to the protostar by any mechanism.

In Fig. 14, the ratio of the protostellar mass to the initial cloud
mass (diamond symbol) decreases with the initial cloud mass for
Mcl < 0.26 M#, whereas it increases slightly for Mcl > 0.26 M#.
This ratio is determined by the efficiency of mass accretion from the
circumstellar disc on to the protostar. A less massive disc appears in
a less massive cloud and is stable against gravity. In such a disc, an-
gular momentum is transferred by magnetic effects such as magnetic
breaking and protostellar outflow, and the mass accretes steadily on
to the protostar (Machida et al. 2011). In contrast, a massive cir-
cumstellar disc appears in a massive cloud and is unstable against
gravity. In such a massive circumstellar disc, a non-axisymmetric
structure appears because of gravitational instability, as shown in
Fig. 7. This structure effectively transfers angular momentum out-

wards, promoting mass accretion from the circumstellar disc on
to the protostar. In addition, the gas accretes unsteadily on to the
protostar as described by Vorobyov & Basu (2006) and Machida
et al. (2010), who pointed out the possibility of episodic accretion
in such massive discs. Thus, in addition to the magnetic effects,
the dynamical structure of the circumstellar disc contributes to the
angular momentum transfer in the massive circumstellar disc that
forms in an initially massive cloud. As a result, the accretion rate
from the circumstellar disc on to the protostar increases with the
initial cloud mass, and thus the protostellar mass also increases with
the initial cloud mass. Note that to investigate the disc stability in
detail, the disc thermodynamics should be considered as described
in Section 4.2.

The ratio of the final stellar mass to the initial cloud mass in the
least less massive cloud is 0.54–0.92 and that in the most massive
cloud is 0.39–0.47. Fig. 14 shows that both the lower and upper lim-
its of the final stellar mass ratio tend to decrease as the initial cloud
mass increases. This is because, in a massive cloud, a protostellar
outflow with a wide opening angle can sweep up a large amount of
mass and eject it into the interstellar space. Fig. 13 shows that the
mass ejection rate owing to the protostellar outflow increases with
the initial cloud mass.

Since we cannot estimate the mass ratio finally falling on to
the protostar from the circumstellar disc, the final stellar mass is
unclear. However, our result indicates that the protostellar outflow
contributes greatly to the protostellar mass and the star formation
efficiency in a single cloud core.

4.4 Star formation efficiency

Fig. 14 (circle symbol) shows the ratio of the ejected mass by the
protostellar outflow to the initial cloud mass (εout). Since the ejected
mass by the protostellar outflow is not bound to the host cloud, it
never falls on to either the circumstellar disc or the protostar. Thus,
in general, this ratio can be related to the star formation efficiency
ε as

ε = 1 − εout. (25)

Fig. 14 (red line) plots the star formation efficiency (right axis)
against the initial cloud mass. The red line indicates that the star
formation efficiency in the most massive cloud is ε $ 0.5, while
that in the least less massive cloud is ε > 0.9.

Fig. 14 shows that the star formation efficiency decreases with
the initial cloud mass. This is because the mass ejection rate owing
to the protostellar outflow increases with the host cloud mass. As
described in Section 1, the protostellar outflow is originally driven
by the first core. Thus, no outflow appears before the first core
formation in the collapsing cloud. The first core has a mass of Mfc

$ 0.01–0.1 M# (Saigo & Tomisaka 2006) at its formation. Thus,
in a less massive host cloud, a very slight mass remains as the
infalling envelope after the first core formation. For example, when
the initial cloud mass is Mcl = 0.05 M# and the first core has a
mass of Mfc = 0.04 M#, only 20 per cent (Menv = 0.01 M#) of
the initial cloud mass remains as the infalling envelope. After the
first core formation, part of the gas accreting on to the first core
(or the circumstellar disc) is blown away by the outflow. Since the
outflow is powered by the release of the gravitational energy of
the accreting matter, no powerful outflow appears unless sufficient
accreting matter exists around the driving source. In addition, a
protostellar outflow with a wide opening angle sweeps up the gas
of the infalling envelope as it propagates into the host cloud. Thus,
when the infalling envelope is already depleted, the outflow sweeps

C© 2012 The Authors, MNRAS 421, 588–607
Monthly Notices of the Royal Astronomical Society C© 2012 RAS
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Figure 1.3: The mass ratios of the protostar plus circumstellar disk to the initial
core (εdisk; square), the protostar to the initial core (εps; diamond) and the
outflowing mass to the initial core (εout; circle) calculated by Machida and

Matsumoto (2012). The star formation efficiency is calculated as ε = 1− εout.
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{Ll/Wl). The relation between our “original luminosity function/’ and the ob- 
served one, is then 

log 4> (Ml) = log i (M„) +0.4 {Mb — ML h) + log (4) 

for Mv < Ml, v,' (t> = Ÿ f°r Mv > Ml, v 
Since the data on <j)(Mv) are not sufficiently accurate to obtain a precise value of 

Ml, v from the change of slope, we assume the value indicated by the globular-cluster 
data of Ml,v = 3.5. Using equation (4) and the values for mass 9JÎ and bolometric mag- 
nitude Mb given in Table 2, \p(Mv) was derived from the observed <t)(Mv). Finally, using 
equation (3) and the adopted mass values, the function was derived. Both \p and 
£ are given in Table 2. A plot of £ against 9T is given in Figure 2, passing through all the 
points of Table 2, except for three points, marked with circles in the figure. 

Fig. 2.—The logarithm of the “original mass function/’ £, plotted against the mass, 90?, in solar 
units. 

IV. DISCUSSION 
Figure 2 and Table 2 show that the “original” mass and luminosity functions £ and 

\p are, in fact, fairly smoothly varying functions without any very rapid change of slope. 
For log (älf/äfto) between —0.4 and +1.0, £ is given reasonably well by the approxi- 
mation 

/ m \-i.35 
*« 0-03 (Jy . 

It is not yet clear whether the steeper drop of £ for masses larger than 10 9Jfo is a real 
effect, since in this region masses and bolometric corrections are not known very accu- 
rately and the number of such stars reasonably near the galactic plane is small. 

The smoothness of the function £ lends support to the hypotheses, stated in Section I, 
on which this paper is based (but of course does not prove them to be correct). Accept- 

© American Astronomical Society • Provided by the NASA Astrophysics Data System 

Figure 1.4: The IMF, original mass function in the paper, constructed in Salpeter
(1955). ξ (m) represents the "original mass function" defined by

dN = ξ (m)d(logm)dt/T0. Here, dN/dlogM = dN/dM×M× log10. Then, N, T0, Mv,
m, and mo are the number of stars, age of the galaxy, absolute visual magnitude,
stellar mass, and solar mass, respectively. The three circles are the data that are

not on the solid line.
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IMFs, as shown in Figure 1.5 and 1.6 and revealed the peaks at low-mass parts

(hereafter referred to as the turnovers): (e.g., Comeron, G. H. Rieke, and M. J.

Rieke 1996; Haisch, E. A. Lada, and C. J. Lada 2000; Levine et al. 2006) for

NGC 2024, (e.g., E. E. Mamajek, Lawson, and Feigelson 2000; Song, Zuckerman,

and M. S. Bessell 2004; Luhman, Peterson, and Megeath 2004; Lyo et al. 2006;

Luhman 2007; Mužić et al. 2011) for Chameleon I, (e.g., E. A. Lada and C. J.

Lada 1995; Najita, Tiede, and Carr 2000; A. A. Muench et al. 2003; Luhman,

Stauffer, et al. 2003; Preibisch, Stanke, and Zinnecker 2003; Burgess et al. 2009)

for IC 348, (e.g., Luhman 2000; C. Briceño et al. 2002; Luhman, César Briceño,

et al. 2003; Luhman 2004; Scelsi, Maggio, et al. 2007; Scelsi, Sacco, et al. 2008;

Luhman, E. E. Mamajek, et al. 2009) for Tauras, (e.g., G. H. Rieke, Ashok, and

Boyle 1989; D. M. Williams et al. 1995; Luhman and G. H. Rieke 1999; Erickson

et al. 2011; Alves de Oliveira et al. 2012) for ρ Ophiuchi, (e.g., L. A. Hillenbrand

1997; Palla and Stahler 1999; L. A. Hillenbrand and Carpenter 2000; Slesnick,

L. A. Hillenbrand, and Carpenter 2004; Da Rio, Robberto, Soderblom, et al. 2010;

Andersen et al. 2011; Da Rio, Robberto, L. A. Hillenbrand, et al. 2012) for the

Orion nebula cluster (ONC), (e.g., Flaccomio et al. 1999; Park et al. 2000; Sung,

M. S. Bessell, et al. 2008; Sung and M. S. Bessell 2010) for NGC 2264, (e.g.,

Walker 1961; Sagar and Joshi 1979; Bonatto, Santos, and Bica 2006; Oliveira,

Jeffries, and van Loon 2009) for NGC 6611 and (e.g., A. A. Muench, E. A. Lada,

and C. J. Lada 2000; A. A. Muench, E. A. Lada, C. J. Lada, and Alves 2002)

for the Trapezium Cluster. For nearby stars, (e.g., Miller and J. M. Scalo 1979;

Rana 1987) derived MFs and found the steeper the slope at the high-mass ends
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than Salpeter-IMF of Γ ∼ 1.7. (J. Scalo 1998; Kroupa 2002; Bastian, Covey, and

Meyer 2010) summarized the power-law index as a function of the stellar mass of

each IMF as a "alpha–plot" (Figure 1.7) and resolved that most of the IMFs have

Salpeter-like slopes at the high-mass ends.

There are three IMF models which reproduce the turnover at the low-mass part,

and Salpeter-like slope at the high-mass ends a multicomponent power-law function

(Kroupa 2001; Kroupa 2002), combination of a lognormal distribution below 1 M⊙

and the Salpeter-like slope above 1 M⊙ (G. Chabrier 2003; Gilles Chabrier 2005)

and a tapered power-law function (De Marchi, Paresce, and Portegies Zwart 2010;

Parravano, C. F. McKee, and Hollenbach 2011). The universality of the IMFs has

not been solved, and it is one of the most essential questions in modern Astronomy.

1.3.2 Core Mass Function

Stars are formed in dense cores of molecular clouds. In the classical standard

star formation scenario, a star is created in the dense core. Therefore, it is crucial

to understand how dense cores form from parental molecular clouds. Since the

evolution processes of stars are mainly determined by their masses at birth, it

is essential to reveal what determines the mass distribution of dense cores in

molecular clouds. One of the candidates of origin of the IMFs is the core mass

functions (hereafter, CMFs).

Motte, Andre, and Neri (1998) conducted mosaic observations of 1.3 mm

continuum toward ∼ 1 pc2 of ρ Ophiuchi whose distance is ∼ 160 pc with the

IRAM 30-m telescope and the MPIfR bolometer array. The authors identified
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IMF of stellar clusters: Bayesian analysis 1961

Figure 1. The number of stars !N per logarithmic bin size !(log(M/M!)) of the young stellar clusters NGC 2024, Chameleon I, IC 348, and Taurus. Stellar
masses are binned with logarithmic bin sizes of !(log(M/M!)) = 0.1 M! (red lines) and !(log(M/M!)) = 0.2 (yellow line). The full and dashed blacks
lines represent the Kroupa (2001) mass function (first row), the Chabrier (2005) mass function (middle row), and the Parravano et al. (2011) mass function
(bottom row) with their fiducial Galactic IMF parameter. All functions are normalized to the total mass contained in each cluster (see the text for more details).

as well as the uncertainties on these parameters are dependent on
the choice of bin size. An additional complication is created by the
somewhat arbitrary and subjective choice of the mass range over
which a functional form of the IMF is fitted, particularly in the
presence of break points such as in the case of the Chabrier and
Kroupa IMFs. The dependence of the derived parameters of the
IMF on the bin size is further illustrated in Figs 3 and 4. Fig. 3
displays binned IMFs of 3 clusters with N∗ = 102, 103, and 104

(yellow, red, and black, respectively) and where the masses, which
are randomly sampled from the Parravano et al. IMF (equation 1)
in the mass range [0.02–150] M!, are binned using equals size
logarithmic mass bins of !log(M/M!) = 0.1 (left-hand panel),
0.2 (middle panel), and 0.3 (right-hand panel). The binned mass
functions are then fitted with the tapered power-law IMF (De Marchi
et al. 2010; Parravano et al. 2011). The parameters "P, MP, and γ P

are derived by minimizing the χ2 between the fit function and
the binned IMFs using a Levenberg–Marquart algorithm. Fig. 4
displays the 1σ uncertainty, in the form of a percentage, on "P (top
panel), MP (middle panel), and γ P (lower panel) as a function of
the logarithmic bin size (in the range 0.05 ≤ !log(M/M!) ≤ 0.4),
and for the three clusters with N∗ = 102 (yellow), 103 (red), and 104

(black). The figure clearly shows that the uncertainty on the derived
parameters is bin dependent and that it increases with the increasing
size of the bin. The use of Bayesian statistics for the inference of
the parameters that describe the underlying shape of the IMF of a
given stellar cluster with resolved populations makes it possible to
avoid the pitfalls that can be caused by these subjective choices.

In Bayesian statistics, assessing the probability that a specific
model Mi out of a set of possible models M (i.e. a specific
combination of the model’s parameters) can explain a set of data D

MNRAS 444, 1957–1981 (2014)
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Figure 1.5: The IMFs of star clusters NGC2024, Chameleon I, IC 348 and Tauras
derived in Dib (2014). The red and orange lines show the IMFs with bin sizes of
log(M/M⊙) = 0.1 and log(M/M⊙) = 0.2. The dashed and solid lines are the MFs

of Kroupa (2001) (top panels), Gilles Chabrier (2005) (middle panels) and
Parravano, C. F. McKee, and Hollenbach (2011) (bottom panels), respectively. All

functions are normalized to the total mass in each cluster.
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1962 S. Dib

Figure 2. Same as Fig. 1 but for the young clusters ρ Ophiucus, Orion nebula Cluster, NGC 2264, and NGC 6611.

is given by the fundamental equation (i.e. Bayes’ theorem; Bayes
1763):

P (Mi |D) = P (Mi) P (D|Mi)
P (D)

, (4)

where P (Mi |D) is the posterior probability (hereafter the poste-
rior) that the model Mi is correct given the data D, P (Mi) is
the prior probability (hereafter the prior) that is assigned to the
model’s veracity based on our current understanding of the physical
processes that govern the systems the model aims at explaining,
and P (D|Mi) is the probability of obtaining the data D given the
model Mi . The term in the denominator of equation (4) is a normal-
ization factor (called the evidence) and is given by the summation
over all possible models (i.e. summation over the different ranges
of each of the model’s parameters) P (D) ≡ "iP (Mi) P (D|Mi).
This ensures that the sum of all posterior probabilities equals unity,
i.e. "iP (Mi |D) = 1.

The specific problem we are concerned with in this work is the
underlying distribution function of stellar masses in stellar clusters.
If the model Mi can be described by a set of N parameters [θN]i,
and the data with an ensemble of stellar masses [M∗] of j measured
values M∗,j, then the posterior probability of the model is given by

P ([θN ]i | [M∗]) = P ([θN ]i) P ([M∗] | [θN ]i)
"iP ([θN ]i) P ([M∗] | [θN ]i))

. (5)

Note that it is not necessary to calculate the evidence for com-
parisons of the relative probabilities of different sets of model pa-
rameters. The total likelihood of the ensemble of N∗ measurements
is given by the product of the likelihood of each measured value:

P ([M∗] | [θN ]i) =
N∗∏

j=1

P
([

M∗,j

]
| [θN ]i

)
. (6)

The prior reflects our knowledge about the physical processes
that govern the values of the different parameters that describe the

MNRAS 444, 1957–1981 (2014)
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Figure 1.6: The same figures as Figure 1.5 for ρ Ophiucus, ONC, NGC 2264 and
NGC6611 derived in Dib (2014).
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AA48CH10-Meyer ARI 23 July 2010 15:48
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Figure 2
A representation of the “alpha plot” by Scalo (1998) and Kroupa (2002). We show the derived index, !, of the initial mass function
(IMF) in clusters, nearby star-forming regions, associations, and the field as a function of sampled stellar mass (points are placed in the
center of the log m range used to derive each index, with the dashed lines indicating the full range of masses sampled). The data points
are from studies discussed in the text and are not meant to be a complete review of the field. Additionally, we have added a sample of
clusters compiled by Kroupa (2002). Open circles denote studies where no errors on the derived ! are given, whereas filled circles are
accompanied with the corresponding error estimate (shown as solid vertical lines). The observed scatter in the ! measurements presented
here is likely to be larger than in the literature as a whole, as “outliers” are emphasized in this review. The colored solid lines represent
three analytical IMFs: Shown in green is the Chabrier (2003) IMF (dashed line indicates extrapolation into the substellar regime), with a
Salpeter (1955) IMF in light blue, and a Kroupa (2002) IMF in orange (which is essentially Salpeter above 1 M!).

as well as the mass of a given stellar population. Specific observations (e.g., B-band luminosity,
near-IR color, etc.) often preferentially sample a given stellar mass range. For all but the most
massive stars, multiple epochs of star formation contribute to each mass range. Hence, a detailed
knowledge of the SFH (and metallicity) of the population is needed if one wants to constrain
the underlying IMF. These degeneracies between SFH, metallicity, and the IMF, are even more
important for unresolved systems and are highlighted throughout this review.

If the IMF varies systematically with environment or metallicity (both of which could depend
on cosmic look-back time), then it is possible, even likely, that the inferred SFHs, stellar masses,
and, hence, stellar mass-density estimates would be systematically in error. This could strongly
bias our understanding of many important topics, from chemical evolution to how galaxies are
formed. One important quantity often measured for local and high-redshift galaxies is their present
SFRs. By constraining the amount of ionizing radiation emitted by a galaxy (traced by UV, Hα, or
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Figure 1.7: The "alpha–plot" shown in Bastian, Covey, and Meyer (2010). The
power-law index of IMF is derived as a function of stellar masses. The filled circles

show the data provided with errors on the Γ, and open circles show the data
provided without errors on the Γ. The colored solid lines show the IMF models of
G. Chabrier (2003), Kroupa (2002) and Salpter-IMF above 1 M⊙ (Salpeter 1955).
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small-scale structures called clumps in the paper whose sizes are smaller than

15′′– 30′′corresponding to 2400 au to 5000 au. Then, the authors derived the mass

spectrum for them. They revealed that the CMF has a Salpeter-like slope at the

high-mass end with an index of the best-fit power-law functions above ∼ 0.5 M⊙

of α = −2.5. The similarity between the CMF and IMF may indicate that the

cores identified are likely to be the progenitors of stars, and the mass of the cores

determines the final mass of stars formed.F. Motte et al.: The initial conditions of star formation in the ρ Ophiuchi main cloud 165

Fig. 5. Frequency distribution of masses for 60 small-scale clumps
extracted from the mosaic of Fig. 1 (solid line). The dotted and long-
dashed lines show power laws of the form ∆N/∆m ∝ m−1.5 and
∆N/∆m ∝ m−2.5, respectively. The error bars correspond to

√
N

counting statistics.

objects or if a “protostellar” opacity is used for the ten centrally
condensed clumps.

The mass distribution seen in Fig. 5 for clumps mimics the
behavior of the stellar initial mass function (IMF), which is
known to haveα ∼ 2.5 for 1M! <∼ M!

<∼ 10M! (e.g. Salpeter
1955) and α ∼ 1.5 forM!

<∼ 1M! (e.g. Miller & Scalo 1979,
Güsten&Mezger 1983), with a possiblemaximumat∼ 0.3M!
(Scalo 1986, Strom et al. 1993).

Recall that, by contrast, allmolecular-line studies conducted
up to now have found a shallow clump mass spectrum with a
single slopeα ∼ 1.5 at all masses (e.g. Blitz 1993, Loren 1989),
which differs qualitatively from the stellar IMF. Interestingly
enough, the mass spectrum we derive when we consider small-
scale clumps and larger-scale cores together is also consistent
with α ∼ 1.5.

The above results suggest that there may be a direct rela-
tion between clump mass and stellar mass at the length scale
of ∼ 2 000 − 4 500 AU ∼ 0.01 − 0.02 pc (i.e., ∼ 15′′ − 30′′

in ρ Oph). While existing line studies may not have the reso-
lution and/or sensitivity to resolve dense cores into small-scale
clumps, our 1.3 mm continuum mosaic may be resolving struc-
tures corresponding to the direct progenitors of individual stars
or systems. In this view, stars would form from bounded clumps
of finitemasses (as indeed suggested by the radial profiles shown
in Fig. 4c), and most of the ‘initial’ clump masses (i.e., masses
at the onset of collapse) would end up in stars, resulting in a
high star formation efficiency. If the above is true, it would im-
ply that the physics of fragmentation is essential in determining
the final masses of forming stars (i.e., the IMF) in clustered re-
gions like the ρ Oph main cloud. This would be in agreement
with some theoretical scenarios of protocluster formation (e.g.
Larson 1985, Zinnecker 1989). Such a picture need not be uni-
versal, however, and is in fact unlikely to apply to regions of

more isolated star formation like the Taurus cloud. In these re-
gions, protostars may accrete from larger (effectively infinite)
reservoirs of mass, and other processes such as stellar winds
may be more important in limiting accretion and defining stel-
larmasses (e.g. Shu et al. 1987). It would thus be very instructive
to derive the clumpmass spectrum in other star-forming regions
using the same technique as the one employed here, in order to
assess the importance of cloud–to–cloud variations.

6. Discussion: relation to large-scale cloud properties

6.1. Cloud fragmentation

We have used our dust continuum data to estimate the frag-
mentation lengthscale characterizing the ρ Oph cores in two
ways. First, we have estimated the mean separation between the
clumps/YSOs present in each core by dividing the total surface
area of the core by the number of clumps/YSOs. This yields a
diameter ranging from∼ 6 000AU to∼ 10 000AU, the shortest
value beingmeasured in the densest cores, i.e., Oph-A, Oph-B2,
OphC-S.

Second, we have considered several filamentary-like struc-
tures seen in our maps (see white lines and curves in Fig. 1
and Figs. 2a-2f). In particular, one may notice the linear string
of 11 clumps/YSOs detected in the southern part of the C18O
ridge ofWL83 and the cloud fragments aligned along the major
axes of Oph-B1, OphC-S, and Oph-D. Along these filaments,
the average projected distance between objects is shorter than
above and ranges from ∼ 4 000 AU (i.e., ∼ 25′′ at 160 pc) to
∼ 8 000 AU (i.e., ∼ 50′′).

Cloud fragmentation lengthscales of this order are consistent
with the finite <∼ 5 000 AU outer radius estimated for several
clumps and protostellar envelopes in Sect. 4 (see Fig. 4).We also
note that the FWHM short sizes of the various filaments is of the
same order. In the following, we will thus adopt a representative
value L = 6 000 AU for the fragmentation lengthscale in the
ρ Oph main cloud.

Such a lengthscale is clearly shorter than the fragmentation
lengthscale observed in the Taurus cloud. In Taurus, protostars
generally form in isolation and the median nearest-neighbor
distance between T Tauri stars is estimated to be ∼ 50 000 AU
(Gomez et al. 1993). This difference is illustrated in Fig. 6which
compares the region surrounding EL 29 in Oph-E with the well-
known L1527 protostar in Taurus (e.g. Ladd et al. 1991, Motte
et al. 1998). A similar trend can be seen on the radial intensity
profiles shown in Fig. 4d (see Sect. 4 above).

A short pre-collapse fragmentation lengthscale in the par-
ent cloud can strongly influence the evolution of any protostar
forming in that cloud by limiting the radius of its ‘sphere of in-
fluence’. For instance, in the context of the inside-out collapse
theory of Shu et al. (1987), the collapse expansion wave would
reach the outer boundary of a typical ρ Oph pre-stellar clump
in a time t = L/2as ∼ 1 × 105 yr, which is shorter than the
typical Class I lifetime (i.e., ∼ 2 × 105 yr according to WLY
and GWAYL). This may explain why, in ρ Oph, Class I sources
generally seem to have passed the main accretion phase and to
be in a phase of residual accretion/ejection (see Henriksen et al.

Figure 1.8: The CMF for 60 small scale structures constructed by Motte, Andre,
and Neri (1998). The dotted and dashed lines show the best-fit functions whose
indexes are −1.5 below 0.5 M⊙ and −2.5 above 0.5 M⊙, respectively. The error

bars show the statistical uncertainty of
√

N.
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Könyves, Ph. André, Men’shchikov, Schneider, et al. (2010) also identified

dense cores in the Aquila rift cloud complex at ∼ 400 pc (see Bontemps, Ph. André,

et al. 2010) from the Herschel data with SPIRE and PACS shown in 1.9. The

authors defined sources identified by getsources algorithm (Men’shchikov et al.

2010) with enough signal-to-noise ratio of greater than 7.5 in at least two bands of

SPIRE: 250µm (the map resolution is ∼ 18′′∼ 4700 au), 350µm (∼ 25′′∼ 6500 au)

and 350µm (∼ 36′′∼ 9400 au) as cores. They also identified young stellar objects

(YSOs) with Spitzer 24 µm data and PACS 70 µm data. Then, they derived CMFs

for 452 starless cores and 314 candidate prestellar cores, which are gravitationally

bound starless cores (see di Francesco et al. 2007; Ph. André, Men’shchikov, et

al. 2010) as shown in Figure 1.9. Figure 1.10 shows the CMFs, and they have

turnovers at ∼ 0.6 M⊙ for starless cores and ∼ 0.9 M⊙ for prestellar cores. The

slopes are Γ = −1.5± 0.2 for starless cores and Γ = −1.45± 0.2 for prestellar

cores. Besides these cases, many observations of CMFs have reported similar shape

CMFs (e.g., Testi and Sargent 1998; Johnstone, Wilson, et al. 2000; Johnstone,

Fich, et al. 2001; Motte, P. André, et al. 2001; Beuther and Schilke 2004; Stanke

et al. 2006; Alves, Lombardi, and C. J. Lada 2007; Nutter and Ward-Thompson

2007; Ph. André, Belloche, et al. 2007).

Ikeda, Sunada, and Kitamura (2007) and Ikeda and Kitamura (2009) discussed

the confusions among cores. They conducted observations toward Orion A with

the H13CO+ (J=1–0) and C18O (J=1–0) emissions and mentioned that the turnover

of the CMF is an artifact of the confusion, and the power-law shape continues

to the low-mass part determined by their resolution limit. Here the confusion
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A&A 518, L106 (2010)

Fig. 1. a) Column density map derived from SPIRE/PACS observations of Aquila. The subregion referred to as the main subfield in the text is
marked by the white rectangle. The cyan triangles mark the positions of the 541 starless cores identified in the entire field. The locations of the HII
regions W40 and MWC297/Sh62 are shown. The PDR region around W40 is framed by white polygon, while the dashed square outlines the small
region shown in more detail in online Fig. 5a. b) Same as a) for the main subfield, with a total of 452 starless cores, marked by cyan triangles.

coverages reduced the effects of 1/ f noise (see Sibthorpe et al.
2008).

The PACS 70 µm and 160 µm data were reduced with HIPE
(Ardila et al. 2010) version 3.0. Standard steps of the default
pipeline were applied starting from the raw data (level 0). We
used file version 1 flat-fielding and responsivity in the calibra-
tion tree, instead of the built-in version 3 of those. Therefore, the
flux density scale was corrected with the corresponding respon-
sivity correction factors: 1.78 at 70 µm, and 1.43 at 160 µm.
Multi-resolution median transform (MMT) deglitching and
second-order deglitching were also applied. Baselines were then
subtracted by high-pass filtering, with a median filter width cor-
responding to the full length (180′–190′) of the scan legs taken
from HSPOT (Frayer et al. 2007). The baseline fits were per-
formed on the “level 1” data using interpolation for the masked
bright sources not to over-subtract true sky emission. In this
way, we removed stripes and preserved spatial scales and dif-
fuse emission up to the size of the maps. The final PACS maps
were created using the photProject task, which performs simple
projection of the data cube on the map grid.

Our SPIRE observations at 250, 350, and 500 µm were re-
duced using HIPE version 2.0 and the pipeline scripts deliv-
ered with this version. These scripts were modified, e.g., to
include observations taken during the turnaround of the tele-
scope. A median baseline was applied to the maps and the
“naive” map-making method was used. Online Fig. 3 shows the
500/350/250 µm SPIRE images. The PACS 160/70 µm images
of the same field are shown in Bontemps et al. (2010).

For SPIRE, the absolute calibration uncertanty is estimated
to be ∼15% (Griffin et al. 2010), while for PACS the absolute
flux accuracy is within 10% in the blue filter, and better than 20%
in the red filter (Poglitsch et al. 2010). The in-flight calibration
of the SPIRE instrument is described by Swinyard et al. (2010).

Besides cross-correlating the SPIRE and PACS maps to
test their relative astrometry, we compared the astrometry of
the Herschel images with publicly-available Spitzer 8 µm and
24 µm data, as well as high-positional accuracy (<1′′) 3 mm
IRAM Plateau de Bure observations of a small field at the cen-
ter of the Aquila main filament (Maury et al. in prep.). In this
way, we corrected the Herschel images for small astrometric

offsets (<∼6′′) remaining between the SPIRE and PACS maps,
and achieved a final astrometric accuracy better than ∼2′′.

3. Results and analysis
Compact sources were extracted from the SPIRE/PACS images
using getsources, a multi-scale, multiwavelength source-finding
algorithm briefly described in Men’shchikov et al. (2010).
Several sets of extractions were obtained, including one for the
entire field and one for the main subfield of the Aquila com-
plex (see Fig. 1). At this early stage of the scientific exploitation
of the Herschel survey, we only considered robust sources with
significant (S/N > 7.5) detections in at least two SPIRE bands,
especially since the significance of the sources depends slightly
on the adopted set of extractions.

For the Aquila main subfield (see Fig. 1), Spitzer 24 µm ob-
servations were used in combination with PACS 70 µm data to
distinguish between starless cores and young (proto)stellar ob-
jects (YSOs). In this subfield, objects detected in emission above
the 5σ level at 70 µm and/or 24 µm were classified as YSOs,
while cores undetected in emission (or detected in absorption) at
both 70 µm and 24 µm were classified as starless. This classifi-
cation yielded 452 starless cores in the Aquila main subfield.

Outside the main subfield, we had to rely only on our PACS
70 µm data to distinguish between starless and protostellar cores.
Based on the results obtained in the main subfield, we estimate
that the lack of Spitzer 24 µm information leads only to a ∼3%
error in the classification. Altogether, we identified a total of 541
starless cores and 201 embedded YSOs in the entire field. The
YSOs include ∼45–60 Class 0 protostars depending on the se-
lection criteria (see Bontemps et al. 2010).

Based on our Herschel data, we constructed dust temperature
(Td) and column density (Σ) maps. To do this, we first smoothed
all Herschel images to the 500 µm resolution (36.9′′) and repro-
jected them to the same 6′′pixel grid. Weighted spectral energy
distributions (SEDs) were then constructed for all map pixels
from the 5 observed SPIRE/PACS wavelengths.

Assuming single-temperature dust emission, we fitted each
SED by a grey-body function of the form Iν = Bν(Td)(1 − e−τν),
where Iν is the observed surface brightness at frequency ν,
τν = κνΣ is the dust optical depth, and κν is the dust opacity per
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Fig. 1. a) Column density map derived from SPIRE/PACS observations of Aquila. The subregion referred to as the main subfield in the text is
marked by the white rectangle. The cyan triangles mark the positions of the 541 starless cores identified in the entire field. The locations of the HII
regions W40 and MWC297/Sh62 are shown. The PDR region around W40 is framed by white polygon, while the dashed square outlines the small
region shown in more detail in online Fig. 5a. b) Same as a) for the main subfield, with a total of 452 starless cores, marked by cyan triangles.

coverages reduced the effects of 1/ f noise (see Sibthorpe et al.
2008).

The PACS 70 µm and 160 µm data were reduced with HIPE
(Ardila et al. 2010) version 3.0. Standard steps of the default
pipeline were applied starting from the raw data (level 0). We
used file version 1 flat-fielding and responsivity in the calibra-
tion tree, instead of the built-in version 3 of those. Therefore, the
flux density scale was corrected with the corresponding respon-
sivity correction factors: 1.78 at 70 µm, and 1.43 at 160 µm.
Multi-resolution median transform (MMT) deglitching and
second-order deglitching were also applied. Baselines were then
subtracted by high-pass filtering, with a median filter width cor-
responding to the full length (180′–190′) of the scan legs taken
from HSPOT (Frayer et al. 2007). The baseline fits were per-
formed on the “level 1” data using interpolation for the masked
bright sources not to over-subtract true sky emission. In this
way, we removed stripes and preserved spatial scales and dif-
fuse emission up to the size of the maps. The final PACS maps
were created using the photProject task, which performs simple
projection of the data cube on the map grid.

Our SPIRE observations at 250, 350, and 500 µm were re-
duced using HIPE version 2.0 and the pipeline scripts deliv-
ered with this version. These scripts were modified, e.g., to
include observations taken during the turnaround of the tele-
scope. A median baseline was applied to the maps and the
“naive” map-making method was used. Online Fig. 3 shows the
500/350/250 µm SPIRE images. The PACS 160/70 µm images
of the same field are shown in Bontemps et al. (2010).

For SPIRE, the absolute calibration uncertanty is estimated
to be ∼15% (Griffin et al. 2010), while for PACS the absolute
flux accuracy is within 10% in the blue filter, and better than 20%
in the red filter (Poglitsch et al. 2010). The in-flight calibration
of the SPIRE instrument is described by Swinyard et al. (2010).

Besides cross-correlating the SPIRE and PACS maps to
test their relative astrometry, we compared the astrometry of
the Herschel images with publicly-available Spitzer 8 µm and
24 µm data, as well as high-positional accuracy (<1′′) 3 mm
IRAM Plateau de Bure observations of a small field at the cen-
ter of the Aquila main filament (Maury et al. in prep.). In this
way, we corrected the Herschel images for small astrometric

offsets (<∼6′′) remaining between the SPIRE and PACS maps,
and achieved a final astrometric accuracy better than ∼2′′.

3. Results and analysis
Compact sources were extracted from the SPIRE/PACS images
using getsources, a multi-scale, multiwavelength source-finding
algorithm briefly described in Men’shchikov et al. (2010).
Several sets of extractions were obtained, including one for the
entire field and one for the main subfield of the Aquila com-
plex (see Fig. 1). At this early stage of the scientific exploitation
of the Herschel survey, we only considered robust sources with
significant (S/N > 7.5) detections in at least two SPIRE bands,
especially since the significance of the sources depends slightly
on the adopted set of extractions.

For the Aquila main subfield (see Fig. 1), Spitzer 24 µm ob-
servations were used in combination with PACS 70 µm data to
distinguish between starless cores and young (proto)stellar ob-
jects (YSOs). In this subfield, objects detected in emission above
the 5σ level at 70 µm and/or 24 µm were classified as YSOs,
while cores undetected in emission (or detected in absorption) at
both 70 µm and 24 µm were classified as starless. This classifi-
cation yielded 452 starless cores in the Aquila main subfield.

Outside the main subfield, we had to rely only on our PACS
70 µm data to distinguish between starless and protostellar cores.
Based on the results obtained in the main subfield, we estimate
that the lack of Spitzer 24 µm information leads only to a ∼3%
error in the classification. Altogether, we identified a total of 541
starless cores and 201 embedded YSOs in the entire field. The
YSOs include ∼45–60 Class 0 protostars depending on the se-
lection criteria (see Bontemps et al. 2010).

Based on our Herschel data, we constructed dust temperature
(Td) and column density (Σ) maps. To do this, we first smoothed
all Herschel images to the 500 µm resolution (36.9′′) and repro-
jected them to the same 6′′pixel grid. Weighted spectral energy
distributions (SEDs) were then constructed for all map pixels
from the 5 observed SPIRE/PACS wavelengths.

Assuming single-temperature dust emission, we fitted each
SED by a grey-body function of the form Iν = Bν(Td)(1 − e−τν),
where Iν is the observed surface brightness at frequency ν,
τν = κνΣ is the dust optical depth, and κν is the dust opacity per
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Figure 1.9: The identified 541 starless cores in Aquila (top panel) and 452
starless cores in the main subfield (bottom panel) are plotted as cyan triangles
onto the column density map from Heschel SPIRE/PACS observation (Könyves,

Ph. André, Men’shchikov, Schneider, et al. 2010).
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Fig. 2. a) Differential mass function (dN/dlogM) of the 452 starless cores in the Aquila main subfield, approximated with a lognormal fit (red
curve). The error bars correspond to

√
N statistical uncertrainties. The core sample is estimated to be complete down to ∼0.2–0.3 M#. The

lognormal fit has a peak at ∼0.6 M# and a standard deviation of ∼0.42 in log10 M. For comparison, the dash-dotted line shows the single-star IMF
(e.g., Kroupa 2001), and the dashed curve corresponds to the unresolved system IMF by Chabrier (2005). The dotted line shows a power law of the
form dN/dlogM ∝ M−0.6, which is the typical mass distribution of low-density CO clumps (see Kramer et al. 1998) The high-mass end of the CMF
is fitted by a power law (dN/dlogM ∝ M−1.5± 0.2), while the Salpeter IMF is dN/dlogM ∝ M−1.35. b) Same as a) for the subset of 314 candidate
prestellar cores identified in the Aquila main subfield. Here, the best-fit power law to the high-mass end of the bound cores CMF gives the same
result (dN/dlogM ∝ M−1.45± 0.2), while the lognormal fit peaks at ∼0.9 M# and has a standard deviation of ∼0.30. See text for discussion.

unit (dust+gas) mass, which was approximated by the power law
κν = 0.1 (ν/1000 GHz)β cm2/g (cf. Beckwith et al. 1990). The
dust emissivity index β was fixed to 2 (e.g., Hildebrand 1983).

Each SED data point was weighted by 1/σ2, where the rms
noise σ was estimated in an emission-free region of the map at
the relevant wavelength, and the calibration uncertainties were
also included. The two free parameters Td and Σ were derived
from the grey-body fit to the 5 Herschel data points for all pix-
els for which the fit was successful. Map pixels for which the fit
was unsuccessful or unreliable were assigned the median dust
temperature of the successful fits. Likewise, the column den-
sity along the line of sight to pixels with unreliable fits was
estimated directly from the surface brightness measured at the
longest wavelength with a reliable detection, assuming the me-
dian dust temperature of the successful fits.

A similar SED fitting procedure was employed to estimate
the dust temperature, column density, and mass of each core.
Here, the SEDs were constructed from the integrated flux densi-
ties measured by getsources for the extracted sources. Ignoring
the distance uncertainty (see discussion in Appendix A of André
et al. 2010), the core mass uncertainty is typically a factor of ∼2,
mainly due to uncertainties in the dust opacity law (κν).

Monte Carlo simulations were carried out to estimate the
completeness level of our SPIRE/PACS survey. We first con-
structed clean maps of the background emission at all Herschel
wavelengths by subtracting the emission of the compact sources
identified with getsources from the SPIRE/PACS images of
Aquila. We then inserted a population of ∼700 model star-
less cores and ∼200 model protostars at random positions in
the clean-background images to generate a full set of synthetic
Herschel images of the Aquila region. The model cores were
given a realistic mass distribution in the 0.01–10 M# range and
were assumed to follow a M ∝ R mass versus size relation. The
emission from the synthetic cores was based on spherical dust ra-
diative transfer models (Men’shchikov et al. in prep.). Compact
source extraction of several sets of these synthetic skies was per-
formed with getsources in the same way as for the observed im-
ages. Based on these simulations, we estimate that our Herschel
census of prestellar cores is 75% and 85% complete above a core
mass of ∼0.2 and ∼0.3 M#, respectively, in most of the field.
Likewise, our census of embedded protostars is more than 90%

complete down to Lbol ∼ 0.2 L#. Our survey may however be
less complete than these values in the high background region
around the W40 PDR (see white polygon in Fig. 1a).

4. Discussion and conclusions
4.1. Prestellar nature of the Aquila starless cores

In this paper, we follow the naming convention that a dense core
is called prestellar if it is starless and gravitationally bound (cf.
André et al. 2000; Di Francesco et al. 2007). In other words,
prestellar cores represent the subset of starless cores that are
most likely to form (proto)stars in the future.

Strictly speaking, spectroscopic observations would be re-
quired to derive virial masses for the cores and determine
whether they are gravitationally bound or not. However, mil-
limeter line observations in dense gas tracers such as N2H+
show that thermal motions generally dominate over non-
thermal motions in starless cores (e.g., André et al. 2007).
Assuming that this is indeed the case for the Aquila cores ob-
served here, we may use the critical Bonnor-Ebert (BE) mass,
Mcrit

BE ≈ 2.4 RBE a2/G, as a surrogate for the virial mass, where
RBE is the BE radius, a is the isothermal sound speed, and G
is the gravitational constant. The critical BE mass may also be
expressed as Mcrit

BE ≈ 1.18 a4

G3/2 P−1/2
ext , where Pext is the external

pressure, which may be estimated as a function of the column
density of the local background cloud, Σcl, as Pext ≈ 0.88 G Σ2

cl
(McKee & Tan 2003). For each object, we derived two esti-
mates of the BE mass: (1) MBE(Robs) as a function of the ob-
served core radius assuming a gas temperature of 10 K, and (2)
MBE(Σcl) as a function of the local background column den-
sity measured from both our source-subtracted Herschel im-
ages and the near-IR extinction map of Bontemps et al. (2010
– see also Fig. 6b). We then calculated BE mass ratios of αBE ≡
max[MBE(Robs),MBE(Σcl)]/Mobs and selected candidate prestel-
lar cores to be the subset of starless cores for which αBE <∼ 2.
Based on this criterion, 314 (or ∼69%) of the 452 starless cores
of the main subfield and 341 (or ∼63% ) of the 541 starless cores
of the entire field were found to be bound and classified as good
candidate prestellar cores. These high fractions of bound objects
are consistent with the locations of the Aquila starless cores in a
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Fig. 2. a) Differential mass function (dN/dlogM) of the 452 starless cores in the Aquila main subfield, approximated with a lognormal fit (red
curve). The error bars correspond to
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lognormal fit has a peak at ∼0.6 M# and a standard deviation of ∼0.42 in log10 M. For comparison, the dash-dotted line shows the single-star IMF
(e.g., Kroupa 2001), and the dashed curve corresponds to the unresolved system IMF by Chabrier (2005). The dotted line shows a power law of the
form dN/dlogM ∝ M−0.6, which is the typical mass distribution of low-density CO clumps (see Kramer et al. 1998) The high-mass end of the CMF
is fitted by a power law (dN/dlogM ∝ M−1.5± 0.2), while the Salpeter IMF is dN/dlogM ∝ M−1.35. b) Same as a) for the subset of 314 candidate
prestellar cores identified in the Aquila main subfield. Here, the best-fit power law to the high-mass end of the bound cores CMF gives the same
result (dN/dlogM ∝ M−1.45± 0.2), while the lognormal fit peaks at ∼0.9 M# and has a standard deviation of ∼0.30. See text for discussion.

unit (dust+gas) mass, which was approximated by the power law
κν = 0.1 (ν/1000 GHz)β cm2/g (cf. Beckwith et al. 1990). The
dust emissivity index β was fixed to 2 (e.g., Hildebrand 1983).

Each SED data point was weighted by 1/σ2, where the rms
noise σ was estimated in an emission-free region of the map at
the relevant wavelength, and the calibration uncertainties were
also included. The two free parameters Td and Σ were derived
from the grey-body fit to the 5 Herschel data points for all pix-
els for which the fit was successful. Map pixels for which the fit
was unsuccessful or unreliable were assigned the median dust
temperature of the successful fits. Likewise, the column den-
sity along the line of sight to pixels with unreliable fits was
estimated directly from the surface brightness measured at the
longest wavelength with a reliable detection, assuming the me-
dian dust temperature of the successful fits.

A similar SED fitting procedure was employed to estimate
the dust temperature, column density, and mass of each core.
Here, the SEDs were constructed from the integrated flux densi-
ties measured by getsources for the extracted sources. Ignoring
the distance uncertainty (see discussion in Appendix A of André
et al. 2010), the core mass uncertainty is typically a factor of ∼2,
mainly due to uncertainties in the dust opacity law (κν).

Monte Carlo simulations were carried out to estimate the
completeness level of our SPIRE/PACS survey. We first con-
structed clean maps of the background emission at all Herschel
wavelengths by subtracting the emission of the compact sources
identified with getsources from the SPIRE/PACS images of
Aquila. We then inserted a population of ∼700 model star-
less cores and ∼200 model protostars at random positions in
the clean-background images to generate a full set of synthetic
Herschel images of the Aquila region. The model cores were
given a realistic mass distribution in the 0.01–10 M# range and
were assumed to follow a M ∝ R mass versus size relation. The
emission from the synthetic cores was based on spherical dust ra-
diative transfer models (Men’shchikov et al. in prep.). Compact
source extraction of several sets of these synthetic skies was per-
formed with getsources in the same way as for the observed im-
ages. Based on these simulations, we estimate that our Herschel
census of prestellar cores is 75% and 85% complete above a core
mass of ∼0.2 and ∼0.3 M#, respectively, in most of the field.
Likewise, our census of embedded protostars is more than 90%

complete down to Lbol ∼ 0.2 L#. Our survey may however be
less complete than these values in the high background region
around the W40 PDR (see white polygon in Fig. 1a).

4. Discussion and conclusions
4.1. Prestellar nature of the Aquila starless cores

In this paper, we follow the naming convention that a dense core
is called prestellar if it is starless and gravitationally bound (cf.
André et al. 2000; Di Francesco et al. 2007). In other words,
prestellar cores represent the subset of starless cores that are
most likely to form (proto)stars in the future.

Strictly speaking, spectroscopic observations would be re-
quired to derive virial masses for the cores and determine
whether they are gravitationally bound or not. However, mil-
limeter line observations in dense gas tracers such as N2H+
show that thermal motions generally dominate over non-
thermal motions in starless cores (e.g., André et al. 2007).
Assuming that this is indeed the case for the Aquila cores ob-
served here, we may use the critical Bonnor-Ebert (BE) mass,
Mcrit

BE ≈ 2.4 RBE a2/G, as a surrogate for the virial mass, where
RBE is the BE radius, a is the isothermal sound speed, and G
is the gravitational constant. The critical BE mass may also be
expressed as Mcrit

BE ≈ 1.18 a4

G3/2 P−1/2
ext , where Pext is the external

pressure, which may be estimated as a function of the column
density of the local background cloud, Σcl, as Pext ≈ 0.88 G Σ2

cl
(McKee & Tan 2003). For each object, we derived two esti-
mates of the BE mass: (1) MBE(Robs) as a function of the ob-
served core radius assuming a gas temperature of 10 K, and (2)
MBE(Σcl) as a function of the local background column den-
sity measured from both our source-subtracted Herschel im-
ages and the near-IR extinction map of Bontemps et al. (2010
– see also Fig. 6b). We then calculated BE mass ratios of αBE ≡
max[MBE(Robs),MBE(Σcl)]/Mobs and selected candidate prestel-
lar cores to be the subset of starless cores for which αBE <∼ 2.
Based on this criterion, 314 (or ∼69%) of the 452 starless cores
of the main subfield and 341 (or ∼63% ) of the 541 starless cores
of the entire field were found to be bound and classified as good
candidate prestellar cores. These high fractions of bound objects
are consistent with the locations of the Aquila starless cores in a
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Figure 1.10: The CMFs for 452 starless cores (top panel) and 314 prestellar
cores (bottom panel) in the Aquila main subfield with Herschel SPIRE/PACS data

(Könyves, Ph. André, Men’shchikov, Schneider, et al. 2010). The CMFs have
turnovers at ∼ 0.6 M⊙ for starless cores and ∼ 0.9 M⊙ for prestellar cores. The
slopes are Γ =−1.5±0.2 for starless cores and Γ =−1.45±0.2 for prestellar

cores. The error bars represent the statistical uncertainty of
√

N. The dotted line
shows the clump mass function whose index is Γ = 1.6 (Kramer et al. 1998). The

dashed curve and dash-dotted line are the IMF of Gilles Chabrier (2005) and
Kroupa (2002).
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effects mean the situation that the separations among plural cores are so slight

compared to the map resolution that we cannot identify each core. Whether the

CMFs have turnovers are still unclear. The observed angular resolutions will likely

affect the previously obtained CMFs significantly. Thus the observations with the

much higher spatial resolution are necessary to constrain the actual turnovers of

the CMFs. The properties of CMFs still need to be clarified.

For larger scale in the molecular clouds, the mass functions for clumps which

are the larger lower-density structures than cores and include cores, are derived by

(Kramer et al. 1998) with CO observations of the seven molecular clouds L1457,

MCLD 126.6 + 24.5, NGC 1499 SW, Orion B South, S140, M17 SW, and NGC

7538. The authors identified clumps with the GAUSSCLUMPS algorithm (J. Stutzki

and Guesten 1990), and the mass range of identified clumps are 0 ≤ log(M/M⊙)≤

3. The indexes of the power-law functions of the clump MFs are −1.9 ≤ Γ ≤−1.4

between log(M/M⊙) = 0 and log(M/M⊙) = 7. The results suggest that the ratio

of the massive clumps in all clumps is larger than that of massive cores in all cores

in molecular clouds. The slope of the mass functions of clumps is shallower than

those of CMFs and IMF.

1.3.3 The Relationship Between IMF and CMF

Previous studies revealed that two parameters characterize both IMFs and CMFs:

the turnover masses and the slope at the high-mass ends. In general, both the

observed IMFs and CMFs have similar slopes to that of the Salpeter-IMF as shown

in Figure 1.10. If we assume the following two things, IMFs are inferred from
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observed CMFs: (1) the star formation efficiencies in individual cores are constant,

and (2) only one star is formed in a single core in the future. Also, the similar

slopes of IMFs and CMFs imply that the timescale of star formation is independent

of the core and stellar masses. This model is called a core-collapse model of

star formation, and the final stellar mass is already determined at the stage of a

prestellar core.

(Offner et al. 2014) discuss the emerging IMF from CMF and star-forming

conditions for some cases as shown in Figure 1.11.

(i) IMF has a larger turnover mass than CMF and the same slope as CMF when

small dense cores do not form stars.

(ii) IMF has a larger turnover mass and a steeper slope than CMF when high-mass

stars are formed more rapidly than low-mass stars: Low-mass stars are still

accumulating masses via mass accretion.

(iii) IMF has a larger turnover mass and a steeper slope than CMF when star

formation efficiency varies among core masses: Star formation efficiency of

low-mass cores is larger than high-mass cores.

(iv) IMF has a smaller turnover mass and a steeper slope than CMF when cores

fragment based on the jeans masses of their initial clouds before stars are

formed.

(v) IMF has a similar turnover mass to CMF and a steeper slope than CMF when

low-mass stars are formed more rapidly than high-mass stars: High-mass

stars are still embedded in cores.

Therefore, as in the above cases, the relationship between CMF and IMF is expected
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to imprint some information about star formation and its evolutionary processes.

The recent observations with Atacama Large Millimeter/ submillimeter Array

(ALMA) by (Motte, Nony, et al. 2018) found the shallower CMF than Salpeter-

IMF. The authors conducted a 1.3 mm observation toward W43-MM1, a massive

cloud (∼ 2×104 M⊙) cloud located at ∼ 5.5 kpc with a high spatial resolution of

∼ 2400 au. They identified cores with getsources algorithm and derived CMFs as

shown in Figure 1.12 and 1.13. The range of core masses is ∼ 1 – ∼ 100 M⊙. The

CMFs have a turnover at ∼ 2 M⊙ and the slope of Γ = 0.90±0.06. The authors

discussed the two possible origins of the shallow slope of the CMF when star

formation is self-similar. (1) The W43-MM1 cloud does not cover the entire region,

which provides the complete IMF. In this case, to derive the complete CMF, the

W43-MM1 cloud should be combined with the region with high low-mass cores

to a high-mass cores ratio. Since the field IMF and IMFs in active star-forming

regions are similar, this scenario is hard to adopt. (ii) The high-mass cores exist

longer than low-mass cores and/or the star formation in the W43-MM1 cloud is

protracted, and then massive cores are formed faster than low-mass cores. The

former case is against the current lifetime derivations (e.g., Motte, Bontemps, and

Louvet 2018). The latter case is also different from the current understanding of

the period of star formation: the period of low-mass stars should be about ten times

longer than that of high-mass cores. Then this scenario is difficult to justify as well.

The authors argued that their results imply that the process of representing IMF

from CMF is not statistically self-similar.

In addition to these results, the top-heavy CMFs are reported by ALMA con-
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iv) Fragmentation is not self-similar. Here we show the emerging IMF that could 
arise if the cores in the CMF fragment based on the number of initial Jeans masses 
they contain.  
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i) Not all cores are ‘prestellar’. Here we show the emerging IMF that could arise 
if the low-mass cores in the CMF are transient ‘fluff ’.  
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ii) Core growth is not self-similar. Here we show the emerging IMF that could 
arise if, say, only the low-mass cores in the CMF are still accreting.  
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iii) Varying star formation efficiency (SFE). Here we show the emerging IMF that 
could arise if the high-mass cores in the CMF have a lower SFE than their low-mass 
siblings.
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v) Varying embedded phase timescale. Here we show the emerging IMF that 
could arise if the low-mass cores in the CMF finish before the high-mass cores.

Fig. 4.— At the beginning of section 4, we discuss the con-
ditions that are necessary for the CMF to map to the IMF.
These schematics illustrate what would happen if each of
these conditions were to be violated.

and excitation conditions, finite resolution, superposition of
emission from disparate regions along the line of sight, or
optical-thickness (concealment of regions along the line of
sight). In addition, spectra only probe the radial component
of the velocity. These uncertainties aside, the line-widths
measured from observations of N2H+, NH3, and HCO+

towards dense cores in Perseus and Ophiuchus suggest that
the internal velocities, while generally sub-sonic, can con-
tribute a significant amount of energy (André et al., 2007;
Johnstone et al., 2010; Schnee et al., 2012). Consequently,
some of the cores identified purely on the basis of dust emis-
sion or extinction may actually be unbound, transient ob-
jects. Enoch et al. (2008) demonstrated that this is likely
to affect only the lowest mass-bins of their CMF, and then
only by a small amount, but they note that the statistics are
still small.

Similar constraints pertain to estimates of the magnetic
field in cores. Field estimates are obtained using either the
Zeeman effect, which only probes the line-of-sight compo-
nent, or the Chandrasekhar-Fermi conjecture, which can be
used to estimate the transverse component. Crutcher et al.
(2009) presented statistical arguments to suggest that mag-
netic fields are not able to support prestellar cores against
gravity. However, observing magnetic field strengths in
cores is challenging (see PPVI chapter by Li et al. for more
discussion).

4.1.3. Extracting Cores from Column Density Maps

Any evaluation of the CMF inherently depends on the
procedure used to identify cores and map their boundaries.
Different algorithms (e.g., GAUSSCLUMPS, Stutzki and
Guesten 1990; CLUMPFIND, Williams et al. 1994; dendro-
grams, Rosolowsky et al. 2008b), even when applied to the
same observations, do not always identify the same cores,
and when they do, they sometimes assign widely different
masses. Interestingly, different methods for extracting cores
usually find similar CMFs even though there may be a poor
correspondence between individual cores (for example, the
CMFs derived for Ophiuchus by Motte et al. 1998 and by
Johnstone et al. 2000). A similar problem arises in the
analysis of simulations (Smith et al., 2008). Pineda et al.
(2009) have shown that the number and properties of cores
extracted often depend critically on the values of algorith-
mic parameters. Therefore, the very existence of the cores
that contribute to an observed CMF should be viewed with
caution, particularly at the low-mass end where the sample
may be incomplete (André et al., 2010).

4.2. Phenomenology of Core Growth, Collapse and
Fragmentation

In the theory of turbulent fragmentation, cores form in
layers assembled at the convergence of large-scale flows or
in shells swept up by expanding nebulae such as HII re-
gions, stellar wind bubbles and supernova remnants. Nu-
merical simulations indicate that these cores are delivered
by a complex interplay between shocks, thermal instabil-

12

Figure 1.11: The diagram of the resultant IMF expected from each star formation
condition and initial CMF (Offner et al. 2014).
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from ~0.6 to ~40M⊙), allowing a robust comparison with the higher-
mass (≳ M⊙) IMF. The result is stable against variations in the tem-
perature model, dust emissivity, extraction algorithm and reduction 
technique (see Supplementary Table 2). We conclude that at masses 
larger than ~1.6M⊙, the CMF in W43-MM1 is markedly flatter than 
the IMF. This result seriously challenges the widespread assumption 
that the shape of the IMF is inherited directly from the CMF.

The main uncertainty in the CMF derives from the estimation 
of core masses using their measured 1.3 mm continuum fluxes (see 
Methods). For the most massive cores, we used a 1.3 mm image 
based on the signal in a narrow composite band (~65 MHz wide) 
that is not contaminated by line emission. For the lower-mass cores 
(the majority), we used an image based on the signal in the full 
band (~1.9 GHz wide), since line contamination for low-mass cores 
is expected to be negligible (see Cline in Supplementary Table 1).  
Variations in dust emissivity are presumed to be small among the 
W43-MM1 cores, since 90% of them have uniformly high mean 
densities ( ̄n

H2 ~ 3 ×  107–3 ×  108 cm−3) and warm temperatures 
(Tdust ~ 23 ±  2 K) (see Supplementary Table 1). The main source of 
uncertainty is the dust temperature, since this is critical for con-
verting flux into mass. Figure 3 displays the mean dust tempera-
tures used for estimating core masses. A mean line-of-sight dust 
temperature was estimated using Herschel 70–500 μ m images6, 
Atacama Pathfinder Experiment 350 and 870 μ m images18, and 
mosaics obtained with ALMA (present data) and Institute for Radio 
Astronomy in the Millimeter range (IRAM)7 interferometers at 
1.3 and 3 mm, respectively. By applying the Bayesian point process 
mapping (PPMAP) procedure23, we obtained column-density maps 
in different dust-temperature slices. The mean dust temperature in 
each pixel is then a column-density-weighted average along that line 
of sight. However, in the vicinity of 10 hot cores (of which 3 have been 
identified previously24,25), the local heating is not properly traced by 
the 2.5″ -resolution PPMAP temperature image. Here, we divide 
the total luminosity of the W43-MM1 cloud (~2 ×  104L⊙) between 
the cores in proportion to their associated line contamination in 
the wide 1.3 mm band. We then use the individual luminosities,  

<⋆L 10 to ~104L⊙, and PPMAP background temperatures to esti-

mate the mean core dust temperatures ( ~T 20dust  to ~90 K) and their 
uncertainties (see Supplementary Table 1) using an approximate 
radiation transport model26. Monte Carlo simulations indicate that 
the mass uncertainties in Supplementary Table 1 correspond to a 
5σ uncertainty of ± 0.13 in the slope of the CMF (see Methods and 
black-hatched area in Fig. 2b).

The fidelity of the CMF also depends on whether we have cor-
rectly identified cores; that is, structures that (1) are gravitationally 
bound and are therefore destined to spawn stars and (2) already 
contain most of the mass that will eventually end up in those stars. 
Parenthetically, we note that core masses probably grow with time 
due to inflowing gas streams such as those observed towards many 
massive cores27–29. In respect of criterion (1), studies of gravitational 
boundedness using 13CS (5–4) lines from the present ALMA project 
to determine internal velocity dispersions indicate that W43-MM1 
cores with Mcore >  12M⊙ are secure but the status of lower-mass 
cores would benefit from further investigation. In respect of cri-
terion (2), the low luminosity-to-mass ratio of the whole region, 
Lbol/M ~ 5L⊙/M⊙ (ref. 17), and the low mean temperature, ~T 20 Kdust  
(see Fig. 3), imply that the region is young. We note that the two 
most massive cores may assimilate further mass from their dense 
surroundings and eventually form stars of ~100M⊙, with ~⋆L 105L⊙ 
on the main sequence. However, currently they are 10–50 times less 
luminous. We conclude that any protostars embedded within the 
W43-MM1 cores are at the very beginning of their accretion phase 
and therefore contain only a small fraction of their final stellar mass.

Finally, the fidelity of the CMF depends on the completeness 
of the core sample. Owing to increased source and background 
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to N  counting statistics. The cumulative CMF in b is the more robust 
statistically: its 5σ global uncertainty (± 0.13, hatched area) was estimated 
from Monte Carlo simulations. The W43-MM1 CMF is clearly flatter  
than the IMF9,22, which in the corresponding mass range has slopes  
dN/dlog(M)!∝ !M−1.35 and N(> log(M))!∝ !M−1.35 (magenta lines).
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Figure 1.12: The image of 1.3 mm dust continuum emission of the W43-MM1
cloud, observed by the ALMA (Motte, Nony, et al. 2018). The filled yellow ellipse
shows the map resolution of the observations. The identified cores are shown as

ellipses.
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from ~0.6 to ~40M⊙), allowing a robust comparison with the higher-
mass (≳ M⊙) IMF. The result is stable against variations in the tem-
perature model, dust emissivity, extraction algorithm and reduction 
technique (see Supplementary Table 2). We conclude that at masses 
larger than ~1.6M⊙, the CMF in W43-MM1 is markedly flatter than 
the IMF. This result seriously challenges the widespread assumption 
that the shape of the IMF is inherited directly from the CMF.

The main uncertainty in the CMF derives from the estimation 
of core masses using their measured 1.3 mm continuum fluxes (see 
Methods). For the most massive cores, we used a 1.3 mm image 
based on the signal in a narrow composite band (~65 MHz wide) 
that is not contaminated by line emission. For the lower-mass cores 
(the majority), we used an image based on the signal in the full 
band (~1.9 GHz wide), since line contamination for low-mass cores 
is expected to be negligible (see Cline in Supplementary Table 1).  
Variations in dust emissivity are presumed to be small among the 
W43-MM1 cores, since 90% of them have uniformly high mean 
densities ( ̄n

H2 ~ 3 ×  107–3 ×  108 cm−3) and warm temperatures 
(Tdust ~ 23 ±  2 K) (see Supplementary Table 1). The main source of 
uncertainty is the dust temperature, since this is critical for con-
verting flux into mass. Figure 3 displays the mean dust tempera-
tures used for estimating core masses. A mean line-of-sight dust 
temperature was estimated using Herschel 70–500 μ m images6, 
Atacama Pathfinder Experiment 350 and 870 μ m images18, and 
mosaics obtained with ALMA (present data) and Institute for Radio 
Astronomy in the Millimeter range (IRAM)7 interferometers at 
1.3 and 3 mm, respectively. By applying the Bayesian point process 
mapping (PPMAP) procedure23, we obtained column-density maps 
in different dust-temperature slices. The mean dust temperature in 
each pixel is then a column-density-weighted average along that line 
of sight. However, in the vicinity of 10 hot cores (of which 3 have been 
identified previously24,25), the local heating is not properly traced by 
the 2.5″ -resolution PPMAP temperature image. Here, we divide 
the total luminosity of the W43-MM1 cloud (~2 ×  104L⊙) between 
the cores in proportion to their associated line contamination in 
the wide 1.3 mm band. We then use the individual luminosities,  

<⋆L 10 to ~104L⊙, and PPMAP background temperatures to esti-

mate the mean core dust temperatures ( ~T 20dust  to ~90 K) and their 
uncertainties (see Supplementary Table 1) using an approximate 
radiation transport model26. Monte Carlo simulations indicate that 
the mass uncertainties in Supplementary Table 1 correspond to a 
5σ uncertainty of ± 0.13 in the slope of the CMF (see Methods and 
black-hatched area in Fig. 2b).

The fidelity of the CMF also depends on whether we have cor-
rectly identified cores; that is, structures that (1) are gravitationally 
bound and are therefore destined to spawn stars and (2) already 
contain most of the mass that will eventually end up in those stars. 
Parenthetically, we note that core masses probably grow with time 
due to inflowing gas streams such as those observed towards many 
massive cores27–29. In respect of criterion (1), studies of gravitational 
boundedness using 13CS (5–4) lines from the present ALMA project 
to determine internal velocity dispersions indicate that W43-MM1 
cores with Mcore >  12M⊙ are secure but the status of lower-mass 
cores would benefit from further investigation. In respect of cri-
terion (2), the low luminosity-to-mass ratio of the whole region, 
Lbol/M ~ 5L⊙/M⊙ (ref. 17), and the low mean temperature, ~T 20 Kdust  
(see Fig. 3), imply that the region is young. We note that the two 
most massive cores may assimilate further mass from their dense 
surroundings and eventually form stars of ~100M⊙, with ~⋆L 105L⊙ 
on the main sequence. However, currently they are 10–50 times less 
luminous. We conclude that any protostars embedded within the 
W43-MM1 cores are at the very beginning of their accretion phase 
and therefore contain only a small fraction of their final stellar mass.

Finally, the fidelity of the CMF depends on the completeness 
of the core sample. Owing to increased source and background 
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to N  counting statistics. The cumulative CMF in b is the more robust 
statistically: its 5σ global uncertainty (± 0.13, hatched area) was estimated 
from Monte Carlo simulations. The W43-MM1 CMF is clearly flatter  
than the IMF9,22, which in the corresponding mass range has slopes  
dN/dlog(M)!∝ !M−1.35 and N(> log(M))!∝ !M−1.35 (magenta lines).
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Figure 1.13: The observed CMFs in (a) differential form and (b) cumulative form
of the W43-MM1 cloud derived in Motte, Nony, et al. (2018). The CMF in

differential form has a turnover at ∼ 2 M⊙ and the slope of Γ = 0.90±0.06, which
is shallower than the Salpeter-like slope.
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tinuum observations toward distant high-mass star-forming regions (Zhang et al.

2015; Sánchez-Monge et al. 2017; Cheng et al. 2018; Liu et al. 2018; Kong 2019;

Sanhueza et al. 2019; Sadaghiani et al. 2020). Therefore, unbiased dense core

surveys with high enough spatial resolution in various regions are needed to derive

CMFs and revealing the properties. Besides, revising the relation between CMFs

and IMFs of the same region is necessary to investigate the evolution process from

dense cores to stars.

1.3.4 The effects of SFE, multiplicity, and fragmentation

As we showed in Section 1.3.3, the observed one-to-one correspondence between

CMF and IMF is interpreted that all cores form single stars with constant SFE.

However, it is known that not all stars form as single stars, and the multiplicity in-

creases with the stellar mass (e.g., Duchêne and Kraus 2013). On the contrary, most

high-mass stars are formed in multiple systems. The multiple system formation

probably impacts the mapping from CMF to IMF. Besides, there is a possibility that

SFE is not uniform among cores, and this also influences the mapping. Swift and

Jonathan P. Williams (2008) constructed IMF from CMF considering the inconstant

SFE, multiplicity, and fragmentation of a core. The conditions to derive IMF from

CMF are as follows. In parentheses after the condition names are the labels of

models used by authors in the paper.

[One-to-one (REF)] This is predicted from a core-collapse model of star formation,

and all cores form single stars with a constant SFE of 0.3. The mapping is

self-similar.
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[Variable star formation efficiency (SFEVAR)] The SFE of each core is a randomly

chosen value between 0 and 1 as SFE ∈ [0,1].

[Multiplicity 1 (MULT1)] A single, binary, triple, or quadruple system is allowed.

The probability that each system is created is 57%, 37%, 4%, and 1%,

respectively. The mass ratio is randomly assigned, and the ratio of total

stellar mass and parental core mass is fixed at 0.3.

[Multiplicity 2 (MULT2)] Only the binary system is considered, but the mass de-

pendency of the probability for binarity is taken into account. The probability

increases linearly from 10% at Mcore ≤ 0.03 M⊙ to 100% at Mcore ≥ 100 M⊙.

The mass ratio of two stars is also randomly chosen. The mean binarity is ∼

30%.

[Fragmentation 1 (FRAGPDF)] A core fragments into smaller cores repeatedly,

and the mass is derived from the initial PDF of core mass. This case supposes

the turbulent fragmentation of cores. Then, the fragmentation finishes when

the original core contains no mass.

[Fragmentation 2 (RAGUNI)] A core also fragments into smaller cores repeatedly.

However, the mass of the fragment is randomly selected from between zero

and the original core mass with a uniform probability.

[Composite (COMP)] The composite model of SFEVAR, MULT1 and FRAGPDF.

The initial CMFs of all models are the same and obtained by Padoan and Nordlund

(2002), and they created cores through turbulent fragmentation, which is consistent

with observations.

Figure 1.14 shows the initial CMF and the expected stellar mass functions
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with the one-to-one model, multiplicity 1 model, and multiplicity 2 model. The

stellar mass functions with multiplicity models have similar turnover masses and

power-law indices at the high-mass end to REF stellar mass function. Then, except

for the low- and high-mass ends, the effect of multiple system formation on the

properties of stellar mass function is negligible. We note that the influence of

multiple system formation highly depends on its property, such as multiplicity

frequency and mass ratio, and the different mapping is possible under specific

conditions (Holman et al. 2013).

at the high-mass end in Figure 2 is due to the limited mass range
over whichwe applied this fragmentation scheme. The randomly
assigned fragment masses do not change the self-similar part of
the stellar distribution, but the excess of low-mass stars generated
by cores spanning the entire DCMF widens the resulting IMF by
0.14 dex. The mean number of fragments per core in this scheme
is !2.

The composite model, COMP, combines stellar multiplicity,
core fragmentation, and a random SFE.While the preferred mass
of the fragmentation creates a steep power-law tail as in model
FRAGPDF, the broader peak due to multiplicity and a variable
SFE create a shape consistent with the original core PDF over a
wider mass range than FRAGPDF (see Fig. 3 below).

3. DISCUSSION

3.1. Observational Difficulties

The different core evolution schemes produce stellar distribu-
tions that are clearly discernible in our theoretical modeling. But
these simulated data offer the luxury of complete control. When

comparing real, astronomical data sets of cores and stars, several
difficulties arise.

3.1.1. Obtaining a Representative Sample of Cores

The unbiased identification of an ensemble of dense cores
within molecular clouds that will definitively form stars is a dif-
ficult task. Many automated core or clump-finding algorithms
exist that produce reasonable results from dust continuum, dust
extinction, or molecular line data (e.g., Stutzki & Guesten 1990;
Williams et al. 1994). However, these methods offer no mea-
sure of systematic errors in identifying bona fide prestellar cores
which may dominate the Poisson errors assumed in analyses.
Once a core forms a protostar, it is not clear how the mass of

the remaining core is relevant to the IMF. Cores with embedded
stars can therefore be excluded from an ensemble with the use
of sensitive infrared observations, e.g., using Spitzer (Evans et al.
2003). The remaining starless cores, however, may not all form
stars in the future.
Recent studies of the Perseus star-forming region show that

starless cores tend to be less massive than cores with stars (al-
though there exist many low-mass cores that harbor embedded
sources; see Jørgensen et al. 2007; Hatchell et al. 2007). This
could mean that many of the low-mass cores included in their
samples are transient structures or perhaps still accreting mate-
rial. Molecular line data can supplement dust maps to determine
the gravitational boundedness of cores, and hence the likelihood
of them eventually forming stars. In a study of the Pipe Nebula
cores, Lada et al. (2008) find that only the !25% most massive
cores are gravitationally bound, and Johnstone et al. (2000) find
that a majority of cores in Ophiuchus are stable against gravity.
However,molecular line studies of NGC1333 andOphiuchus find
that cores in those regions extending down to masses of !0.1M"
are likely to be bound (Walsh et al. 2007; André et al. 2007).
Low-mass, starless cores that appear gravitationally unbound

might also be bound by external pressure, and are therefore po-
tentially stellar precursors. In this case, the possibility of different
evolutionary timescales for different cores in the sample may
need to be considered (see Clark et al. [2007] for details).

3.1.2. Comparing DCMFs to the IMF

It is impossible to measure a DCMF for an ensemble of cores
as well as an IMF for the stars that formed from them. Variations

Fig. 1.—Distributions of original coremasses (black dashed curve) and resulting
stellarmasses for a simple one-to-one core-to-star relationship (black solid curve), for
a stellar distribution with a multiplicity in accord with Duquennoy&Mayor (1991;
red curve), and a binary probability increasing with core mass (blue curve).

Fig. 2.—Mass distributions from our fragmentationmodels. The black dashed
and solid curves are the same as for Fig. 1. The red distribution describes stellar
masses resulting from core fragments with masses drawn from the original core
PDF, while the blue distribution represents uniformly random fragment masses.

Fig. 3.—Comparison between simulated observations of the DCMF and the
synthetic IMFs of several of our models. The error bars represent

ffiffiffiffi
N

p
measure-

ment errors.

SWIFT & WILLIAMS554 Vol. 679

Figure 1.14: The CMF (dashed line) and the resultant stellar mass functions with
the one-to-one model (REF; solid black line), multiplicity models (MULT1 and
MULT2) in Swift and Jonathan P. Williams (2008). The mass distributions of

multiplicity models are shown in red (MULT1) and blue (MULT2) curves.

Next, the resultant stellar mass functions with fragmentation models are shown

in Figure 1.15. The FRAGPDF mass function is narrower than the REF mass
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function, but the turnovers are similar. On the other hand, The slope of the

FRAGUNI mass function resembles the REF mass function. Although the turnover

mass becomes smaller than the REF mass function due to random fragmentation,

such fragmentation does not affect the slope.

at the high-mass end in Figure 2 is due to the limited mass range
over whichwe applied this fragmentation scheme. The randomly
assigned fragment masses do not change the self-similar part of
the stellar distribution, but the excess of low-mass stars generated
by cores spanning the entire DCMF widens the resulting IMF by
0.14 dex. The mean number of fragments per core in this scheme
is !2.

The composite model, COMP, combines stellar multiplicity,
core fragmentation, and a random SFE.While the preferred mass
of the fragmentation creates a steep power-law tail as in model
FRAGPDF, the broader peak due to multiplicity and a variable
SFE create a shape consistent with the original core PDF over a
wider mass range than FRAGPDF (see Fig. 3 below).

3. DISCUSSION

3.1. Observational Difficulties

The different core evolution schemes produce stellar distribu-
tions that are clearly discernible in our theoretical modeling. But
these simulated data offer the luxury of complete control. When

comparing real, astronomical data sets of cores and stars, several
difficulties arise.

3.1.1. Obtaining a Representative Sample of Cores

The unbiased identification of an ensemble of dense cores
within molecular clouds that will definitively form stars is a dif-
ficult task. Many automated core or clump-finding algorithms
exist that produce reasonable results from dust continuum, dust
extinction, or molecular line data (e.g., Stutzki & Guesten 1990;
Williams et al. 1994). However, these methods offer no mea-
sure of systematic errors in identifying bona fide prestellar cores
which may dominate the Poisson errors assumed in analyses.
Once a core forms a protostar, it is not clear how the mass of

the remaining core is relevant to the IMF. Cores with embedded
stars can therefore be excluded from an ensemble with the use
of sensitive infrared observations, e.g., using Spitzer (Evans et al.
2003). The remaining starless cores, however, may not all form
stars in the future.
Recent studies of the Perseus star-forming region show that

starless cores tend to be less massive than cores with stars (al-
though there exist many low-mass cores that harbor embedded
sources; see Jørgensen et al. 2007; Hatchell et al. 2007). This
could mean that many of the low-mass cores included in their
samples are transient structures or perhaps still accreting mate-
rial. Molecular line data can supplement dust maps to determine
the gravitational boundedness of cores, and hence the likelihood
of them eventually forming stars. In a study of the Pipe Nebula
cores, Lada et al. (2008) find that only the !25% most massive
cores are gravitationally bound, and Johnstone et al. (2000) find
that a majority of cores in Ophiuchus are stable against gravity.
However,molecular line studies of NGC1333 andOphiuchus find
that cores in those regions extending down to masses of !0.1M"
are likely to be bound (Walsh et al. 2007; André et al. 2007).
Low-mass, starless cores that appear gravitationally unbound

might also be bound by external pressure, and are therefore po-
tentially stellar precursors. In this case, the possibility of different
evolutionary timescales for different cores in the sample may
need to be considered (see Clark et al. [2007] for details).

3.1.2. Comparing DCMFs to the IMF

It is impossible to measure a DCMF for an ensemble of cores
as well as an IMF for the stars that formed from them. Variations

Fig. 1.—Distributions of original coremasses (black dashed curve) and resulting
stellarmasses for a simple one-to-one core-to-star relationship (black solid curve), for
a stellar distribution with a multiplicity in accord with Duquennoy&Mayor (1991;
red curve), and a binary probability increasing with core mass (blue curve).

Fig. 2.—Mass distributions from our fragmentationmodels. The black dashed
and solid curves are the same as for Fig. 1. The red distribution describes stellar
masses resulting from core fragments with masses drawn from the original core
PDF, while the blue distribution represents uniformly random fragment masses.

Fig. 3.—Comparison between simulated observations of the DCMF and the
synthetic IMFs of several of our models. The error bars represent
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Figure 1.15: The resultant stellar mass functions of fragmentation models in Swift
and Jonathan P. Williams (2008). FRAGPDF and FRAGUNI mass functions are in

red and blue curves, respectively.

In addition to REF, MULT1, FRAGPDF, and FRAGUNI mass functions, the

resultant stellar mass functions with the composite model are presented in Figure

1.16. In addition, the properties of resultant mass functions with all models are

summarised in Table 1.2. The power-law index xS, dispersion of a lognormal initial

CMF σS, and the peak of the distribution µS are shown in the table. As mentioned

above, the FRAGPDF model narrows the mass distribution and broadens with
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variable star formation efficiency and multiple system formation. So then, even if

each physical process causes the difference in mass distribution, the combination

cancels the difference between each other.

at the high-mass end in Figure 2 is due to the limited mass range
over whichwe applied this fragmentation scheme. The randomly
assigned fragment masses do not change the self-similar part of
the stellar distribution, but the excess of low-mass stars generated
by cores spanning the entire DCMF widens the resulting IMF by
0.14 dex. The mean number of fragments per core in this scheme
is !2.

The composite model, COMP, combines stellar multiplicity,
core fragmentation, and a random SFE.While the preferred mass
of the fragmentation creates a steep power-law tail as in model
FRAGPDF, the broader peak due to multiplicity and a variable
SFE create a shape consistent with the original core PDF over a
wider mass range than FRAGPDF (see Fig. 3 below).

3. DISCUSSION
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The different core evolution schemes produce stellar distribu-
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these simulated data offer the luxury of complete control. When
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Once a core forms a protostar, it is not clear how the mass of

the remaining core is relevant to the IMF. Cores with embedded
stars can therefore be excluded from an ensemble with the use
of sensitive infrared observations, e.g., using Spitzer (Evans et al.
2003). The remaining starless cores, however, may not all form
stars in the future.
Recent studies of the Perseus star-forming region show that

starless cores tend to be less massive than cores with stars (al-
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that a majority of cores in Ophiuchus are stable against gravity.
However,molecular line studies of NGC1333 andOphiuchus find
that cores in those regions extending down to masses of !0.1M"
are likely to be bound (Walsh et al. 2007; André et al. 2007).
Low-mass, starless cores that appear gravitationally unbound

might also be bound by external pressure, and are therefore po-
tentially stellar precursors. In this case, the possibility of different
evolutionary timescales for different cores in the sample may
need to be considered (see Clark et al. [2007] for details).

3.1.2. Comparing DCMFs to the IMF

It is impossible to measure a DCMF for an ensemble of cores
as well as an IMF for the stars that formed from them. Variations

Fig. 1.—Distributions of original coremasses (black dashed curve) and resulting
stellarmasses for a simple one-to-one core-to-star relationship (black solid curve), for
a stellar distribution with a multiplicity in accord with Duquennoy&Mayor (1991;
red curve), and a binary probability increasing with core mass (blue curve).
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masses resulting from core fragments with masses drawn from the original core
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Fig. 3.—Comparison between simulated observations of the DCMF and the
synthetic IMFs of several of our models. The error bars represent

ffiffiffiffi
N

p
measure-

ment errors.

SWIFT & WILLIAMS554 Vol. 679

Figure 1.16: The resultant stellar mass functions with the composite model
(green curve). The REF, MULT1, FRAGPDF, and FRAGUNI mass functions are
also shown in black, red, purple, and blue curves. In the REF mass function, the

error bars represent the measurement errors of
√

N. (Figure 3 of Swift and
Jonathan P. Williams (2008)).

The authors conclude that the effects of varying star formation efficiency, stellar

multiplicity, and global core fragmentation on the mapping from CMF to stellar

mass function are minor. They also claimed that the observational accuracy at

this moment is not enough to detect the effects and distinguish the star formation

model, but observations over a wide range, including low- and high-mass ends,

have the potential to investigate the models.
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Table 1.2: The summary of the resultant mass functions in Swift and
Jonathan P. Williams (2008)

σS µS

Model xS (dex) (M⊙)
Control Model

REF 1.3 0.37 0.39
Variable SFE Model

SFEVAR 1.3 0.48 0.63
Multiplicity Models

MULT1 1.3 0.46 0.29
MULT2 1.3 0.40 0.42

Fragmentation Models
FRAGPDF 2.0 0.34 0.30
FRAGUNI 1.3 0.51 0.23

Composite Model
COMP 2.0 0.53 0.34

1.4 Core Identification Method: Dendrogram

In order to identify dense cores in the observational data, several automatic methods

have been established so far, and we will introduce three well-known algorithms of

them in this section.

First, J. Stutzki and Guesten (1990) proposed the Gaussclump method, which

aims to detect clumps rather than cores, assuming that the source is composed

of many triaxial gaussian clumps. The disadvantage of this method is that one

clump is not always detected as one structure even if the clump seemingly does

not have multiple peaks. Second, the Clumpfind algorithm is developed by J. P.

Williams, de Geus, and Blitz (1994) after the Gaussclump method. This algorithm

searches peaks of input data and boundaries among them with a user-defined input

parameter. It traces structures by drawing contours from the peak of the data, and
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the input parameter is used as the lowest level and step of a contour. When another

peak appears, the algorithm decides the boundary between them. Then, all pixels

are assigned to any cores if only the flux above the input parameter, which may

make cores larger and more massive. This point is improved by Padoan, Nordlund,

et al. (2007); they only assign pixels to a core within the density isosurface, which

defines the core. The third method is the Dendrogram algorithm (Brunt and Heyer

2002). This algorithm identifies hierarchical structures of input data with three

user-defined input parameters. The structures have named a trunk, a branch, and a

leaf. The lowest hierarchy is a trunk, the highest is a leaf, and the rest are branches.

We describe a detailed procedure of structure identification with this method later

in this section. When the Dendrogram algorithm is used to detect dense cores of a

molecular cloud, Dendrogram’s leaves are usually treated as a dense core. Pineda,

Erik W. Rosolowsky, and Goodman (2009) compared the Clumpfind method

and Dendrogram method in the study of the mass function. The two algorithms

represent the method that does not and does take into account the hierarchy of the

cloud. Therefore, the authors conclude that a preferred way to study the molecular

cloud structures is a method that considers the cloud’s hierarchical structures, such

as a Dendrogram. That is, we utilized Dendrogram in our previous dense core

survey (Takemura, Nakamura, Kong, et al. 2021; Takemura, Nakamura, Ishii, et al.

2021, see Sections 1.5 and 1.6) and this thesis.

In the rest of this section, we show the core identification with Dendrogram.

This algorithm searches the hierarchy with three input parameters: min_value,

min_delta, and min_npix. Figure 1.17 shows a schematic diagram of a one-
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dimensional case, and the process is as follows.
flu

x

position

min_delta

min_value

≥min_npix

Figure 1.17: The schematic diagram of use-defined parameters in Dendrogram
algorithm: min_value, min_delta, and min_npix. The vertical and horizontal axes

are flux and position.

1. Find a peak of the input data.

2. Look for the next peak with a step defined with min_delta, and the two

peaks are classified with leaves (leaf1 and leaf2 in Figure 1.17). Here, each

leaf needs to include more pixels than min_npix, and the number of pixels

is calculated as an area for two-dimensional data and a volume for three-

dimensional data. Then, two leaves are combined as a branch (branch1 in

Figure 1.17).

3. Combine the pair of two leaves, one leaf, one branch, and two branches as a

new branch.
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4. Repeat the above processes until the algorithm searches the structure down

to the lowest value defined with min_value.

5. Compound the bottom two branches or one leaf and one branch as a trunk.

Then, we obtain hierarchical structures as Figure 1.18. The hierarchy looks like

Figure 1.19 for two-dimensional data.

flu
x

position

leaf1 leaf2

leaf3

leaf5

leaf4

branch1

branch2

branch3

trunk

Figure 1.18: The schematic diagram of Dendrogram’s hierarchy for a
one-dimensional data.

The output of this algorithm includes a position, a projected area, a position

angle, major and minor axes, and a total flux for two-dimensional data. If the input

data is position-position-velocity (PPV) three-dimensional data, a velocity width is

also calculated.
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trunk

branch1

branch2

branch3
leaf1

leaf2

leaf3

leaf4
leaf5

Figure 1.19: The schematic diagram of Dendrogram’s hierarchy for a
two-dimensional data.

1.5 Dense Core Survey in Orion A with NRO45-

m data

We conducted a dense core survey in Orion A with the C18O (J=1–0) emission

observed with Nobeyama Radio Observatory (NRO) 45-m Telescope in Takemura,

Nakamura, Ishii, et al. (2021). Orion A is the nearest and well-studied Giant

Molecular Cloud (GMC) (e.g., Bally et al. 1987; Genzel and Juergen Stutzki 1989;

L. A. Hillenbrand 1997; Ikeda, Sunada, and Kitamura 2007; Ikeda and Kitamura

2009; Shimajiri, Kawabe, et al. 2011; Nakamura, Miura, et al. 2012; Tatematsu

et al. 2016; Hacar et al. 2017; Kirk et al. 2017; Nakamura, Ishii, et al. 2019) prior

to our dense core survey. Based on the very-long-baseline interferometry (VLBI)
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observations, the source distance is derived as 414 pc (Menten et al. 2007). This

map has an effective angular resolution of ∼ 26′′.4 (FWHM) corresponds to ∼ 0.05

pc at the source distance and velocity resolution of ∼ 0.1 km s−1 (See Nakamura,

Ishii, et al. (2019) for more details).

We identified 746 cores with the Dendrogram algorithm and classified 709

cores of them as starless cores using Herschel Orion Protostar Survey (HOPS)

catalog (Furlan et al. 2016). Since dense cores are thought to be deeply embedded

into the molecular cloud, a core mass is calculated with Dendrogram’s hierarchy

and Herschel–Planck H2 column density map (Lombardi et al. 2014; Stutz and

Kainulainen 2015) which have an angular resolution of 36′′ as Equation 1.6

(Equation (2) in the paper).

Mk
core = µmH ×∑

i
(NH2,i ×Fk

i ) (1.6)

where Fk
i is the total intensity ratio of kth leaf Ik

i and trunk Ti at ith pixel described

as Fk
i = Ik

i /Ti. Using this method, we subtracted the column density in front of

and behind the core along the line of sight and estimated core mass. The core

mass and mass calculated with total column density are compared as a function

of the mean column densities at core positions in Figure 1.20 (Figure 8 in the

paper). The later mass is named as Mprojection in the figure. The ratios of two

masses Mcore/Mprojection for most cores are smaller than one, and the mean value

and the standard deviation are 0.35 ± 0.21. This result means we may overestimate

the core mass by ∼ three times when we do not subtract the background column



CHAPTER 1. INTRODUCTION 38

density.

According to the results of virial analysis, we have 684 gravitationally bound

starless cores and 25 unbound starless cores in the final core catalog. Most starless

cores are classified as gravitationally bound starless cores, and we constructed

CMF as Figure 1.21. The completeness corrected CMF is also shown in the figure.

The completeness is calculated by calculating the detection probability of inserted

artificial cores which have masses of the center of mass bins of CMF. Although

observed CMF has a turnover as ∼ 0.3 M⊙, the completeness corrected CMF does

not have a turnover there, and it has a peak at a smaller mass. Then, we concluded

that we could not detect a turnover of CMF with the map resolution; the higher

spatial resolution is required to detect them.

1.6 Comparison of IMF and CMF in the Orion

Nebula Cluster (ONC) Region

We performed a dense core survey in the central region of Orion A called the Orion

Nebula Cluster (ONC) region with higher spatial resolution than NRO45-m data in

Section 1.5. We reported this result in Takemura, Nakamura, Kong, et al. (2021).

The map is a combined data of Combined Array for Research in Millimeter-wave

Astronomy (CARMA) and NRO45-m (Kong, Arce, Feddersen, et al. 2018). The

observed line is the same as C18O (J=1–0), the same as our previous study, but

the angular resolution is ∼ three times better than the data used in it. The map

achieved an angular resolution of 8′′ , which is ∼ 3300 au at Orion A. In addition
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Fig. 8. Mass ratio Mcore Mprojection – NH2,Herschel relation. To calculate Mprojection, all H2 column density is assigned to cores. When multiple

cores overlap along the line of sight, H2 column density proportional to each intensity is distributed to each core. The mean value and standard deviation

of mass ratio Mcore Mprojection are 0.35±0.21. The blue crosses, green circles and red squares show the cores whose masses are Mcore < 1M�,

1M� < Mcore < 10M� and Mcore > 10M�, respectively.

27

Figure 1.20: The relation between the mass ratio Mcore/Mprojection and mean core
column density in Takemura, Nakamura, Ishii, et al. (2021). The Mprojection is

calculated using total column density at the core. The red squares, the green dots,
and the blue crosses represent the core with a mass of Mcore > 10M⊙,

1M⊙ < Mcore < 10M⊙, and Mcore < 1M⊙, respectively. The top and right histograms
show the distribution along horizontal and vertical axes.
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Fig. 10. Observed CMF (black line) and compensated CMF (blue line) for the identified cores. In compensated CMF, we derived the number of cores in each

mass bin by dividing the observed number by detection probability.

29

Figure 1.21: The observed CMF for all identified cores (black) and the
completeness corrected CMF (blue) in Takemura, Nakamura, Ishii, et al. (2021).
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to the dense core survey, we directly compared our CMF and IMF constructed with

the stellar catalog of Da Rio, Robberto, L. A. Hillenbrand, et al. (2012), which has

1619 stars of the ONC region. Following the procedure of core identification in

Takemura, Nakamura, Ishii, et al. (2021), we identified 151 gravitationally bound

starless cores, 529 unbound starless cores, and 12 protostellar cores. The fact that

the significant part of starless cores is classified as gravitationally unbound cores

is consistent with the results of the dense core survey of ρ Ophiuchus with the

H13CO+ (J= 1–0) emission (Maruta et al. 2010) and Orion A with NH3 (Kirk

et al. 2017). Kirk et al. (2017) mentioned that external pressure is essential in

maintaining dense cores. Then, the distributions of cores and stars are shown in

Figure 1.22. We also updated the H2 column density map from our previous study;

we adopted a high-angular resolution (18′′ ) H2 column density map (Kong, Arce,

Feddersen, et al. 2018).

Figure 1.23 shows the CMFs for all starless cores and bound starless cores and

IMF in the ONC region. As seen in the figure, the CMF for bound starless cores

and IMF have turnovers at similar masses of ∼ 0.1 M⊙, and both mass functions

also have similar slopes above the turnovers. The observed relationship of CMF

and IMF differs from that reported in previous studies in Section 1.3 except for the

results in ρ Ophiuchus (Bontemps, P. André, et al. 2001), which also showed that

CMF resembles MF of Class-II objects. When CMF and IMF have similar turnover

masses, CMF is no longer reproduced by shifting IMF with SFE of smaller than

unity. Bontemps, P. André, et al. (2001) conclude that SFE should be larger than

50-70% at least. However, high SFE such as ∼ 100% is not justified physically
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by using the hierarchical structures of the molecular cloud.
Here, we define a leaf (the smallest structure identified by
astrodendro) as a core. Then, we estimate the masses of the
cores using the Herschel–Planck H2 column density map, but
we remove the contribution of the ambient gas distributed
outside the cores in the position–position–velocity space.

From the CMF analysis with clumpfind, Pineda et al. (2009)
pointed out that the CMF shapes sometimes depend on the
parameters of clumpfind, and recommended using the core
identification methods, which take into account the cloud
hierarchical nature, e.g., dendrogram. Besides, recent synthetic
observation studies applying dendrogram to the numerical
simulation data showed that the structures identified in the PPP
space are well related to the structures identified in the PPV

space (Beaumont et al. 2013; Burkhart et al. 2013). Thus, we
believe that our definition of dense cores is reasonable for the
statistical analysis of CMFs.
In the actual identification, the three input parameters of

astrodendro are set to min_delta= 1.4 K (≈2σ), min_value= 1.4
K (≈2σ), and min_npix= 60 (≈1 beam× 3 channels), following
the suggestions of Rosolowsky et al. (2008). Additional selection
criteria are imposed to minimize the effect of the spatially varying
noise levels for the core identification: (1) the peak intensity of the
leaf should be larger than 4σ at the corresponding spatial position
and (2) more than three successive channels should contain more
than 20 pixels (≈ a map angular resolution) for each channel. In
total, we identified 692 cores.
Then, we classify the cores into two groups, starless and

protostellar cores, using the HOPS catalog. If a core overlaps
spatially with at least one HOPS object in the sky, we classify it
as a protostellar core. A core without overlapping HOPS
objects is categorized as a starless core. As a result, we
identified 680 starless cores and 12 protostellar cores. We note
that almost all the HOPS class 0/I objects (20/21) are
identified as leaves, but about half of such leaves are not
satisfied with our additional condition (2). As a result, they are
not classified into protostellar cores and we simply omit such
cores in this Letter.
Figure 1(a) shows the spatial distribution of starless and

protostellar cores in the ONC region. The cores are distributed
over the entire square box in Figure 1(a). We calculated the core
mass using the Herschel–Planck H2 column density (NH

Herschel
2

) and
intensity-ratio of the leaf and the trunk (Ileaf/Itrunk) (see Figure 4).
We assigned the H2 column density to each core using the
intensity-ratio and calculated the core mass as = ´ ´-M 3 10core

3

( ( ) ) ( ) ( )å ´-N i j I i j I i j, 10 cm , ,H
Herschel 22 2

leaf trunk2
, where i

and j are the indices of the cell of interest on the R.A.–decl. plane,
respectively. Figure 3(b) shows the mass ratio of Mcore, core mass,
and Mprojection. The mass Mprojection is calculated by integrating all
H2 column density contained within the projection of cores
(i.e., ( ( ) )= ´ ´ å- -M N i j3 10 , 10 cmprojection

3
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2
). The

mean mass ratio is ∼0.29.

Figure 1. (a) The C18O integrated intensity map and (b) the Herschel–Planck H2 column density map toward the ONC region as a dashed rectangle. The identified
C18O cores from this study and stars in the catalog of Da Rio et al. (2012) are plotted onto (a) and (b), respectively. In (a), the squares, circles, and crosses represent the
protostellar cores, gravitationally bound starless cores, and unbound starless cores, respectively.

Figure 2. The histogram of the stellar age in the ONC region from Da Rio et al.
(2012) with the DM98 model.
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astrodendro) as a core. Then, we estimate the masses of the
cores using the Herschel–Planck H2 column density map, but
we remove the contribution of the ambient gas distributed
outside the cores in the position–position–velocity space.

From the CMF analysis with clumpfind, Pineda et al. (2009)
pointed out that the CMF shapes sometimes depend on the
parameters of clumpfind, and recommended using the core
identification methods, which take into account the cloud
hierarchical nature, e.g., dendrogram. Besides, recent synthetic
observation studies applying dendrogram to the numerical
simulation data showed that the structures identified in the PPP
space are well related to the structures identified in the PPV

space (Beaumont et al. 2013; Burkhart et al. 2013). Thus, we
believe that our definition of dense cores is reasonable for the
statistical analysis of CMFs.
In the actual identification, the three input parameters of

astrodendro are set to min_delta= 1.4 K (≈2σ), min_value= 1.4
K (≈2σ), and min_npix= 60 (≈1 beam× 3 channels), following
the suggestions of Rosolowsky et al. (2008). Additional selection
criteria are imposed to minimize the effect of the spatially varying
noise levels for the core identification: (1) the peak intensity of the
leaf should be larger than 4σ at the corresponding spatial position
and (2) more than three successive channels should contain more
than 20 pixels (≈ a map angular resolution) for each channel. In
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Then, we classify the cores into two groups, starless and

protostellar cores, using the HOPS catalog. If a core overlaps
spatially with at least one HOPS object in the sky, we classify it
as a protostellar core. A core without overlapping HOPS
objects is categorized as a starless core. As a result, we
identified 680 starless cores and 12 protostellar cores. We note
that almost all the HOPS class 0/I objects (20/21) are
identified as leaves, but about half of such leaves are not
satisfied with our additional condition (2). As a result, they are
not classified into protostellar cores and we simply omit such
cores in this Letter.
Figure 1(a) shows the spatial distribution of starless and

protostellar cores in the ONC region. The cores are distributed
over the entire square box in Figure 1(a). We calculated the core
mass using the Herschel–Planck H2 column density (NH
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Figure 1. (a) The C18O integrated intensity map and (b) the Herschel–Planck H2 column density map toward the ONC region as a dashed rectangle. The identified
C18O cores from this study and stars in the catalog of Da Rio et al. (2012) are plotted onto (a) and (b), respectively. In (a), the squares, circles, and crosses represent the
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Figure 2. The histogram of the stellar age in the ONC region from Da Rio et al.
(2012) with the DM98 model.
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Figure 1.22: (a) The identified cores are plotted onto the integrated intensity map
of the C18O (J=1–0) emission. The bound, unbound, and protostellar cores are
plotted as red dots, blue crosses, and orange squares. (b) The stars are plotted

onto the H2 column density map. The observed region in Da Rio, Robberto,
L. A. Hillenbrand, et al. (2012) is represented as a dotted square in both panels,
and we analyzed cores in this region. (Figure 1 in Takemura, Nakamura, Kong,

et al. (2021) but the configuration of panels are changed).
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because the protostellar outflow/jet is a necessary process when mass accretion to

a protostar takes place (Machida and Matsumoto 2012, see also Section 1.2). The

previous observations, numerical simulations, and theoretical models suggest that

∼ 30% of an accreting mass is blown off by the feedback of a protostar (Pudritz

et al. 2007). Then, we guess that mass accretion of the surrounding material of a

core can explain the observed relation of CMF and IMF in this study.

the poor angular resolution. The effect of angular resolution on
the turnover mass is also discussed in Reid et al. (2010). There
are two main differences between Ikeda & Kitamura’s (2009)
and our analyses. One is the core identification method
adopted. Ikeda & Kitamura (2009) used clumpfind algorithm
(Williams et al. 1994) which tends to define a core as a
structure larger than that identified with dendrogram since
clumpfind algorithm allocates all pixels above a threshold to
one of the cores. The more important difference is the angular
resolution. In fact, applying the dendrogram to the NRO 45 m
only data with 26″ resolution, Takemura et al. (2020) derived
the turnover mass of about 0.5 Me. This is about 5 times larger
than that derived in this study. If the turnover mass depends
only on the angular resolution, the artificial turnover mass
obtained from the CARMA-NRO data is about 0.5/(26/8)2

Me ∼ 0.05 Me. On the other hand, our obtained turnover
mass for the bound cores is about 0.1 Me, larger than the value
expected from the difference of the angular resolution
(0.05 Me). Thus, we believe that we constrain the true turnover
mass for the bound cores reasonably well.

5. Discussion

The IMF in the ONC region is reproduced from our derived
CMFs if it is assumed that (1) the star formation efficiency
(SFE) of individual cores is constant over the whole mass range
as discussed by Alves et al. (2007) and (2) the SFE of
individual cores is 100%. However, assuming an SFE of 100%
is unphysical, because mass-loss through a protostellar jet is a
necessary part of the accretion process, with theoretical models,
simulations and observations suggesting that ∼30% of the
accreting mass is lost that way (see the review by Pudritz et al.
2007). Furthermore, the feedback from outflows can also
disperse part of the core mass, with the combined effect of jets
and outflow feedback leading to an SFE of order 30% (e.g.,
Federrath et al. 2014). Thus, our results suggest that mass
accretion onto the cores from a larger reservoir must be an
ongoing process.

According to the standard scenario of star formation, the
prestellar cores must be self-gravitating to initiate star
formation. Assuming that all the self-gravitating starless cores
(αvir< 2) form stars within a few freefall times, we can
evaluate the future star formation rate in this region. Assuming
that the star formation timescale is about three times the freefall
time with the mean density of bound starless cores of
4× 104 cm−3, the future star formation rate is calculated to be
1× 10−4Me yr−1. This is almost comparable to the recent star
formation rate obtained in Section 2.3. Thus, our results seem
to suggest that self-gravitating cores are likely to be direct
progenitors of stars in the ONC region. However, we cannot
rule out the possibility of star formation from the gravitation-
ally unbound cores since the star formation rate would be only
doubled even if all the starless cores form stars within a few
freefall time. Recent studies suggest that the majority of the
cores are unbound (Maruta et al. 2010; Kirk et al. 2017), and
such cores become gravitationally bound or disperse eventually
(Chen et al. 2020; Smullen et al. 2020).
If the accretion plays a role in determining the final stellar

mass, we expect that our identified protostellar core population
has a larger mean mass compared to that of the starless cores.
The mean masses of starless cores and protostellar cores are
∼0.19Me and ∼0.67Me, respectively. For protostellar core
masses, we do not include the masses of protostars located
inside. This larger mean mass for the protostellar cores is
consistent with the idea that the starless cores gain significant
gas from the surroundings during star formation. The
importance of the mass accretion onto the cores is also pointed
out by Dib et al. (2010).

6. Conclusions

In this Letter we have compared for the first time the CMF
and IMF in the same region, which is located in the ONC.
Determinations of the two functions with comparable sensitiv-
ities have revealed that the CMF has a turnover mass of
∼0.1Me, which is comparable to that of the IMF (see also
Bontemps et al. 2001, for ρ Oph). This seems to contradict the

Figure 5. CMFs in the ONC region. The astrodendro’s parameters are (a) min_delta = 2σ, min_value = 2σ, and min_npix = 60 and (b) min_delta = 3σ,
min_value = 3σ, and min_npix = 120, respectively. For comparison, we show the IMF derived by Da Rio et al. (2012) in both panels. The 90% completeness limit is
indicated with the vertical dashed lines. The error bars denote statistical errors.

5

The Astrophysical Journal Letters, 910:L6 (7pp), 2021 March 20 Takemura et al.

Figure 1.23: The CMF for starless cores (green) and bound starless cores (red)
and IMF (magenta) in Takemura, Nakamura, Kong, et al. (2021).
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To test whether our identified cores can form stars with mass accretion, we

calculated the SFE of the cloud, which is different from the SFE of a core discussed

in the previous paragraph and SFR. For the SFE of the cloud, it is estimated as

∼ 4% (Nakano, Hasegawa, and Norman 1995). To estimate the SFE of the cloud

when our starless cores evolve into stars, we calculated the ratio of the sum of

bound starless core masses and total gas mass of the ONC region as Equation 1.7.

Here we assumed that all bound starless cores form a star and SFE of a core is

100% due to mass accretion.

∑bound starless core Mcore

Mcloud,ONC
∼ 0.034 (1.7)

This value is consistent with the fiducial value of a few percent. The ratio becomes

0.074 when we use the total mass of identified starless cores instead of bound ones.

Then, we will obtain reasonable SFE of a cloud even if all starless cores, including

unbound starless cores, form stars with mass accretion.

Next, we compared the SFR estimated with stellar catalog (Da Rio, Robberto,

L. A. Hillenbrand, et al. 2012) and our core samples. The former is the mean SFR

in 2 Myr calculated as Equation 1.8.

SFR2 Myr =
∑2 Myr Mstar

2 Myr
∼ 1.5×10−4 M⊙ yr−1 (1.8)
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Then, the latter is derived as below.

SFRcore =
∑bound starless core Mcore

3t f f
∼ 1.0×10−4 M⊙ yr−1 (1.9)

where ¯t f f is a mean free-fall time of bound starless cores. To calculate this value,

we assumed two things; SFE of a core is 100% due to mass accretion, and all bound

starless cores evolve into the core within three times a mean free fall time. As

Equations 1.8 and 1.9, SFRs computed with a stellar catalog, and our core sample

has similar values.

Therefore, we concluded that our cores could be birthplaces of stars, and mass

accretion is a critical process for cores to gain masses. Figure 1.24 is a standard star

formation scenario. Mass accretion is not considered, and the parental core mass

determines stellar mass. On the other hand, our star formation model considers the

mass accretion from the surrounding cloud to the cores as Figure 1.25. The cores

grow due to mass accretion, and gravitationally unbound cores may evolve into

bound starless cores or stars by obtaining enough mass.

1.7 Growth of Core Mass and CMF

In Section 1.6, we have pointed out the possibility of core growth with mass

accretion from the surrounding cloud. The core growth will greatly influence the

final stellar mass and mapping from CMF to IMF. As we mentioned in Section

1.6, Then, we introduce an observation, numerical simulation, and analytical study,
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Figure 1.24: The schematic diagram of a current standard star formation scenario.
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Figure 1.25: The schematic diagram of a new star formation model considers the
mass accretion and core growth with it.
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which suggests a core growth in this section.

1.7.1 Observational Study

Kong (2019) observed the Dragon Infrared Dark Cloud with ALMA 1.3 mm

continuum and performed a dense core survey. The author also investigated

outflows with ALMA CO (J=2–1) image of the same region in Kong, Arce,

Maureira, et al. (2019). Then, the core properties of cores with and without outflow,

corresponding to protostellar and starless cores, are compared in Kong, Arce,

Shirley, et al. (2021). Here, the starless cores do not have any infrared sources and

no CO and SiO outflows. The comparison of their core mass histograms is shown

in Figure 1.26. The top two panels are for cores identified with astrograph, and the

bottom two panels are for cores identified with astrodendro (Dendrogram). The

core masses are calculated with the continuum flux and constant dust temperature

of 20 K in panels (a) and (c) and NH3 kinetic temperature for each core (>.

Wang 2018) in panels (b) and (d). Whichever core identification algorithm and

temperature are used, the cores with outflow tend to have larger masses than those

without outflow. In Figure 1.26 (a), the median values of protostellar and starless

core masses are 2.1 M⊙ and 0.37 M⊙, respectively. The authors conclude that the

mass gap of cores is due to continuous core growth.



CHAPTER 1. INTRODUCTION 49

density is either less than or greater than the starless core
average density is not rejected with a high confidence (p-value
0.90 for the constant temperature case and 0.49 for the NH3 gas
temperature case). The same conclusion applies to the
astrodendro cores (p-value 0.22 for the constant temperature
case and 0.68 for the NH3 gas temperature case). These suggest
that the average core density is not very different between the
protostellar cores and the starless cores.

At this point, a plausible physical picture is that protostellar
cores, emerging earlier in the IRDC, have grown in size and
mass over their relatively longer lifetime, while keeping their
density roughly invariant. The core density was probably
inherited from local environments that were determined by
other physical processes over the entire cloud.

In the Appendix, we derive the core velocity dispersion with
the ALMA molecular line data (mainly from C18O; see
Section Appendix) as well as the public NH3 data from W18.
This time, we focus on the astrograph cores. With the

dispersion, we compute the virial parameter (a s= R GM5 tot
2 )

for each core. Figures 4(a) and (c) show the results.
In Figure 4(a), some of the protostellar cores have α> 2,

which indicates that the cores are not gravitationally bound.
Massive cores tend to have lower α values. The same behavior
is seen in Figure 4(c), but in this plot more cores have α> 2.
This difference is due to the typically larger values of the NH3

velocity dispersion compared to the dispersion measured using
the ALMA line data (compare columns (10) and (11) of
Table A1). As we mentioned earlier, the ALMA data filter
large-scale structures, while the W18 beam size is larger than
the cores. The fact that these two data sets probe different
scales very likely gives rise to the difference in velocity
dispersion observed in these two lines, thus the contrast in the
virial parameter derived from these.
In Figure 4(b), we show the distribution of core mass for

cores with α< 2 (i.e., which are gravitationally bound) for both
starless and protostellar cores. From these histograms, we can

Figure 1. Core mass histograms for astrograph and astrodendro samples from K19a. (a) Core mass computed based on a constant dust temperature of 20 K. The
orange dashed histogram shows the protostellar cores with outflows. The black histogram shows the cores without outflows. (b) Same as panel (a), but the core mass is
computed based on the NH3 kinetic temperature. (c) Same as panel (a), but for the astrodendro core sample. (d) Same as panel (b), but for the astrodendro core
sample.
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Figure 1.26: The mass histograms of protostellar cores (orange dashed
histograms) and starless cores (solid black histograms) of the Dragon IRDC from
Kong, Arce, Shirley, et al. (2021). (a) astrograph cores with dust temperature of 20
K, (b) astrograph cores with NH3 kinetic temperature, (c) astrodendro cores with
dust temperature of 20 K, and (d) astrodendro cores with NH3 kinetic temperature.
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1.7.2 Numerical Simulation

From the point of view of numerical simulation, Pelkonen et al. (2021) compared

IMF and CMF of the progenitor cores considering the mass accretion to the cores.

The authors used the cloud scale three-dimensional adaptive-mesh-refinement

(AMR) and magneto-hydrodynamic (MHD) simulation done by Hennebelle (2018).

In the simulation, the turbulent state is calculated for ∼ 20 dynamical times without

the self-gravity under the conditions of the periodic boundaries and an isothermal

equation of state. After that, the self-gravity is introduced, and the cloud evolution

is computed for another ∼ 2.6 Myr with a snapshot of every 22 kyr. The box size

is Lbox = 4 pc, and the total mass in the box is Mbox = 3000 M⊙. The data have

8,1923 resolution for 4 pc simulation box, corresponding to ∼ 100 au. Then, a sink

particle (hereafter called star) is placed at a local gravitational potential minimum

with a density above the critical density of 1.7 × 109 cm−3. There are 413 stars

formed at the end of the simulation. After the sink particles form, half of the

accreted mass is given to the stellar mass, and the authors reproduced the situation

that the stars grow with mass accretion from the surrounding cloud.

Pelkonen et al. (2021) applied Clumpfind algorithm (Padoan, Nordlund, et al.

2007) to the data to identify the progenitor cores of stars, and they identified 382

unambiguously matched progenitors. The authors divided the samples into three

categories based on the number and age of stars in progenitor cores as follows.

[category a] A single star in a progenitor core (312 progenitor cores)

[category b] Multiple stars that birthed in the same snapshot in a progenitor core

(32 progenitor cores)
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[category c] There is more than one older star in addition to the primary star in

the same progenitor core (38 progenitor cores)

Since the older stars are fed by the progenitor core rather than the primary star,

the samples of [category c] are removed from the samples, and the final sample

consists of 344 stars and cores. Figure 1.27 shows the mass histograms of stars and

progenitor cores. The figure shows they have peaks at the same mass bin of 0.29

M⊙ and similar slopes above the peaks. Then, the shape of CMF remains even if

we consider the mass accretion to the cores while they evolve. However, the stellar

and core mass do not correspond as shown in Figure 1.28. The massive cores with

Mprog > 5 M⊙ are extracted, and the authors follow where the mass goes during the

star formation. There are three possible states for a core mass: unaccreted mass,

mass accreted by the internal star in the progenitor core, and mass accreted by

other stars. The fractions of the three masses vary among cores. The motivation

of their study is to test the core collapse scenario of star formation. In this model,

a stellar mass is defined by its parental core mass as Mstar = εcoreMcore but the

figure suggests it is not. Then, the core collapse scenario is not preferred by their

simulation. In addition, the authors claimed that the variation of a mass fraction

means that the shape of CMF remains during star formation in a statistical sense

only.

The authors also trace the mass accretion rate as Figure 1.29. In the competitive

accretion scenario, the cores grew with Bondi-Hoyle accretion, and dashed and

dotted lines represent the mass accretion rate. Each line is for the median and mean

of the accretion rate. On the other hand, the mass accretion rate calculated in the
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of the isothermal speed of sound for a temperature of 10 K,
cS ⇡ 0.18 km s�1, as a function of the core mass, Mprog. In
the case of the observational samples, the sound speed value
estimated in the corresponding papers is adopted. Most of
the progenitor cores (blue dots) are within a factor of two
from the equipartition between kinetic and thermal energy,
marked by the horizontal dashed line. They show a trend of
increasing rms Mach number with increasing core mass, and
some of the least massive cores have an rms Mach number
several times smaller than the value corresponding to the
energy equipartition, or velocity dispersions as low as 1/5 of
the sound speed.

Apart from the prestellar cores in Orion and in the in-
frared dark clouds already shown in the upper panel of Fig-
ure 3, we consider also the velocity dispersion of prestellar
cores in Perseus from Kirk et al. (2007). The observed values
overlap with those of the progenitor cores from our simula-
tion. However, in the range of core masses between approx-
imately 1 and 10 M�, the observed cores extend to lower
Mach number values than our progenitor cores. This par-
tial discrepancy may have two origins. First, as mentioned
above and extensively documented in § 9.2 of Padoan et al.
(2019), because of the limited spatial resolution of the ob-
servational surveys core masses may be systematically over-
estimated by large factors. If the observed cores were split
into their lower-mass components, they may overlap in both
velocity dispersion and mass with our low-mass progenitor
cores in Figure 3. The second reason for the partial discrep-
ancy is that we have computed the core rms Mach number
from the ratio of kinetic and thermal energies, meaning that
the rms velocity is density weighted. In the observations,
the linewidths may more closely correspond to a velocity
dispersion weighted by the square of the density, in the case
of an optically-thin line like N2H+, so it is more strongly
skewed towards the densest gas in the cores, where the ve-
locity dispersion is usually smaller than in the outer region
of the core. In the case of optically-thick lines, the velocity
dispersion would be more representative of the outer layers
of the cores, as illustrated by the comparison between the
N2H+ and C18O linewidths of the same cores in the survey
by Kirk et al. (2007). For each core, the velocity dispersion
based on the C18O linewidth (cyan circles) is always larger
than that based on the N2H+ line (black circles). As a re-
sult, the C18O rms Mach numbers cover a very similar range
of values as that of our progenitor cores.

As mentioned above, we make no attempt here to derive
observational core properties with synthetic observations, as
this work is primarily focused on testing a fundamental the-
oretical assumption of star-formation models. This compari-
son with observed prestellar cores is shown to illustrate that
the values of the physical parameters of the cores from our
simulation are reasonable, which does not require that such
values cover the full range of parameter space from the obser-
vations. All the physical parameters of the progenitor cores
used in this study are listed in Table 1. The Table, as well
as other supplemental material, can also be obtained from
a dedicated public URL (http://www.erda.dk/vgrid/core-
mass-function/).

Figure 4. Histogram of prestellar progenitor masses (blue, 344
cores) and the final masses of the stars born in them (red, 344
stars), with bin sizes 0.34 and 0.30 dex, respectively. Dashed lines
are lognormal fits (N / exp(�(log10 M � log10 Mpeak)2/2�2) to
masses lower than 2M� (CMF: Mpeak = 0.29 M�, � = 0.40;
IMF: Mpeak = 0.29 M�, � = 0.63) and the red dotted line is
a power-law fit (N / M��) to stellar masses above 2M� with
� = 1.20.

5 PROGENITOR MASSES VERSUS STELLAR
MASSES

5.1 Statistical comparison

The main goal of this work is to test the hypothesis of
the core-collapse model, which we express as Mstar ⇡
✏progMprog, with ✏prog . 0.5 and approximately independent
of mass, using previously defined quantities. Before compar-
ing cores and stars one-to-one, a look at their mass distri-
bution is already instructive. Figure 4 shows the mass dis-
tribution of the progenitors selected at the star-formation
snapshots and that of the stars at the end of the simulation.
Only the 344 prestellar progenitors, those without older star
particles in them (see Sect. 4), are included in the figure.
Both the progenitor CMF and the IMF distribution peak at
⇠ 0.3M�. Our resolution convergence test in Appendix C
indicates that the mass peak of the CMF converges towards
a well-defined value Mconv ' 0.26M�, almost identical to
the value of the IMF peak. This is problematic for the core-
collapse model, as it would imply ✏prog ⇡ 1.

The similarity of the mass distributions continues to the
high-mass tail, as well. However, this should not be taken
to mean that the high-mass progenitors are undergoing a
monolithic collapse. In order to show this, we used the tracer
particles (see § 4) to study how the gas from the progenitor
core is either accreted by the primary star (ftr,prog, blue), by
other stars (ftr,other, red), or remains unaccreted (ftr,unacc,
black). These mass fractions, defined in § 4, are shown in
Figure 5 as a bar chart for the 16 cores with masses larger
than 5 M�, where the x-axis is ordered by growing progen-
itor mass. The mass fractions for two high-mass cores, 7.5
and 88 M�, are not shown as they are identified less than
100 kyr before the end of the simulation, and most of their
mass is unaccreted. The bar charts show that in the major-

MNRAS 000, 1–20 (2020)

Figure 1.27: The histograms of stellar mass (red) and progenitor core mass (blue)
from Pelkonen et al. (2021). The dashed lines are lognormal fits of histograms

with masses leq 2 M⊙.
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Table 1. Stellar and progenitor parameters for a set of 10 stars and their progenitors. The full table is included as an electronic download.
The columns are: 1 star index, 2 snapshot number when the new star was recorded, 3 final mass of the star, 4 mass of the progenitor,
5 radius of the progenitor (as an equivalent volume sphere), 6 radius within which the star accretes 95% of its mass, 7 one-dimensional
sonic Mach number, 8 kinetic-to-gravitational energy ratio, 9 thermal-to-gravitational energy ratio, 10 inverse of normalized mass-to-flux
ratio, 11 final accretion rate as a fraction of the final stellar mass, 12 fraction of progenitor mass which is accreted by other stars, 13
fraction of progenitor mass which is accreted by the star itself, 14 fraction of final stellar mass already present in the progenitor, and 15
flag for the state of the progenitor (1 for single star, 2 for multiple stars born at the same time). The fraction of progenitor mass which
remains unaccreted by any star can be derived from ftr,unacc = 1 � (ftr,other + ftr,prog).

Star Snap Mstar Mprog Rprog R95 �v/cs Ek/Eg Et/Eg 1/µ Ṁ/Mstar ftr,other ftr,prog ftr,star Flag
[M�] [M�] [AU] [AU] [Myr�1] [%] [%] [%]

...
41 73 0.13 0.26 451 1584 1.18 0.22 0.29 0.09 0.00e+00 16.1 83.9 85.7 1
42 73 0.69 24.65 35913 9678 1.76 0.41 0.24 0.07 0.00e+00 32.4 5.4 97.4 1
43 73 0.61 0.49 778 5522 2.25 0.74 0.26 0.09 0.00e+00 0.0 100.0 39.7 1
44 73 0.12 0.13 325 46197 1.37 0.42 0.40 0.02 7.50e-03 29.8 70.2 37.6 1
45 73 0.11 0.59 248 5275 3.03 0.35 0.07 0.03 0.00e+00 82.7 17.3 48.0 2
46 73 0.57 0.59 251 40109 2.85 0.32 0.07 0.03 0.00e+00 82.2 17.8 9.2 2
47 73 0.05 0.12 337 7163 1.44 0.53 0.46 0.09 6.33e-02 48.9 51.1 60.2 1
48 73 0.15 0.11 251 9515 1.12 0.26 0.37 0.09 0.00e+00 13.7 86.3 31.4 1
49 74 1.19 0.43 769 117127 2.07 0.70 0.29 0.07 3.20e-01 0.2 99.8 17.9 1
50 74 0.15 0.16 293 4358 0.55 0.05 0.29 0.02 0.00e+00 0.8 99.2 53.8 1
...

ity of the massive progenitors, the primary star only accretes
less than half of the progenitor’s mass, often much less.

This result is also illustrated by the fact that the mas-
sive cores show a lot of internal structure, and their time
evolution always results in their fragmentation. This is ex-
emplified for star 391 in Figure 6, where the lower panel
shows that another star has formed 66 kyr later and the
bound core around star 391 has shrunk to a mere 0.02 M�
protostellar envelope (the protostar itself is 0.14 M�). The
vast majority of the gas in its 88 M� progenitor core is no
longer bound to star 391. Even accounting for the protostel-
lar mass, the bound core around star 391 is not even the
locally dominant core, as the mass of the progenitor core of
star 405 is 1.1 M�.

Thus, the statistical similarity between the high-mass
tails of the CMF and the stellar IMF does not imply a mono-
lithic collapse of the massive cores as further discussed in the
next subsection.

5.2 One-to-one comparison

The one-to-one relation between progenitor masses and final
stellar masses is addressed by the scatter plots in Figure 7.
The figure shows that, for a given core mass, there is a scat-
ter of about two orders of magnitude in the resulting stellar
masses (Pearson’s correlation coefficient, r, is 0.51 for all
stars). The top panel of Fig. 7 distinguishes the stars that
have finished accreting (magenta open circles). Limiting the
sample to these stars does not make the correlation signifi-
cantly stronger (r = 0.57). The correlation is even worse at
lower resolution (see Appendix C).

The relatively weak correlation between core and stellar
masses is in conflict with the core-collapse model, because it
shows that even if we know the mass of the progenitor core
at the birth time of the star, we cannot predict the final
stellar mass with any reasonable accuracy. Furthermore, a
least-square fit to the data points gives a slope of a = 0.52

Figure 5. Bar chart of the fractions where the progenitor mass
goes, for progenitors with Mprog > 5M� (the most massive cores
in our sample). The total mass of the progenitor is stated on the
x-axis, and the fractions are unaccreted mass (ftr,unacc, black),
mass accreted by other stars (ftr,other, red), and mass accreted by
the star whose progenitor the core is (ftr,prog, blue). Two high-
mass cores, 7.5 and 88 M�, are not shown as they are identified
less than 100 kyr before the end of the simulation.

for all stars (blue line), and a = 0.60 for the stars that have
finished accreting (magenta dashed line). This shows that
even the average relation between core and stellar masses
is inconsistent with the idea of a constant efficiency factor,
✏prog, as a constant efficiency would imply a slope a = 1 (red
solid line in Figure 7).

Some of the high-mass progenitors can be expected to
fragment and contribute to several stars, as already men-
tioned in Sect. 5.1. In the bottom panel of Fig. 7 we distin-
guish between stars that formed alone or accompanied by
other stars. Progenitors with multiple stars have an elevated

MNRAS 000, 1–20 (2020)

Figure 1.28: The fraction of the final stages of mass of each massive (> 5M⊙)
progenitor core: unaccreted mass (black), and mass accreted by the internal star

in the progenitor core (blue), and mass accreted by other stars (red) from
Pelkonen et al. (2021).
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simulation is drawn with the other lines, which are higher than the predicted mass

accretion rate of Bondi-Hoyle accretion by a few orders. The bright solid, faint

solid, and dot-dashed lines are for the median values, mean values, and accretion

rate of chosen two cores, respectively. Therefore, mass accretion in the simulation

is more effective than Bondi-Hoyle accretion, which differs from the competitive

accretion scenario.
14 V.-M. Pelkonen et al.

ter plots of accretion rate versus sink mass at a fixed time
(Maschberger et al. 2014; Ballesteros-Paredes et al. 2015;
Kuznetsova et al. 2018), but no evidence that the accretion
rate of a given star grows over time as the mass of that
star increases. The time evolution of the accretion rates in
our simulation is shown by the solid lines in Figure 13. After
computing the time evolution of Ṁ and M for every star, the
profiles of Ṁ versus M/Mstar (the stellar mass in units of its
final value) are stacked together to obtain an average profile.
This is done separately for stars with Mstar  1 M� (blue
line) and Mstar > 1 M� (red line). The accretion rate is rela-
tive constant as the stellar mass increases, for Mstar > 1 M�,
or decreases with increasing mass for Mstar  1 M�, in con-
trast with the prediction of competitive accretion. This con-
firms our earlier results in Padoan et al. (2014) and Padoan
et al. (2019).

The average profiles in Figure 13 appear to be rela-
tively smooth, which is suggestive of analytical models of
the collapse of an isothermal sphere (Shu 1977; Dunham
et al. 2014). However, the profiles of individual stars (see
the two examples shown by the faint blue and red lines in
Figure 13) are much more irregular than the average ones,
exhibiting fluctuations of one order of magnitude or larger
that are inconsistent with the analytical collapse models.
This is to be expected, because a significant fraction of the
stellar mass originates well outside of the progenitor core.
We have verified that only the mass that is initially found
in the progenitor core is accreted in a way consistent with
the collapse of an isothermal sphere, meaning with an ac-
cretion rate profile that is very smooth, relatively constant
in time and approximately independent of the final stellar
mass.

To further illustrate the departure from competitive ac-
cretion, we also estimate the Bondi-Hoyle accretion rate
(Bondi & Hoyle 1944; Bonnell et al. 2001a), ṀBH, using
the current mass of the star, M , and the rms velocity, v95,
and the mean gas density, ⇢95, within the R95 sphere of
each sink particle at birth (the sphere with radius equal
to R95 and centered at the sink-particle position at birth):
ṀBH = ✏acc4⇡G2M2⇢95/(c2

s + v2
95)

3/2. This is just an or-
der of magnitude estimate, as we account for the increase
of the stellar mass over time, while the gas properties in
the R95 spheres are not varied with time. It is generally a
conservative overestimate of the Bondi-Hoyle accretion rate,
because v95 is adopted as an estimate of the relative velocity
between the star and the gas, without including the differ-
ence between the mean gas velocity in the R95 sphere and
the velocity of the star. The estimated rates are shown in
Figure 13, using the same stacking procedure for the two
groups of stars as before. The predicted Bondi-Hoyle accre-
tion rates are on average a couple of orders of magnitude
lower than the actual accretion rates of the sink particles in
the simulation.

Low values of ṀBH and the failure of the competitive
accretion model can be easily understood from the proper-
ties of the stellar mass reservoirs. The Bondi-Hoyle accretion
rate is known to be too low if the virial parameter of the re-
gion containing the stellar mass reservoir is not much smaller
than unity (e.g. Krumholz et al. 2005). Figure 14 shows that
the sphere centered on the sink particle position at birth and
with radius equal to the inflow radius, R95, is almost always
unbound. In the case of the two most massive stars, the
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Figure 13. The time evolution of the accretion rate, Ṁ , versus
the time evolution of the stellar mass, M (in units of the final
stellar mass, Mstar), for stars that have finished accreting by the
end of the simulation. The accretion rate evolution of individual
stars have been stacked after interpolation onto the same values
of final-mass fraction, to obtain a single average profile repre-
senting all the stars within two mass bins, Mstar  1 M� (blue
lines) and Mstar > 1 M� (red lines). Bright solid lines are median
values (faint solid lines are for the two individual stars from Fig-
ure 9), while dashed-dotted lines are mean values, dominated by
the stars with the highest accretion rates. The predicted Bondi-
Hoyle accretion rates, ṀBH, are stacked in the same way, with
dashed lines representing the median values, and dotted lines the
mean values (see the text for the method of computing ṀBH).

values of R95 are approximately half the size of the compu-
tational volume, so the energy ratio of their mass reservoirs
is approximately the same as that of the whole simulation
volume, shown by the triangle in Figure 14. Thus, the drop
in the energy ratio with increasing R95 for R95 & 1 pc is
a numerical constraint. With a larger computational vol-
ume, the outer scale of the turbulence would be much larger
than 2 pc, and the mass reservoirs of the most massive stars
could also be unbound. This is the case in the SN-driven
simulation by Padoan et al. (2019), where the outer scale is
⇠ 70 pc.

6.3 The Observed Core Mass Function

We have identified the progenitor cores from the 3D den-
sity and velocity data-cubes of the simulation, and with the
knowledge of when and where the star particles are formed.
Although this allows us to test the main hypothesis of the
core-collapse model, it does not closely resemble the pro-
cess of identification of prestellar cores in the observations.
The observed prestellar CMFs are extracted from 2D inten-
sity information, such as dust-emission or dust-extinction
maps, which involves a degree of line-of-sight confusion (e.g.
Juvela et al. 2019). Furthermore, the observed quantities
must be converted into column density, which, in the case of
sub-mm observations, depends on possible temperature and
dust-opacity variations, leading to a significant uncertainty
in the mass determination (e.g. Malinen et al. 2011; Roy
et al. 2014; Pagani et al. 2015; Men’shchikov 2016). Resolu-

MNRAS 000, 1–20 (2020)

Figure 1.29: The time evolution of mass accretion rate calculated in Pelkonen
et al. (2021). The bright solid lines show the median value calculated in the

simulation for stellar masses of Mstar ≤ 1.0 M⊙ (blue) and Mstar > 1.0 M⊙ (red). The
dot-dashed lines are the mean values for each stellar mass. The faint lines are for
two chosen stars from each stellar mass group. The predicted Bondi-Hoyle mass
accretion rate is drawn with dashed (median values) lines and dotted lines (mean

values), respectively.
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1.7.3 Analytical Study

S.-i. Inutsuka (2001) derived CMF as a function of the power spectrum of the

density distribution of the parental filamentary molecular cloud analytically as

Figure 1.30. The fragmentation of filaments forms the cores, and materials are

given to cores along the filament. Then, core growth with mass accretion is taken

into account in this study. The author predicted that CMF has a Salpeter-like slope

when the initial index of the filament power spectrum is -1.5. The CMF has a

shallower slope than IMF during the first one free-fall time, and the slope becomes

steeper until it reaches to Salpeter-like slope, to be precise. The filament power

spectra are derived as -1.6 ± 0.3 from observation (Roy et al. 2015), similar to the

predicted value by S.-i. Inutsuka (2001). However, the relation between this study

and shallower slopes of CMF is still unclear (see Figure 1.13 and Section 1.3.3).

1.8 Binning of CMF

To derive IMF and CMF, we count the number of stars or cores in a specific mass

range called a mass bin. There are two main ways of binning to construct mass

functions. The one is called "uniform sized logarithmic bins of mass (hereafter

called uniform sized bins)." In this method, the sizes of mass bins are uniform

on a log scale, and the number of objects in each mass bin is variable. To date,

this binning way is usually used, and we also adopted this in our previous study

(Takemura, Nakamura, Kong, et al. 2021; Takemura, Nakamura, Ishii, et al. 2021).

The other is named "variably sized logarithmic bins of mass (hereafter called
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Fig. 1.—Evolution of the mass function of cloud cores in the case of
. The curves correspond to the snapshots at (dotted line),!1.5d(k) ∝ k t/t p 0g

2, 4, 6, 8, and 10 (thick solid line), where is the free-fall timescale. Thetg
thin straight line corresponds to .!2.5dN/dM ∝ M

initially a power-law form,

nk2Fd F p A exp [q(k)t], (13)k ( )km
where is the growth rate of the perturbation,q(k) k pm

is the most unstable wavenumber, and is on the order2p/l lm m

of the Jeans length that corresponds to the diameter of the
filament. Note that is on the order of the free-fall1/q(k )m
timescale .tg
The growth rate of the perturbation of filament has beenq(k)

calculated numerically in the case of both equilibrium filament
and massive collapsing filament (Inutsuka &Miyama 1992). We
are concerned with the clustering regime or the merging regime
of the fragmentation of the filament (see § 4.3 of Inutsuka &
Miyama 1997). In terms of the linear stability analysis, this
regime corresponds to the smaller wavenumber .k ! km

4. PRESS-SCHECHTER FORMALISM WITH THE FILAMENT

Now we can calculate the mass function of molecular cloud
cores by counting the frequency of the collapsed region ac-
cording to the Press-Schechter formalism (Press & Schechter
1974). The original Press-Schechter formalism suffers from a
miscount of the number of objects because the clouds contain
still smaller clouds in hierarchical clustering processes. The
solutions to this “cloud-in-cloud” problem are found by Pea-
cock & Heavens (1990) and Bond et al. (1991) using the ex-
cursion set formalism. Jedamzik (1995) proposed another clear
approach to this problem, and the Press-Schechter formula is
recovered including the fudge factor of 2 in the case of the
sharp k-space filter (Yano et al. 1996). In this Letter, we adopt
the approach proposed by Jedamzik (1995). We define the col-
lapsed region by the filtered density fluctuation greater than

and denote the number density of the isolated collapseddc
region per unit length of the filament per unit mass interval M
to by . The collapsed region of theM" dM n(M) p dN/dM
mass scaleM should be included in an isolated collapsed region
of mass scale greater than or equal toM. Therefore, the fraction
of the collapsed region of mass scale M can be expressed in
the following integral formula:

# ′M′ ′ ′f (M, d 1 d ) p n(M ) P(MFM )dM , (14)c ! MM line

where denotes the conditional probability of finding′P(MFM )
a collapsed region of mass scale M inside a collapsed region
of mass scale and corresponds to the approximate′ ′M M /Mline
length of the corresponding region of mass scale . This ex-′M
pression explicitly takes into account the “cloud-in-cloud”
problem. The conditional probability is just in the1′P(MFM ) 2
case of the sharp k-space filter, because the smaller region inside
the isolated collapsed region is equally probable to be over-
dense or underdense than (for the cases of the other filters,dc
see Nagashima 2001). The mass function cann(M) p dN/dM
be calculated by taking the derivative of equation (14) with
respect to M,

dN M df (M, d 1 d )line cn(M) p p !2
dM M dM

2 2M d d 1 djline c c Mp ! exp ! . (15)( )2 3"M 2j j dMp M M

For the case of equation (13), the mass function atdN/dM
is given byt p 0

2 n"3dN 2 L d M d Mc line c minp A exp ! , (16)" ( ) ( )3 2 2dM p l j M 2j Mm M min M

where is the minimum mass of the core. TheM p M lmin line m

total mass inside the cloud cores per unit length of the filament
corresponds to , where the upper limit for theML Mn(M)dM∫Mmin
mass should be the total mass of the filament. Thus, theML

ratio of the total mass inside the cores to the total mass of the
filamentary cloud can be calculated as

M ML L1 dN df
M dM p !2 dM! !M dM dMline M Mmin min

p 2[ f (M )! f (M )]min L

≤ 1. (17)

A typical form for the resultant time evolution of the mass
function is shown in Figure 1, where we adopted the following
initial power spectrum as a trial:

!1.5l km2Fd F p 0.005 . (18)k ( )L km

We plot the value of in units of . To obtain2dN/dM M /Mline min
the variance , we adopted the lower cutoff wavenumberjM

and numerically calculated the integral in equa-k p 2p/LL

tion (12). In this trial model, we took rather arbitrarily L p
. The curves correspond to the snapshots at (dot-200l t/t p 0m g

ted line), 2, 4, 6, 8, and 10 (thick solid line), where denotestg

Figure 1.30: The time evolution of CMF when the filament power spectrum is -1.5
derived in S.-i. Inutsuka (2001). The evolution starts at t/t f f =0 (dotted line), and
CMFs at t/t f f =2, 4, 6, 8, 10 (solid line) are also shown, where t/t f f is a time scale

of free fall time.
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variably sized bins)." Contrary to another method, the number of objects in each

mass bin is fixed, and the sizes of mass bins are variable in this method. The CMF

is constructed in this way in Motte, Nony, et al. (2018) (see Figure 1.13).

Maíz Apellániz and Úbeda (2005) compared the slopes of mass functions with

the two binning methods statistically. The authors constructed mass functions by

changing the number of mass bins and stars that were randomly generated from

IMF with a Salpeter-like slope. Then, they investigated whether we could obtain

the Salpeter-like slope. The bias of a power-law slope normalized with respect to

the uncertainty is calculated as Equation 1.10.

b =
1

Nstar

Nstar

∑
k

γk +2.35
σk

(1.10)

where Nstar, γ , and σ and are the number of stars, a power-law slope of mass

function in the form of dN/dM ∝ Mγ

star, and the uncertainty of the power-law

index, respectively. When we get Salpeter-like slope of γ = 2.35, (γ +2.35)/σ the

absolute value of b becomes zero. Then, if the binning and the fitting methods are

not biased, |b| ≪ 1. In contrast, the large value of |b| means that the binning and

fitting are biased.

Figure 1.31 shows the histograms of distributions of (γ + 2.35)/σ value for

two binning cases: uniform sized bins case in panel (a) and variably sized bins case

in panel (b). In both cases, a mass function is derived with 300 stars and 50 mass

bins 1000 times. They constructed mass functions with 30, 100, 300, and 1000

stars, and each has 3, 5, 10, 30, and 50 mass bins in the paper. As the figure, there
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is a systematic error in the case of the uniform sized bins, but such error is not

seen in the case of the variably sized bins. The error in uniform sized bins cases

becomes significant when the number of stars is small. Thus, the authors conclude

that variably sized bins are the preferred way of binning, especially when we do

not have enough stars or cores. However, according to their parameter study of the

number of stars, the error is small even in the uniform sized bins case when the

number of stars is 1000.

In this thesis, we mainly adopt the uniform sized bins case since we usually

have objects of geq1000, and this binning method has been used in many previous

studies, as we mentioned above.

1.9 Summary of This Chapter

In this chapter, Chapter 1, we described the overview of the star formation study

focusing on CMF and IMF. The properties of molecular clouds and their dense

cores have been extensively studied observationally and theoretically as Sections

1.2 and 1.1. Since stars are formed in the dense cores, and the evolutionary process

of a star, the core mass, and CMF are the notable targets of the star formation field.

Many previous observations of IMFs and CMFs have reported the universality of

IMF and self-similar mapping of CMF to IMF with SFE smaller than unity. The

numerical simulations of prestellar cores showed that a large amount of initial core

mass is blown off protostellar outflow. Based on such results, the core-collapse

scenario of star formation is proposed. In the scenario, the final stellar mass is
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bins with uniform size yield correct uncertainty estimates (i.e.,
the problem lies in the systematic, not in the random, errors).

We should point out that the existence of a bias toward a
flattening of the IMF for small samples when using uniform-
size bins was previously detected by Kroupa (2001), who called
it a sampling bias. As we see in xx 4 and 5, it is possible to get
rid of such a bias almost completely.

4. EXPERIMENT 2: VARIABLE-SIZE BINS
WITH EVENLY DIVIDED NUMBER

OF STARS PER BIN

For our second experiment we adopt the first recommenda-
tion of D’Agostino & Stephens (1986) and use a variable size
for our bins designed in such a way as to have a similar number
of stars per bin. We do so for each of our random realizations
in the following way (we use the case with 100 stars and 5 bins
as an example): (1) fixingmdown andmup to be 10

0.8 and 102.2M!,
respectively; (2) sorting the data so that m1 < m2 < : : : <
m100; and (3) fixing the limits between bins i and iþ1 to be
0:5(m20i þ m20iþ1).

We show in Table 2 the values of ! , ", and b for the second
experiment. Only 19 cases were used because in one circum-
stance there were more bins than stars. The value of ! is very
close to #2.35 in all cases, with a minimum of #2.403 and a

maximum of #2.348. In all 19 cases jbjT1 (maximum value
of 0.062), with b being positive in some cases and negative in
others. Note that the signs of ! þ 2:35 and of b can be different
due to the possible existence of correlations between the values
of !k and "k (see also Fig. 5).
These results indicate that using a variable bin size to include

a similar number of stars in each bin is a good way of minimiz-
ing binning biases. A comparison with the previous experiment
shows that this is done at no significant cost of increasing ". Re-
garding the second recommendation of D’Agostino & Stephens
(1986), we only find a weak dependence of b in the number of
bins. The robustness of the method is emphasized by the fact
that even when 30 stars are divided into 30 bins (i.e., 1 star
per bin) no significant biases are detected. This result corrobo-
rates that the existence of large biases originates in the assign-
ment of incorrect weights to each bin and not so much by the fact
that one specific bin has a low number of stars (Wheaton et al.
1995).

5. EXPERIMENT 3: SETTING THE LOWER AND UPPER
MASS LIMITS FROM THE DATA

The previous two experiments have an artificial component
in them: we use for mdown and mup the input values, i.e., the
values that are attained only in a sample with an infinite number
of stars. When using real data, however, those values have to be
determined. An observer typically fixes the first one using in-
completeness criteria (since lower mass stars usually exist but
are harder to detect), and the second one is usually unknown
(and, likely, a quantity one is interested in measuring, see, e.g.,
Oey & Clarke 2005). Therefore, we can simulate more realistic
conditions by modifying the extremes of our second experiment
by setting mdown ¼ m1 # 0:5(m2 # m1), mup ¼ mN þ 0:5(mN #
mN#1), which can be determined directly from the data.
We show in Table 3 the values of ! , ", and b for the third

experiment. Results are similar to the ones for the second ex-
periment, with values of ! between #2.365 and #2.298. This
is especially so for the cases with 300 and 1000 stars, as expected.
Comparing results one by one, we find that ! is always larger
here than for the previous experiment. The expression b is now
always positive and the values of |b| are somewhat higher than
in the previous experiment. Still, all cases with more than three
stars per bin have jbj % 0:134, and even the worst case has only
jbj ¼ 0:264. In Figure 3 we see that b is still anticorrelated with
Ni , the average number of stars per bin.
These results indicate that fixing the lower and upper mass

limits from the data and using a variable bin size to include a
similar number of stars in each bin is a practical way of mini-
mizing binning biases. There is a price in the former of larger
biases that has to be paid for the lack of knowledge of the ends
of the distribution, but that price is small, as one can observe
by comparing Figures 1 and 3. We should point out that the sec-
ond recommendation of D’Agostino & Stephens (1986) does

Fig. 2.—Histogram with the distribution of (!k þ 2:35)/"k for the 1000 re-
alizations of the first experiment with 300 stars and 50 bins. A Gaussian dis-
tribution with mean b ¼ 2:200 and dispersion of 1.0 is also plotted for
comparison. The vertical lines mark the position of 0 and b.

TABLE 2

Results for the Variable Bin Size Case for 3, 5, 10, 30, and 50 Bins

! " b

Stars 3 5 10 30 50 3 5 10 30 50 3 5 10 30 50

30............. #2.402 #2.402 #2.403 #2.394 . . . 0.285 0.285 0.288 0.292 . . . 0.012 #0.024 #0.046 #0.029 . . .
100........... #2.365 #2.367 #2.366 #2.364 #2.366 0.152 0.152 0.154 0.157 0.156 0.015 #0.018 #0.024 #0.029 #0.030

300........... #2.353 #2.352 #2.353 #2.355 #2.354 0.086 0.087 0.088 0.089 0.090 0.034 0.031 0.012 #0.012 #0.009

1000......... #2.350 #2.348 #2.349 #2.349 #2.349 0.047 0.047 0.048 0.049 0.049 0.043 0.062 0.045 0.037 0.043

MAÍı́Z APELLÁNIZ & ÚBEDA876 Vol. 629
not work for this experiment: if one is interested in minimizing
biases, then it is preferable to gowith a low number of bins (but,
as previously indicated, biases are never large anyway).

The values of ! are found to be close to 1 in all cases, and the
histogram for the sample case in Figure 4 shows the same be-
havior as that in Figure 2: the distribution of ("k þ 2:35) /#k is
well characterized by a Gaussian with a mean equal to b (and,
in this case, close to zero) and a dispersion of 1.0. Therefore, our
technique yields not only a nearly bias-free value for the slope
of the IMF but also a correct estimate of its uncertainty.

Another advantage of the method proposed here can be
extracted from Table 3: a nearly bias-free measurement of the
power-law exponent with an uncertainty of less than 0.2 can
be obtained with only 100 stars. If the number is lowered to
30 stars, then the uncertainty in the power-law exponent is close
to 0.3. Detailed results for the 30 stars + five bins case are shown
in Figure 5. Note how the first histogram shows a symmetric
distribution, while the second one is distinctly asymmetric. The
difference is explained by the correlation (r ¼ #0:58667) be-
tween "k and #k shown in the bottom plot:$2 fitting yields larger
values of the uncertainty in the slope for lower values of the
slope itself. Note that this correlation is not a problem in itself
because the histogram that determines through its mean and
dispersion whether the technique yields a correct estimate of
the IMF slope is the first one, not the second. Therefore, we con-
clude that it is possible to conduct precise studies of the mass

segregation within a large cluster and to measure the IMF in a
small one.

Different binning schemes can easily yield different values
for the same sample. This can be seen in Figure 6, where we
show a comparison between the three experiments for a single
realization. With that in mind, one wonders whether part of
the variations in the IMF detected by a number of authors (see
Elmegreen 2004 for a recent review) are not real but simply
numerical effects introduced by the different schemes used. In
order to test that, one would have to reanalyze the data in a
uniform manner using an unbiased scheme, such as that pre-
sented in this article.

6. SUMMARY AND FUTURE WORK

We conclude that the binning mechanism proposed in this
paper for the fitting of power laws with Salpeter slopes yields
results that (1) are nearly bias-free and (2) produce correct un-
certainty estimates, as tested by our numerical simulations. On
the other hand, the standard uniform-size binning introduces
biases that are dependent on the number of stars per bin. The
power of the technique described here extends to small samples,
since we have shown that it is possible to obtain accurate values
with reasonable precisions for the IMF slope even when as few
as 30 stars are available for analysis.

TABLE 3

Results for the Variable Bin Size Case with Data-determined mdown and mup for 3, 5, 10, 30, and 50 Bins

" # b

Stars 3 5 10 30 50 3 5 10 30 50 3 5 10 30 50

30............. #2.365 #2.349 #2.329 #2.298 . . . 0.308 0.306 0.305 0.302 . . . 0.110 0.134 0.180 0.264 . . .
100........... #2.359 #2.356 #2.351 #2.338 #2.335 0.155 0.156 0.157 0.157 0.158 0.047 0.046 0.071 0.143 0.161

300........... #2.351 #2.349 #2.348 #2.348 #2.346 0.087 0.088 0.089 0.090 0.090 0.053 0.066 0.065 0.065 0.080

1000......... #2.349 #2.348 #2.348 #2.348 #2.347 0.047 0.048 0.048 0.049 0.049 0.044 0.079 0.079 0.073 0.086

Fig. 3.—Bias as a function of Ni for the third experiment. Note that the
vertical scale for the plot is 1

10 that of Fig. 1.

Fig. 4.—Histogram with the distribution of ("k þ 2:35)/#k for the 1000 re-
alizations of the third experiment with 300 stars and 50 bins. A Gaussian dis-
tribution with mean b ¼ 0:090 and dispersion of 1.0 is also plotted for
comparison. The vertical lines mark the position of 0 and b.
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(a)

(b)

Figure 1.31: The histograms of (γ +2.35)/σ values in Maíz Apellániz and Úbeda
(2005). (a) The mass function is constructed with uniform sized logarithmic bins of

mass method and (b) variably sized logarithmic bins of mass method.
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determined only by the parental core mass, and the mass ratio of the star and

parental core, SFE, is uniform and does not depend on the core mass. We also

represented the previous studies which mentioned that the effects of variable SFE,

multiplicity, and fragmentation of the core on the mapping from CMF to IMF are

small. The authors said that the low- and high-mass ends of mass functions imprint

the information of the above processes, but such observations are not possible with

the observational accuracy at that time. See Section 1.3 for details.

However, core growth with mass accretion, which is not considered in the

core-collapse scenario, is also studied. We pointed out the importance of core

growth from observation of CMF in the ONC region, which is a central region

of Orion A as Section 1.6. We have compared the CMF with IMF constructed

with a star catalog provided by previous observation. Then, we found that the

CMF resembles IMF: CMF and IMF have similar turnover masses and power-law

indices at the high-mass ends. This result indicates that mass accretion to cores is

required to match the turnover masses of CMF and IMF because the protostellar

outflow decreases the SFE of the individual core. This result is reported in the

published refereed paper of Takemura, Nakamura, Kong, et al. (2021). In Section

1.7, we have introduced the observational, theoretical, and analytical studies of core

growth. The analytical study predicted that the slope of CMF is reproduced from

the fragmentation of filaments which have a specific index of the power spectrum,

and the CMF slope does not change with time even if mass accretion along the

filament is considered.

Besides, we also presented technical issues of CMF studies, such as the core
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identification method and binning procedure to construct CMFs in Sections 1.4 and

1.8. In addition, we found that background column density should be subtracted to

calculate accurate core masses with two-dimensional column density data based

on a dense core survey in Orion A. Section 1.5 and the published refereed paper of

Takemura, Nakamura, Ishii, et al. (2021) show more details.

1.10 Purpose and Structure of This Thesis

The relationship between CMF and IMF and CMF properties are expected to

have information on the star formation processes, such as core growth with mass

accretion, SFE, stellar multiplicity, and fragmentation of the core. The processes

may affect the mapping from CMF to IMF. In the case of mass accretion, although

S.-i. Inutsuka (2001) found that the slope does not evolve with time, we cannot

rule out the possibility of the time evolution of CMF caused by mass accretion.

For the other three processes, the influences on the mapping were evaluated

in (Swift and Jonathan P. Williams 2008) and concluded that they are negligible

except for low- and high-mass ends of CMF. However, the accuracy of observations

at that time was not enough to observe the edges of CMF.

Today, high-spatial resolution and sensitivity observations towards various star-

forming regions have become available thanks to ALMA and other interferometers.

Actually, precise observations of star-forming regions, including distant high-mass

star-forming regions, are in progress, such as one of the ALMA large programs of

ALMA-IMF. Then, as we have shown in Section 1.3.3, the top-heavy CMFs are
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reported in high-mass star-forming regions. Comparing CMF covers from low- to

high-mass ends in various cloud environments and stags of star formation becomes

possible. In order to conduct such studies, the following two will be necessary.

[Remaining task 1] Construct the method to construct accurate CMF from obser-

vations.

[Remaining task 2] Establish the fiducial core catalog.

The CMF properties are affected not only by the star formation process but also

observation method. We do not know the structure of molecular clouds in position-

position-position three-dimensional space. We can obtain the column density

of the molecular cloud from continuum observation or column density at each

velocity along the line of sight from molecular line observation. The limitation will

cause an artificial effect on CMF properties which should be removed to compare

CMFs in different regions. Then, in Chapter 2, we conduct a dense core survey to

construct CMFs with three-dimensional numerical simulation data of molecular

cloud. Since we know a three-dimensional structure of the simulated cloud, we can

construct the true CMF and compare it with CMFs from core samples assuming

continuum and molecular line observations. We aim to evaluate the influence of

each observation method on the CMF property and investigate to derive true CMF

to achieve [Remaining task 1].

After we obtain the true CMFs and core catalogs from observations, the core

catalog of a well-known cloud will be helpful to compare. Then, we conducted a

dense core survey in Orion A and provided the core catalog and the analysis results

of the core properties such as CMF in Chapter 3. Based on the results of Chapter
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2, especially the discussion of PPV data, we constructed CMFs with molecular

line data. The data covers a wide area of this cloud with a high spatial resolution

comparable to the spatial resolution toward distant high-mass star-forming regions

at a few kpc with ALMA. In addition, since Orion A is the nearest giant molecular

cloud, many observations in various wavelengths have been performed so far, like

NRO45-m, CARMA, ALMA, Herschel, and Spitzer. Thus, our core catalog is

considered one of the most suitable for [Remaining task 2]. Detailed information

and discussion are provided in Takemura, Nakamura, Arce, et al. (2023).

Finally, we summarise this thesis and show prospects in Chapter 4.
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2. Dense Core Survey with Numer-

ical Simulation Data

When conducting a dense core survey and constructing CMF, two-dimensional PP

(position-position) data and three-dimensional PPV (position-position-velocity)

data are usually used. The former data is constructed with a continuum obser-

vation, and the latter is derived from a molecular line observation. In practice,

however, molecular clouds and dense cores have a structure in PPP (position-

position-position) space. In this chapter, we conduct a dense core survey with

numerical simulation data (see Section 2.1 for detailed information) to compare

CMFs from three-dimensional PPP (position-position-position) volume density

data, two-dimensional PP column density data, and three-dimensional PPV column

density data. The PP CMF seems to be affected by the overlap effect and back-

ground column density of a core. First, when several cores overlap along the line

of sight, only the most massive and extended core will be identified as a core; then,

we may miss low-mass cores. Second, the observed column density is the sum of

the column densities of a core and an ambient material along the line of sight. The
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later column density is needed to be extracted from the observed column density to

derive an accurate core mass; otherwise, we overestimate a core mass. In the case

of PPV CMF, core masses are underestimated due to a line broadening, even if

we chose an optically thin line. Because the structures are resolved along the line

of sight velocity, the influences of overlap effect and background column density

are likely less severe than PP data. Instead of that, the line width of a structure

is broadened with the thermal and turbulent motion of a gas, and we need to set

a cut-off velocity to decide a boundary of a core. Then we aim to evaluate the

above effects of observational data and investigate a way to obtain a true CMF

from observational data by comparing the CMFs of PPP, PP, and PPV data created

with the result of the numerical simulation.

In addition, we conducted a dense core survey with various min_delta one of the

parameters of Dendrogram (see Section 1.4) and studied how the resultant CMF’s

parameters change. Since a high-spatial-resolution observation of a molecular

cloud, such as it performed by ALMA, tends to have a small field of view, it

is difficult to cover the entire cloud and its dense cores. We reproduced such a

situation by constructing CMFs only with cores at a certain distance from the peak

of column density, and then, we studied the CMF’s properties. In this section, we

calculate the number of mass bins of CMFs as
√

Ncore, where Ncore is the total

number of identified cores.

From one PPP data cube, we can obtain three PP data and PPV data by changing

the line of sight direction: x, y, and z axes. In this chapter, we focus on analyzing

the PP and PPV data with the line of sight direction of the z axis. Then, we show
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the results of other data in Appendix A.

2.1 Numerical Simulation Data

We used the three-dimensional AMR, MHD simulation of the collision of two

GMCs done by Wu, Benjamin (the second author of the reference paper) with the

same setup of Model 2 in Table 2 of Christie, Wu, and Jonathan C. Tan (2017). We

briefly describe the initial condition and setup of the simulation. The simulation

box size is Lbox = 128 pc, and the box is filled with the uniform ambient gas

whose density is nH,ambient,0 = 10 cm−3. In the simulation box, two GMCs that

have the same radii and densities of RGMC = 20 pc and nH,GMC,0 = 100 cm−3 are

placed. The offsets between the two clouds are b = 0.5RGMC and this is an impact

parameter of the collision which has a relative velocity of vrel = 10 km s−1. The

internal velocity dispersion is yielded in both GMCs, and the velocity of the virial

scale Mach number is Ms = σ/cs = 23 at T = 15 K. Here the velocity field of the

turbulence is initialized with a spectrum of v2
k ∝ k4, where k is a wavenumber; the

k-modes are in the range of 2 < k/(π/L)< 20. In addition, a uniform magnetic

field with field strength and angle respect to the collision axis of B = 10 µG and

θB = 60◦ is inserted in the box. Using the Grackle chemistry and cooling library

(Smith et al. 2017) is adopted to implement the heating and cooling effect. We

used the data that was calculated for 4 Myr after the gravity is switched on.

The resolution is the difference between our data and Christie, Wu, and Jonathan

C. Tan (2017). The maximum of their data is from four levels of refinement of (128
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pc)3 box, and the grid size is ∆xChristie et al. = 0.0625 pc. On the other hand, our

data achieved the grid size of ∆x=0.03125 pc with five levels of refinement of the

box. In this thesis, we analyzed the central (64 pc)3 region. This spatial resolution

is comparable to the observation data of distant star-forming regions as a few kpc

with ALMA.

2.2 Preparation of Data Set: PP data and PPV

data

We created PP column density data by calculating the sum of the volume density

of the simulated PPP data along one of the axes as Equation 2.1. Since the density

of ambient gas is set to nH,0 = 100 cm−3 as an initial condition, we calculated the

column density of the molecular cloud itself using pixels with a density larger than

ρambient = µmHnH,0 ≃ 4.68×10−22 g cm−3. Here, µ = 2.8 is a mean molecular

weight per H. The direction of line-of-sight is selected from three axes (x, y, and z

axes in this study), and three PP data and PPV data are made from one PPP data.

In Equation 2.1, line-of-sight is set to z axes.

NPP(x,y) = ∑ρ(x,y)dz [g cm−2] (2.1)

Next, we constructed PPV column density data from PPP volume density data

considering a thermal broadening and a small-scale velocity gradient (Brunt and

Heyer 2002; Miville-Deschênes, Levrier, and Falgarone 2003). We assume that
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the density of a cell, ρ(x,y,z), has a gaussian line profile centered at the velocity

at (x,y,z), u(x,y,z), in (x,y,v) space which computed with velocity dispersion of

Equation 2.2. Three PPV data are given from one PPP data as well as PP data, and

we describe the equations when the line of sight is set to the z axis.

σPPV(x,y,z) =

[
kBT (x,y,z)

m
+

(
∂u(x,y,z)

∂ z
dz
)2

]1/2

[km s−1] (2.2)

where kB, T (x,y,z), and m are the Boltzmann constant, a gas temperature, and

a mass of species we are focusing on, respectively. Then, the column density of

PPV data is calculated as Equation 2.3. The column density of a specific velocity

channel is a sum of the Gaussian line profile of each velocity.

NPPV(x,y,v) = ∑
z

ρ(x,y,z)dz× 1√
2πσPPV(x,y,z)

exp
(

v−u(x,y,z)
2σPPV(x,y,z)

)
[g cm−2]

(2.3)

In this study, the volume density, temperature, and velocity along three axes in

three-dimensional space are calculated by numerical simulation. Since we conduct

a dense core survey with the C18O (J=1–0) data of Orion A molecular cloud, which

has a velocity resolution of 0.1 km s−1 in Chapter 3, we constructed the PPV data

of C18O by setting the velocity resolution to 0.1 km s−1 to compare each other.

Moreover, the C18O (J=1–0) emission is emitted from not everywhere in a cloud

but a region with a higher density than its critical density. The critical densities

of CO and its isotopologues are ∼ 103 cm−3. Then, we converted dense regions

above the critical density in PPP data to PPV data in this study.
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2.3 Core Identification

We applied the Dendrogram algorithm (E. W. Rosolowsky et al. 2008) to PPP,

PP, and PPV data to identify the hierarchical structures of the data. The input

parameters for each data are calculated as follows.

For PPP data, we set min_value = 104 cm−3 ≃ 4.68×10−20 [g cm−3] which

is a typical density of a dense core and min_delta is one tenth of min_value. Then,

we computed min_npix using jeans length λJ as min_npix = 4π/3(λJ/2)3 pixels.

The jeans length is uniform in the entire data and calculated with density and sound

speed of 104 cm−3 and 0.2 km s−1 (Equation 2.4).

λJ =
cs√
Gρ

≃ 0.13
( cs

0.2 km s−1

)( n
104 cm−3

)1/2
[pc] (2.4)

where G and cs are universal gravitational constants and sound speed.

There are two classes in the astrodendro.analysis module to derive the properties

of each Dendrogram’s hierarchy. One is the PPStatistic for PP data, and the other

is the PPVStatistic for PPV data. Then, to analyze PPP data with Dendrogram,

we used the latter class for PPP data by setting one of the three axes as a line of

sight corresponding to the velocity axis of PPV data. We call the axis z axis and

the other axes x and y axes, respectively.

In the case of PP data, min_value is a typical column density of a filamentary

structure of the data which is 1022 cm−2 and min_delta is one-tenth of it as well.

The area with a radius of half of the jeans length, which is the same as the PPP

case, is applied as min_npix.
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Lastly, we assumed that a core has an ellipsoidal shape in PPV space to calculate

Dendrogram’s parameters: min_value, min_delta, min_npix. The lengths of two

axes in the PP plane are jeans length, and the length along the velocity axis is

a velocity width ∆v calculated from Larson’s law of Heyer and Brunt (2004) as

Equation 2.5.

∆v = 0.87
(

λJ

pc

)0.65

[km s−1] (2.5)

where the jeans length is calculated with Equation 2.4 and ∆v = 0.21 km s−1 at

λJ = 0.13 pc. We used the volume as min_npix.

Then, we drive the column density of each channel as min_value when a core

has a uniform density of 104 cm−3 using Equation 2.6.

NH2, channel ≃1.67×1021
( ncore

104cm−3

)(
λJ

0.13 pc

)

×
[(

∆v
0.21 kms−1

)( vres

0.1 km s−1

)−1
]−1

[cm−2]

(2.6)

One-tenth of this value is min_delta like PPP and PP cases. In addition, we set

a selection threshold to the output of the Dendrogram for PPV data to identify

spatial and velocity coherent structures as cores. The threshold is that at least three

consecutive channels have more than 4 pixels in each channel. This threshold

eliminates leaves with a too-small projected area or a narrow velocity width to be

classified as a real core.

In this section, we call the above parameters fiducial values for PPP, PP, and PPV

data. In addition, we also conducted a dense core survey with various min_delta

to check its dependence on the core properties, especially CMF properties, since
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the fineness of identification is considered to have a significant influence on the

resultant core properties and CMFs. When we use Dendrogram to identify compact

structures such as dense cores, min_npix is usually set to ∼ map resolution except

for the case that map resolution is much smaller than the typical size of the target

structure. What the least one parameter min_value define is volume density (PPP

data), column density (PP and PPV case), or observed flux (actual observations) of

trunks, and it seems not to affect the properties leaves. We summarize the input

parameters for PPP, PP, and PPV data in Tables 2.1, 2.2, and 2.3, respectively.

Table 2.1: The Input Parameters of Dendrogram for PPP data

Case No. min_value min_delta min_npix
cm−3 cm−3 (min_delta)fiducial pc3

1 104 2×103 2 4π/3×(0.13/2)3

2 (fiducial) 104 103 1 0.13
3 104 4×102 0.4 0.13
4 104 2×102 0.2 0.13
5 104 1.3×102 0.13 0.13
6 104 102 0.1 0.13

Table 2.2: The Input Parameters of Dendrogram for PP data

Case No. min_value min_delta min_npix
cm−2 cm−2 (min_delta)fiducial pc2

1 1022 2×1021 2 π(0.13/2)2

2 (fiducial) 1022 1021 1 π(0.13/2)2

3 1022 4×1020 0.4 π(0.13/2)2

4 1022 2×1020 0.2 π(0.13/2)2

5 1022 1.3×1020 0.13 π(0.13/2)2

6 1022 1020 0.1 π(0.13/2)2
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Table 2.3: The Input Parameters of Dendrogram for PPV data

Case No. min_value min_delta min_npix
cm−2 cm−2 (min_delta)fiducial cm−2 km s−1

1 1.67×1021 3.34×1020 2 4π/3×(0.13/2)2(0.21/2)
2 (fiducial) 1.67×1021 1.67×1020 1 4π/3×(0.13/2)2(0.21/2)

3 1.67×1021 6.67×1019 0.4 4π/3×(0.13/2)2(0.21/2)
4 1.67×1021 3.34×1019 0.2 4π/3×(0.13/2)2(0.21/2)
5 1.67×1021 2.22×1019 0.13 4π/3×(0.13/2)2(0.21/2)
6 1.67×1021 1.67×1019 0.1 4π/3×(0.13/2)2(0.21/2)

2.4 Dense Core Survey and Construction of

CMFs - PPP data -

We show the number of identified cores in Table 2.4 and the spatial distribution of

cores for fiducial parameters case (case 2) in Figure 2.1. The cores are plotted onto

the column density map, and each panel corresponds to the different projection

directions to calculate column density. Then, a fiducial case’s minimum, maximum,

mean, and standard deviation of core physical properties such as the diameter,

mass, density, and temperature are summarized in Table 2.5. We calculated a core

diameter 2Rcore from its projected area Acore to the plane perpendicular to z axis as

Equation 2.7. The core area is one of the outputs of the Dendrogram.

2Rcore =

(
Acore

π

)1/2

(2.7)

Figure 2.2 and Table 2.6 show the derived CMFs and their properties, such

as peak mass and power-law indices at the high-mass ends. The number of mass
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Figure 2.1: The identified cores are potted onto the column density map in xy
plane (panel (a), yz plane (panel (b), and zx plane (panel (c)).
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Table 2.4: The Results of Dense Core Survey with PPP Data

Case No. Number of Identified Cores
1 1197

2 (fiducial) 1182
3 1188
4 1364
5 1188
6 1229

Table 2.5: The Results of Dense Core Survey with PPP Data

Core property minimum maximum mean ± std.
xy plane 0.08 0.7 0.21 ± 0.09

2Rcore (pc) yz plane 0.06 0.69 0.2 ± 0.08
zx plane 0.07 0.83 0.22 ± 0.09

Mass (M⊙) 0.62 1413.66 19.93 ± 60.74
Number density (10−19 g cm−3) 0.49 188.86 5.07 ± 11.32

Temperature (K) 7.84 46.26 15.42 ± 4.01

bins and error bar of each mass bin is set to the square root of the number of

total identified cores and cores in each mass bin and calculated as ∼√
Ncore and

∼ √
Ncore, bin. Then, we estimate the mass detection limit as the smallest core

mass that can be identified as a leaf with the Dendrogram. It is a core mass with a

diameter and a density of 0.13 pc and 1.1×104 cm−3 (min_value + min_delta) for

the fiducial parameter case. When we conduct a dense core survey with fiducial

input of Dendrogram parameters, CMF has a turnover at 1.31 M⊙ and a power-law

index of -1.87±0.06. Even if we conduct a dense core survey with finer values

of min_delta, such as case No.6, turnover masses are similar to the fiducial case

(case No.2). We suppose that we can achieve a turnover mass of our simulation

data. However, the future numerical simulation with higher resolution will identify
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a proper turnover of an actual CMF, but it is out of the scope of this study, and

we will not go into detail. We treat this CMF as a "true CMF" of the simulated

molecular cloud and compare it with CMFs from PP and PPV data in Section 2.5

and 2.6.

Table 2.6: The CMF Properties with PPP Data

Case No. Turnover Mass α ±σα

M⊙
1 1.71 -1.92 ± 0.06

2 (fiducial) 1.31 -1.87 ± 0.06
3 1.32 -1.87 ± 0.06
4 1.27 -1.92 ± 0.06
5 1.32 -1.87 ± 0.06
6 1.29 -1.91 ± 0.05

We also show the PPP CMFs with variably sized bins for all Dendrogram’s

parameter cases in Figure 2.3. Their properties are presented in Table 2.7. Although

the binning method less affects the turnover masses, the slopes above the turnovers

become shallower when we use variably sized bins. Since the trend when we

change the Dendrogram’s parameter does not change among CMFs with each

binning method, we should unify the binning method. We note that most observed

IMFs are derived with uniform sized bins (see Section 1.3.1).

2.4.1 Overlap Effect

Next, we investigate the overlap effect using the PPP data since dense cores and

other dense structures, such as filaments, are spread out in three-dimensional space.

With parameter case No.2, 48%, 60%, 65% of cores overlap each other along x, y,
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Figure 2.2: The PPP CMFs for all parameter cases. Each panel represents each
Dendrogram’s parameter in Table 2.1, and the case numbers are shown at the top

left corners. The error bars show the statistical uncertainty calculated as the
square root of the number of cores in each mass bin,

√
Ncore. The dashed line

shows the best-fit single power-law functions for each CMF between five mass
bins above the turnover and the high-mass end.
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Figure 2.3: The same as Figure 2.2 but CMF with variably sized bins.
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Table 2.7: The CMF Properties of Variably Sized Bins with PPP Data

Case No. Turnover Mass α ±σα

M⊙
1 1.86 -1.59 ± 0.05

2 (fiducial) 1.9 -1.63 ± 0.06
3 1.26 -1.56 ± 0.07
4 1.24 -1.54 ± 0.07
5 1.26 -1.56 ± 0.07
6 1.88 -1.57 ± 0.05

and z axes respectively. Here, if the distance between the centers of two cores in

the projected plane is smaller than the sum of the radii of two cores, we think these

two cores overlap. The overlap effect seems to be more severe in PP data than

in PPV data as long as enough velocity resolution is achieved. Only the densest

and most massive core will be observable when several cores overlap along the

line of sight. Even if cores do not overlap, a core and density fluctuation of denser

structures may be mixed up if a core overlaps with denser structures. In both cases,

low-mass cores are thought to be more influenced than high-mass cores, and this

effect will change the turnover mass and slopes. Figure 2.4 shows the density

profiles at peaks of cores along the z axis. The core peaks are fixed at 0 of the

horizontal axis in each panel. The density profiles of cores that do and do not locate

the peaks of the profiles in Figure 2.4. In the figure, we show the density profiles

of three cores from each of the two groups: there are one or denser structures

along the line of sight (panels (a), (c), and (e)), and the core is a peak of density

profile along line of sight (panels (b), (d), and (f)). In Figure 2.5, we present the

Rz–mass relation (panel (a)) and the Rz,2nd–mass relation (panel (b)). Here Rz is the
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normalized peak density along the z axis with a core peak density, and Rz,2nd is the

normalized density of a second peak along z axis with a core peak density. Only

relatively low-mass cores (94 cores) have R values larger than unity, which means

they have other density peaks along z axis, and they will not be observed in column

density map (Figure 2.5 (a)). In addition, higher-mass cores tend to have smaller

Rz,2nd as Figure 2.5 (b), and they seem less affected by the overlap effect. We

constructed CMFs with Rz,2nd values as Figure 2.6: CMF with all identified cores,

CMF of cores with Rz,2nd<0.8, and CMF of cores with Rz,2nd<0.5. The properties

are shown in Table 2.8. When excluding cores with large peaks except for cores

with large Rz,2nd, plateaus around turnovers appear. Since we exclude the five mass

bins above the turnover to derive the best-fit function to exclude the plateaus, the

power-law index does not so change. Then, this effect probably makes CMF slope

shallow. When the overlap effect is severe, like PP data, CMF is expected to be

shallower than PPP CMF.

Table 2.8: The CMF Properties with PPP Data and Rz,2nd Values

Category Number of Cores Turnover Mass α ±σα

M⊙
All cores 1182 1.31 -1.87 ± 0.06
Rz,2nd<0.8 619 2.45 -1.99 ± 0.08
Rz,2nd<0.5 267 1.89 -1.97 ± 0.09
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Figure 2.4: The normalized density profiles with the core peak density at core
peaks along z axis for six selected cores. (a), (c), and (e) The profiles of cores that
have other peaks along the line of sight. (b), (d), and (f) The profiles of cores that
locate the density peaks along the line of sight. The positions of cores are fixed to

zero on the vertical axis, and the vertical axis is offset from the core.
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Figure 2.5: (a) The relationship between Rz and core mass. Out of 1182 identified
cores, Rz values of 94 cores are larger than unity. (b) The relationship between

Rz,2nd and core mass.
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2.5 Dense Core Survey and Construction of

CMFs - PP data -

As mentioned, we discuss the core physical properties and CMFs based on the

analysis with the column density map in the xy plane in the main text. Then,

we show the result of the analyses of PP data projected onto yz and zx planes in

Appendix A.1.1.

The number of cores with each Dendrogram’s input parameter (see Table 2.2)

is shown in Table 2.9, and it becomes smaller than the PPP case. We note that we

cannot make one Dendrogram’s parameter set for PP data correspond with that for

PP data. We need to conduct a dense core survey with various parameter sets to

investigate the similarities and differences between PPP and PP data. We should

take this into account when we use PPV data as well. In the fiducial case, we

identified 826 cores, and we plot them in Figure 2.7. Most cores distribute along

filamentary structures, and this trend is seen in the projected images of PPP data in

Figure 2.1.

Table 2.9: The Results of Dense Core Survey with PP Data (xy Plane)

Case No. Number of Identified Cores
1 730

2 (fiducial) 826
3 900
4 927
5 942
6 942

We calculate the core masses from PP data as a sum of the column density of
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Figure 2.7: The identified cores with xy PP data are potted onto the column
density map in xy plane.
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identified leaves. Since cores are deeply embedded into the cloud, we conduct

background subtraction to extract the column density of a core from the column

density of the cloud, which is calculated with Equation 2.1. We call the column

density of the cloud in front of and behind the core as background column density.

To do background subtraction, we use Dendrogram’s hierarchy as follows.

1. Search a branch one level below the focusing leaf (core). Here, the branch

includes two substructures, and one is the core.

2. Calculate the mean column density of the branch excluding the two substruc-

tures as a background column density and the mass in the area of the core

using the column density as a background mass.

3. Subtract the background mass from the core mass as a background subtracted

core mass.

If a core is identified as an isolated leaf and does not have a structure at the

lower level, we used the mean column density of one pixel around the core as

a background column density. We show the minimum, maximum, mean, and

standard deviation of core properties of a fiducial parameter, including core mass

with and without subtraction, in Table 2.10.

Table 2.10: The Summary of Core Properties Identified with PP Data (xy Plane)

Core property minimum maximum mean ± std.
2Rcore (pc) 0.12 0.93 0.2 ± 0.09
Mcore (M⊙) 2.84 1426.24 41.32 ± 83.81

Mcore,sub (M⊙) 0.13 1310.45 20.65 ± 68.15
Ncore,mean (g cm−2) 0.05 11.73 0.28 ± 0.58
Ncore,peak (g cm−2) 0.05 157.57 1.2 ± 6.2

We constructed CMFs for all parameter cases as Figure 2.8 summarize their
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properties in Table 2.11. When we compare the CMFs with and without subtraction,

turnover masses and power-law indices at high-mass ends differ for each parameter

case. For turnover masses, a power-law-like shape continues to the lower-mass

regime in CMF with subtraction compared to CMF without subtraction. This is

natural since we subtract the mass of the column density of material outside the

core along the line of sight. We note that, however, the power-law-like shape

continues to be near the mass detection limit estimated in the PPP case (Section

2.4), and we cannot judge whether this turnover mass is real or artificial with our

data. Some CMFs with subtraction have plateaus at low-mass ends, and these

are thought to be artificially created with low completeness because these are

also close to the mass detection limit. Then, the power-law indices of CMF with

subtraction become shallower with background subtraction. This seems to be

because lower-mass cores are more affected by background mass than higher-mass

cores, and background makes CMF steeper. Compared to PPP CMF in Figure

2.8, which is the true CMF of the simulated cloud, PP CMFs with subtraction

have shallower, and PP CMFs without subtraction have steeper slopes, respectively.

Although we cannot reproduce the true CMF from PP CMF even if we conduct

background subtraction, the slope of PP CMF with subtraction becomes shallower

as we expected in Section 2.4. Therefore background subtraction and compensation

of completeness would be a way to obtain true CMF from PP accurate column

density data. Besides background subtraction, convolution with some function,

such as gaussian, might also work to derive actual core masses from PP data.

The PP CMFs with variably sized bins and their properties are shown in Figure
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Figure 2.8: The PP CMFs for all parameter cases in xy plane. Each panel
represents each Dendrogram’s parameter in Table 2.2, and the case numbers are
shown at the top left corners as Figure 2.2. The details are the same as Figure

2.2.
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Table 2.11: The CMF Properties with PP Data in xy Plane

Case No. Category Turnover Mass α ±σα

M⊙
1 w/o subtraction 11.9 -2.13 ± 0.06

w/ subtraction 0.41 -1.65 ± 0.05
2 w/o subtraction 7.34 -2.12 ± 0.08

w/ subtraction 0.4 -1.67 ± 0.06
3 w/o subtraction 7.48 -2.03 ± 0.05

w/ subtraction 0.1 -1.52 ± 0.06
4 w/o subtraction 4.02 -1.95 ± 0.04

w/ subtraction 0.12 -1.53 ± 0.05
5 w/o subtraction 4.02 -1.95 ± 0.04

w/ subtraction 0.04 -1.38 ± 0.06
6 w/o subtraction 4.02 -1.95 ± 0.04

w/ subtraction 0.04 -1.38 ± 0.06

2.9 and Table 2.12. The overall trend is the same as the analysis of PPP data in

Section 2.4.

In continuum observations of molecular clouds, we convert continuum flux

Fν to core or cloud mass M using Equation 2.8 when the observing frequency or

wavelength is optically thin.

M = R
FνD2

κνB(Tdust)
(2.8)

where R, D, κν , and B(Tdust) are the gas-to-dust mass ratio, the source distance,

the dust opacity per gram of dust, and the Planck function at dust temperature

Tdust, respectively. We can easily convert the mass to column density with mean

molecular weight and spatial scale. The accurate value at each position in the

cloud is required to calculate the accurate column density and apply the above
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Figure 2.9: The same as Figure 2.8 but CMF with variably sized bins.
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Table 2.12: The CMF Properties of Variably Sized Bins with PP Data in xy Plane

Case No. Category Turnover Mass α ±σα

M⊙
1 w/o subtraction 11.6 -1.72 ± 0.08

w/ subtraction 0.89 -1.41 ± 0.04
2 (fiducial) w/o subtraction 11.66 -1.91 ± 0.06

w/ subtraction 0.37 -1.42 ± 0.04
3 w/o subtraction 7.86 -1.89 ± 0.07

w/ subtraction 0.67 -1.49 ± 0.05
4 w/o subtraction 3.53 -1.72 ± 0.07

w/ subtraction 0.13 -1.37 ± 0.05
5 w/o subtraction 3.49 -1.67 ± 0.06

w/ subtraction 0.04 -1.31 ± 0.04
6 w/o subtraction 3.49 -1.67 ± 0.06

w/ subtraction 0.04 -1.31 ± 0.04

discussion in this section. Despite that, R is set to 100, and κν is calculated from

the relation between the dust opacity and observing frequency of Ossenkopf and

Henning (1994) in many observations. Besides, the mean temperature of a parental

cloud derived from the results of a prior clump survey or the typical temperature

of a dense core is used in the calculation. It is necessary to evaluate the effect

arises from the assumption that a cloud has uniform R, κν , and Tdust on the CMF

properties to compare our simulated CMF and other observational CMFs. To do

so, we estimated the continuum flux of the simulated cloud. We derived column

density with Equation 2.8 and CMF to reproduce the situation of actual continuum

observation as much as we can in Section 2.5.1.
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2.5.1 CMFs with Simulated Radio Flux and Constant Tem-

perature

In this section, we investigate the influence on CMF properties when we apply the

constant temperature to calculate core mass using 2.8 in continuum observation.

It is not easy to obtain the temperature of distant star-forming regions with high-

spatial resolutions of a core scale. In the actual observations, the observed clump

temperature is often applied to all identified cores to derive core masses and

construct CMFs (e.g., Sanhueza et al. 2019). Guzmán et al. (2015) provides dust

column densities and dust temperatures for about 3000 young and high-mass

molecular clumps. They are obtained from two infrared surveys with wavelengths

of between 160 µm and 870 µm: Herschel Infrared Galactic Plane Survey (Hi-Gal)

and APEX Telescope Large Area Survey of the Galaxy (ATLASGAL) surveys. The

average temperatures of clumps without mid-infrared detection, clumps with mid-

infrared detection, clumps with H II region, and clumps with photo-dissociation

regions are 16.8 ± 0.2 K, 18.6 ± 0.2 K, 23.7 ± 0.2, and 28.1 ± 0.3 K, respectively.

Then, we set 20 K as a typical clump temperature to derive core masses in this

study.

Since the CMF properties do not differ significantly from the three projection

directions, we use PP data projected onto the xy plane. Then, we compare the

results of the dense core survey with true PP data in Section 2.5 and PP data with a

constant temperature. The procedure of analysis is as follows.

1. Calculate the 224 GHz (∼ 1.34 mm) continuum flux as a function of source
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distance and the dust opacity by solving Equation 2.8 about F224 GHz. Here

we assumed that the 224 GHz continuum is optically thin.

2. Derive the column density map using Equation 2.8 with the continuum flux

and uniform temperature of 20 K.

3. Conduct the dense core survey with Dendrogram and construct CMFs. The

input parameters of the Dendrogram are the same as Section 2.5.

Then, the column density with a uniform temperature of 20 K is calculated with

the simulated column density as Equation 2.9

NH2,20 K =
B224 GHz(20 K)

B224 GHz(Tsimulation)
×NH2,simulation (2.9)

where Tsimulation and NH2,simulation are the true temperatures in the simulation and

column density calculated with Equation 2.1.

The core properties and CMFs are shown in Table 2.13 and Figure 2.10, re-

spectively. The cores tend to have a larger mass, and CMFs with background

subtraction have steeper slopes in the uniform temperature case than in the true

temperature case. This seems to be reasonable because the temperature in dense

regions is usually lower than in less dense regions. On the other hand, the mean

mass and mass functions without subtraction are similar to them with true column

density data in Section 2.5. This implies that the temperature of the bulk of the

cloud is ∼ 20 K in our simulation, and the total column density of the cloud does

not change significantly even if dense cores have a lower temperature than outside

them. Inversely, we probably overestimate the column density of the background
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when we use a lower temperature such as that of a typical core instead of 20 K.

This will make a core mass small and CMF shallow compared to the results of a

true PP image.

Table 2.13: The CMF Properties with PP Data with Uniform Temperature in xy
Plane

Case No. Category Turnover Mass α ±σα

M⊙
1 w/o subtraction 6.04 -1.87 ± 0.13

w/ subtraction 0.44 -1.62 ± 0.04
2 w/o subtraction 4.05 -1.85 ± 0.08

w/ subtraction 0.42 -1.65 ± 0.06
3 w/o subtraction 4.92 -1.79 ± 0.06

w/ subtraction 0.12 -1.59 ± 0.04
4 w/o subtraction 4.89 -1.79 ± 0.06

w/ subtraction 0.12 -1.57 ± 0.03
5 w/o subtraction 4.89 -1.79 ± 0.06

w/ subtraction 0.12 -1.57 ± 0.03
6 w/o subtraction 4.89 -1.79 ± 0.06

w/ subtraction 0.18 -1.58 ± 0.03

As discussed above, temperature selection impacts the core and CMF properties.

Therefore, we should compensate for the effect arising from temperature variation

in addition to the completeness of core identification (see Section 2.5) to derive

a true CMF in continuum observation. However, it is noted that both effects may

strongly depend on the cloud environment, and we guess that there is no universal

value of the compensations.

The top-heavy CMFs are reported in various high-mass star-forming regions

with ALMA continuum observations as we presented in Section 1.3.3. However, it

is unclear how severe the effects of overlapping among cores along the line of sight,
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Figure 2.10: The PP CMFs for all parameter cases with uniform temperature in xy
plane. Each panel represents each Dendrogram’s parameter in Table 2.2, and the

case numbers are shown at the top left corners as Figure 2.2.
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background column density, field of view selection, and missing flux on the CMF

properties are. In fact, how extended the core is varied, and several significantly

extended cores seem to be missed in interferometer observations depending on the

observation setup. Indeed, there is a possibility that top-heavy CMFs are real, and

some physical processes make CMFs shallow. However, it is also possible that

CMFs are affected by the above influences and appear to be top-heavy. We suggest

that the compensation of CMFs with the effects should be conducted for careful

comparison of CMFs in various regions and discussion on mapping from CMF to

IMF.

2.5.2 CMFs with Various Distances from the Peak of Col-

umn Density

We have discussed the CMF properties with dense cores in the entire cloud. How-

ever, it is difficult to cover the whole cloud in actual observations, and only the

central regions are often observed. If mass segregation occurs, i.e., massive cores

are concentrated in the cloud center, CMF properties may be affected by the selec-

tion bias of the observing area. We investigate whether the selection bias influences

the CMF properties with true PP data in the xy plane. We extract the cores within

various distances from the peak of column density in xy plane as Figure 2.11 and

constructed CMFs with them as Figure 2.12. The CMF properties without and

with background subtraction are shown in Tables 2.14 and 2.15. Here, we derived

best-fit functions with mass bins above three bins above turnovers instead of five
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bins to do so with as many mass bins as we have. As the figures and tables show,

the CMF becomes shallower when we construct CMF with cores closer to the peak

of column density. The trend is more clearly seen in the background subtracted

case. This may occur in real observations, and we should be careful in selecting

the observation area; a shallower CMF than a cloud CMF can be observed if the

field of view is limited to only the central region of the cloud.

Table 2.14: The CMF Properties for Cores in Various Distances from Column
Density Peak without Subtraction

Category Turnover Mass α ±σα

M⊙
Central 20% 12.71 -1.88 ± 0.12
Central 40% 12.96 -1.97 ± 0.1
Central 60% 7.2 -1.9 ± 0.08
Central 80% 10.45 -1.97 ± 0.05

All cores 7.34 -2.01 ± 0.07

Table 2.15: The CMF Properties for Cores in Various Distances from Column
Density Peak with Subtraction

Category Turnover Mass α ±σα

M⊙
Central 20% 0.25 -1.35 ± 0.09
Central 40% 0.34 -1.45 ± 0.07
Central 60% 0.3 -1.42 ± 0.06
Central 80% 0.16 -1.35 ± 0.06

All cores 0.4 -1.55 ± 0.06



CHAPTER 2. DENSE CORE SURVEY WITH NUMERICAL SIMULATION DATA 97

0 10 20 30 40 50 60
x (pc)

0

10

20

30

40

50

60

y 
(p

c)

Npeak
Central 20%
Central 40%
Central 60%
Central 80%

10 2

10 1

100

101

co
lu

m
n 

de
ns

ity
 (g

 c
m

2 )

Figure 2.11: The distribution of identified cores with PP data in xy plane and
concentric circles centers at the peak of column density, Npeak, (a red cross). The
cores are the same as Figure 2.7. The red, orange, cyan, and magenta concentric
circles represent the distance from the Npeak, which involve 20%, 40%, 60%, and

80% cores, respectively.
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Figure 2.12: (a) The CMFs for cores in various distances from the column density
peak without background subtraction. The blue CMF is the same as Figure 2.8 (b),
and the other colored CMFs are the same as Figure 2.11. (b) The CMFs for cores

with background subtraction.
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2.6 Dense Core Survey and Construction of

CMFs - PPV data -

As the analysis of PP data in Section 2.5, we focus on the PPV data in the xyv

plane in the main text. Then, we show the result of the analyses of PPV data in

yzv and zxv spaces in Appendix A.1.1. Because PPV data can resolve the structure

along the line of sight with its velocity, the overlap effect discussed in Section 2.5

is expected to be less severe in PPV data than in PP data.

We identified 1698 cores with a fiducial parameter in Table 2.3 as shown in

Table 2.16. Then, Table 2.17 presents the physical parameters of identified cores

with fiducial parameter case (case 2). The CMFs with cores with all parameter sets

are shown in Figure 2.13, and the CMF properties are listed in Table 2.18.

Table 2.16: The Results of Dense Core Survey with PPV Data (xyv Space)

Case No. Number of Identified Cores
1 1074

2 (fiducial) 1075
3 1075
4 1086
5 1086
6 1086

Following the analysis of PPP and PP data, we show the CMFs with variably

sized bins in Figure 2.9 for reference (see Table 2.12 for their properties). The

PP CMFs with variably sized bins and their properties are shown in Figure 2.9

and Table 2.19. As described in Section 2.4, the effect on the CMF properties of

changing parameters does not depend on the binning method. Then, we use PPV
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Figure 2.13: The PPV CMFs for all parameter cases in xyv space. Each panel
represents each Dendrogram’s parameter in Table 2.2, and the case numbers are

shown at the top left corners as Figure 2.2.
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Table 2.17: The Summary of Core Properties Identified with PPV Data (xyv space)
Using Fiducial Parameter

Core property minimum maximum mean ± std.
2Rcore (pc) 0.07 0.47 0.16 ± 0.06

FWHMcore (km s−1) 0.11 9.05 0.58 ± 0.64
Mcore (M⊙) 0.68 364.17 9.45 ± 19.6

ncore,mean (10−19 g cm−3) 0.16 474.47 6.59 ± 23.85

Table 2.18: The CMF Properties with PPV Data in xyv Space

Case No. Turnover Mass α ±σα

M⊙
1 1.57 -2.18 ± 0.07

2 (fiducial) 1.57 -2.17 ± 0.07
3 2.11 -2.3 ± 0.08
4 1.42 -2.2 ± 0.08
5 1.42 -2.2 ± 0.08
6 1.42 -2.2 ± 0.08

CMFs with uniform sized bins in the following discussion.

With the fiducial parameter, the turnover mass and the power-law index at the

high-mass end are 1.09 M⊙, and 2.1 ± 0.06, and there are no significant differences

with Dendeogram’s parameters in our parameter range. Here, we cannot judge

whether the turnovers are real or not, but they are probably created with worth

completeness of core identification that is mainly decided by the map spatial

resolution. In addition, PPV CMFs have similar turnover masses, and slightly

steeper slopes compare to PPP CMFs in Section 2.4. Figure 2.15 is the normalized

histograms of PPP masses (case 2) and PPV masses (case 2) in the cumulative

form. The p-value of the two-sample Kolmogorov-Smirnov test of the two masses

is ∼ 2.09 × 10−27. So then, the null hypothesis that PPP and PPV mass have
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Figure 2.14: The same as Figure 2.13 but CMF with variably sized bins.
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Table 2.19: The CMF Properties of Variably Sized Bins with PPV Data in xyv
Space

Case No. Turnover Mass α ±σα

M⊙
1 2.09 -1.83 ± 0.07

2 (fiducial) 1.5 -1.76 ± 0.07
3 2.11 -1.84 ± 0.07
4 1.52 -1.77 ± 0.07
5 1.52 -1.77 ± 0.07
6 1.52 -1.77 ± 0.07

identical distributions is rejected with a significance level of 5%. The steeper slope

of PPV CMF seems to arise because the PPV masses tend to be smaller than the

PPP masses.

PPV mass is smaller than PPP mass because the density profile along the line

of sight in PPV data is broadened with the velocity dispersion. Figure 2.16 shows

the mass–velocity width in FWHM relation for cores with case 2 parameter set.

As seen in the figure, the best-fit function is FWHM∝ M0.45±0.01
core , meaning that a

more massive core has a large FWHM.

We estimate how much a core mass is underestimated in the steeper CMF (PPV

CMF) than the true CMF (PPP CMF). To do so, we think of a simple case that the

two CMFs’ slopes cross at the turnovers of them as Figure 2.17. This means that

both CMFs have the same turnover masses and peak values. Since velocity width

is larger for massive cores and low-mass cores around a turnover are less affected

by the line broadening, the assumption seems reasonable for a rough estimation.

Then, the core mass with PPV data MPPV is calculated with core mass with PPP
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Figure 2.15: The normalized histograms of PPP masses (blue) and PPV masses
(red). The cores are identified with parameter case 2 for PPP and PPV data.



CHAPTER 2. DENSE CORE SURVEY WITH NUMERICAL SIMULATION DATA 105

0.01 0.1 1 10 100 1000
M (M )

10 1

100

101

FW
HM

 (k
m

 s
1 )

FWHM M 0.45 ± 0.01

Figure 2.16: The mass–velocity width in FWHM relation for PPV cores with case
2 parameter set. The best-fit function is FWHM∝ M0.45±0.01

core .
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data MPPP as Equation 2.10.

MPPV =
αPPP

αPPV
×MPPP (2.10)

where αPPP and αPPV are the power-law indices of PPP CMF and PPV CMF,

respectively. For example, when αPPP = 1.87 (Figure 2.2 (b)) and αPPV (Figure

2.13 (b)), MPPV ≃ 0.86MPPP.

lo
g
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d𝑁
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log 𝑀 [𝑀⊙]
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underestimate

Figure 2.17: The schematic figure of PPP slope (blue) and PPV slope (red) that
have power-law indices of αPPP and αPPV.

However, the situation is not always achieved in actual molecular line observa-

tions since they are more severely affected by chemical reactions than continuum

observations. There are optically thick molecular lines and their transitions in

molecular clouds, unlike the continuum. Even if we chose optically thin molecular
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lines, H2 column density estimated from molecular line observations depends on

the excitation temperature of observing molecule Tex, molecule and its abundance ra-

tio to molecular hydrogen Xmolecule. Then, the variations of excitation temperature

and abundance ratio in the plane of the sky and a long line of sight will arise the

artificial variation of H2 column density. It probably makes PPP true CMF and

PPV observed CMF different.

The core or cloud mass from C18O (J=1–0) observations is computed as

Equation 2.11 in (ikeda09) by assuming the local thermodynamic equilibrium

(LTE) condition and the H2 column density is calculated with the mass.

MLTE =5.0×10−2
(

XC18O
1.7×10−7

)−1

Texe5.27/Tex

(
D

480 pc

)2

×
(

∆θeff

26′′.4

)2(
η

0.4

)−1
(

Σi T ∗
A,i∆vi

K km s−1

)
M⊙

(2.11)

where ∆θeff and Σi T ∗
A,i∆vi are grid size and integrated intensity of the object. In

Figure 2.18, we fixed the flux ratio of dense cores and ambient gas in the cloud

to 3:7 and calculated their column density ratio by changing the temperature and

abundance ratio. If there are no variations of excitation temperature and abundance

ratio along the line of sight, the column density ratio of dense cores and ambient

gas in the cloud resembles the C18O flux ratio of them. Nevertheless, in many

cases, the abundance ratio of C18O to H2 is thought to be smaller inside the cores

than outside due to the depletion effect since dense cores have larger density and

lower temperature compared to the other region in a molecular cloud. According to

Equation 2.11, the variations of temperature and abundance ratio cancel out each
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other, which is also shown in Figure 2.18. For example, when Tambient/Tcore = 2

and XC18O, ambient/XC18O, core = 2, we overestimate the core column density by ∼

15% in C18O observation compared to true core column density. Therefore, the

temperature and abundance ratio variations do not have much impact on the column

density in C18O observations. We expect the C18O CMF to have similar properties

to PPP true CMF. The observed CMFs with molecules that do not have temperature

and abundance ratio variations or have similar variations to C18O also resemble a

true CMF. We note that the molecular lines should be optically thin everywhere in

molecular clouds.

2.7 Summary of This Chapter

We conducted dense cores surveys and constructed CMFs with three-dimensional

numerical simulation data, PP data, and PPV column density data which are

obtained from the simulation data. Then, the following lists are the main results

and discussions of this Chapter and [Remaining task 1] of Section 1.10.

1. The overlap effect decreases the number of observed low-mass cores and

makes CMF shallower. This effect is much more severe in PP data than in

PPV data. Compensation of observed CMF with estimated core detection

probability suppose to ease the undercount of low-mass cores.

2. As we reported in Takemura, Nakamura, Ishii, et al. (2021), background col-

umn density should be subtracted to derive a true CMF from continuum data

otherwise the core masses and the slope of CMF above the turnover becomes
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Fig. 13. Schematic representation of how to calculate the core masses using the Herschel–Planck H2 column density and C18O intensity maps.

Fig. 14. (a) The relationship between H2 column density ratio, NH2, leaf/NH2, trunk and temperature of trunk with the abundance ratio,

XC18O, trunk/XC18O, leaf , of form 1 to 5. Here we fix the temperature of leaf and integrated intensity ratio, IC18O, leaf/IC18O, trunk, as 20 K and

3/7 (from section 8), respectively. (b) The relationship between ratio of H2 column density ratio to integrated intensity ratio and temperature of trunk.

32

Fig. 13. Schematic representation of how to calculate the core masses using the Herschel–Planck H2 column density and C18O intensity maps.

Fig. 14. (a) The relationship between H2 column density ratio, NH2, leaf/NH2, trunk and temperature of trunk with the abundance ratio,

XC18O, trunk/XC18O, leaf , of form 1 to 5. Here we fix the temperature of leaf and integrated intensity ratio, IC18O, leaf/IC18O, trunk, as 20 K and

3/7 (from section 8), respectively. (b) The relationship between ratio of H2 column density ratio to integrated intensity ratio and temperature of trunk.

32

Figure 2.18: (a) The relationship between column density ratio of trunk and leaf,
NH2,leaf/ NH2,trunk, the temperature of trunk Ttrunk. The abundance ratio fractions of

leaf and trunk are XC18O,leaf/ XC18O,trunk = 1 (blue), 2, 3, 4, 5 (magenta). The
horizontal dashed line represents the fixed intensity ratio of the trunk and leaf

IC18O,leaf/ IC18O,trunk. (b) The column density ratio of trunk and leaf, NH2,leaf/ NH2,trunk
normalized with the fixed intensity ratio of the trunk and leaf IC18O,leaf/ IC18O,trunk with

various abundance ratio fractions as panel (a). This figure is from Takemura,
Nakamura, Ishii, et al. (2021).
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larger and steeper, respectively. In addition, As long as the background

subtraction is performed, the slope of the CMF remains almost the same

when we use clump typical temperature to derive core mass. Convolution

using some function like gaussian seems to work well to derive true core

masses and turnover masses from continuum data.

3. According to the analyses of PP data, CMF only with cloud center has a

shallower slope than cloud CMF.

4. The turnover mass of PPV CMF resembles that of PPP CMF. On the other

hand, the power-law index at the high-mass end of PPV CMF is steeper than

that of PPP CMF. This supposes to arise from an underestimation of core

mass in PPV data due to the line broadening. The magnitude of the influence

depends on the slope of the line width – mass relation. Then, it is thought to

be less severe when the slope is shallower in the actual observation than in

our simulation data.

5. The slope of CMF with variably sized bins is systematically shallower than

it of CMF with uniform sized bins. Thus, the binning method needs to be

fixed, when we discuss the mapping from CMF to IMF and the comparison

of CMFs in various star-forming regions.
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3. Dense Core Survey with Obser-

vational Data

We extended our previous studies (Takemura, Nakamura, Ishii, et al. 2021; Take-

mura, Nakamura, Kong, et al. 2021, see Sections 1.5 and 1.6), we performed a

dense core survey in Orion A using wide and high-spatial-resolution C18O (J=1–0)

data (see Section 3.1.1). In Takemura, Nakamura, Kong, et al. (2021), we focused

on the ONC region, but we analyzed the whole data in this study. The wide obser-

vation area makes us separate the data into subregions to investigate and compare

the core properties in a different environment. Besides, our core catalog covers

various cloud environments, and it will be helpful to investigate newly observed

star-forming regions in the future. Applying the Dendrogram algorithm to the data,

we identified dense cores in Section 3.2 and investigated their physical quantities in

Section 3.3. Then, we constructed CMFs in 3.4 and discussed the core growth with

mass accretion based on the observed CMFs in Section 3.5. This study is presented

in (Takemura, Nakamura, Arce, et al. 2023). According to the dense core survey

with numerical simulation data in Section 2.6, PPV CMF tends to be steeper than



CHAPTER 3. DENSE CORE SURVEY WITH OBSERVATIONAL DATA 112

true CMF due to the line-broadening effect. Then, we discuss the application of

the result to this observational data in Section 3.3.2.

3.1 Observational Data

We utilized three datasets of Orion A in this study: CARMA+NRO45-m combined

C18O (J=1–0) data, Herschel H2 column density data, and YSO catalog. In this

section, we introduce the information of each dataset.

3.1.1 CARMA+NRO45-m Combined C18O (J=1–0) Data

We use the CARMA+NRO45-m combined C18O (J=1–0) data to identify dense

cores, and this new map has a larger area than Kong, Arce, Feddersen, et al. (2018).

The detailed information, such as the process of data production, is described in

Kong, Arce, Feddersen, et al. (2018). The C18O (J=1–0) data covers 1◦×2◦ area

which contains OMC-1/2/3/4/5, L1641-N, V380 Ori, and L1641C regions with

angular and velocity resolutions of 8′′ and 0.1 km s−1. The resolutions are the

same as our previous study in the ONC region. However, we updated the distance

to the cloud from 414 pc (Menten et al. 2007) to 390 pc based on the recent Gaia

analysis (Großschedl et al. 2018). Then, the spatial resolution of the map is ∼ 3100

au. We note that the L1641C area does not include in the previous map. The mean

RMS noise level is ∼ 0.68 K (1 σrms) in units of TMB, and this is almost the same

as the previous map.

We divided the data of the observation into four subregions based on their
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declination, and we named the regions as listed below.

subregion (a) OMC-1/2/3 (−5◦30′ ≲ δ )

subregion (b) OMC-4/5 (−6◦10′ ≲ δ ≲−5◦30′)

subregion (c) L1641N/V380 Ori (−6◦50′ ≲ δ ≲−6◦10′),

subregion (d) L1641C (δ ≲−6◦45′)

These subregions and the ONC region studied in (Takemura, Nakamura, Kong,

et al. 2021) are shown as dashed rectangles and a solid square in Figure 3.1. Even

though we only referred to the declination to define subregions, each region has

a different cloud environment. For example, there are massive stars such as θ 1

Ori C in the Trapezium star cluster (Pabst et al. 2019) in OMC-1. This region

is considered to be affected by UV radiation from the star cluster. In addition,

Yasuo Fukui, Torii, et al. (2018) suggested that the O-type star formation of this

region is triggered by a cloud-cloud collision (see also Lim et al. (2021)). Another

feature of the OMC-1/2/3 area is a single dense filamentary ridge, and several faint

filamentary structures are seen. Except for several tiny filaments in OMC-4/5, the is

no filamentary ridge in other subregions. In contrast to the massive star formation

in OMC-1, L1641N, and L1641C are likely to be more quiescent. Nevertheless,

protostars or protostellar outflows are detected in L1641N (Ali and Noriega-Crespo

2004; Nakamura, Miura, et al. 2012; Tanabe et al. 2019; Feddersen et al. 2020) and

L1641C (Y. Fukui et al. 1986; Chen et al. 1993).
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Figure 3.1: The identified starless cores (green dots) and protostellar cores
(orange squares) are plotted on the integrated intensity map of the C18O (J=1–0)
line (see Section 3.2.1). The dashed rectangles represent the subregions of Orion
A: OMC-1/2/3 area, OMC-4/5 area, L1641N/V380 Ori area, and L1641C area from
north to south. The analyzed ONC region by Takemura, Nakamura, Kong, et al.

(2021) is surrounded by solid lines. The red circles are Class-0/I objects of
VISION catalog (Meingast et al. 2016, see Section 3.1.3).
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3.1.2 Herschel H2 Column Density Data

We used Herschel H2 column density data to derive a core mass as done by (Take-

mura, Nakamura, Kong, et al. 2021). The data is obtained with the Herschel

observation of Orion A within Gould Belt keyprogram (Ph. André, Men’shchikov,

et al. 2010). Using a deconvolution method based on the Richardson-Lucy algo-

rithm (Richardson 1972; Lucy 1974) in addition to the standard pipeline, the map

achieved an angular resolution of 18′′. Although the map resolution is approx-

imately twice worse than that of C18O (J=1–0) data, we regridded the column

density data to match the grid of C18O (J=1–0) data with CASA task of imregrid

to derive a core mass. Figure 3.2 shows the H2 column density map. The details of

data production are in Section 2.2 of (Takemura, Nakamura, Arce, et al. 2023).

3.1.3 YSO Catalog

To classify the identified cores C18O into starless cores and protostellar cores, we

used the YSO catalog of Vienna survey in Orion (VISION) with the European

Southern Observatory’s (ESO) Visible and Infrared Survey Telescope for Astron-

omy (VISTA) (Meingast et al. 2016). This catalog includes 40 Class 0, 61 Class I,

and 264 Class II objects in the observation area of C18O (J=1–0) data. It is noted

in Meingast et al. (2016) that an 11′ × 11′ area around OMC-1 is excluded from

the analysis since the background emission of this region on a tiny scale is too

large to allow source detection. So then, this catalog may not complete YSOs in

Orion A and we probably undercount the protostellar cores in the OMC-1/2/3 area.
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Figure 3.2: The Herschel H2 column density with Class-0/I objects (blue squares)
and Class-II objects (red dots) of VISION catalog (Meingast et al. 2016, see

Section 3.1.3). The observed area with the CARMA+NRO45-m combined C18O
(J=1–0) data is shown as solid lines.
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Figure 3.2 shows the distributions of Class-0/I objects and Class-II objects.

We also used the Class II objects in the YSO catalog to estimate the core

lifetime. Here, we extracted the objects with spectral indices of -1.6 < α < -0.3 as

the Class II objects.

3.2 Dense Core Survey in Orion A

3.2.1 Core Identification

We applied Dendrogram algorithm to the C18O (J=1–0) PPV data with input

parameters of min_delta = 2σrms, min_value = 2σrms, and min_npix = 60 (≈ 1

beam × 3 channels). E. W. Rosolowsky et al. (2008) suggested that the hierarchical

structure with amplitude changes larger than ∼ 2σrms can only be considered to be

reliable. Following this, we set min_delta to 2σrms. In order to minimize the effect

of the noise on the core sample, we set three additional selection criteria for the

output of the Dendrogram as follows. We also used these criteria in a dense core

survey in the ONC region (Takemura, Nakamura, Kong, et al. 2021).

criterion (1) The peak C18O (J=1–0) intensity of a leaf should be larger than

4σrms at the corresponding spatial position.

criterion (2) More than three consecutive channels have more than 20 pixels (≈

the map angular resolution) for each channel.

criterion (3) An identified core does not contain any pixels located at the edge of

the observation area.

We identified 2342 C18O cores, but one of them in OMC-1/2/3 is not covered with
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H2 column density map because of the saturation of the Herschel observations.

Then, our final core sample consists of 2341 cores. Approximately 55% of them

overlap each other along the line of sight.

The output of the Dendrogram has information about which pixels are assigned

to cores, and we know the positions of YSOs in the plane of the sky. We classified

a core as a protostellar core if it overlaps with one or more YSOs along the line of

sight, ignoring a velocity. After that procedure, we identified 2295 starless cores

and 46 protostellar cores, and we show their distribution and VISION objects in

Figure 3.1. Although most of the VISION Class 0/I objects are associated with

identified leaves, about half of such leaves do not satisfy an additional selection

criterion (2). In addition to this, the VISION catalog may not cover all YSOs in

Orion A as described in Section 3.1.3. For these two reasons, we may underestimate

the number of protostellar cores and overestimate the number ratio of starless cores

and protostellar cores. The results of the dense core survey are summarised in

Table 3.1.

3.2.2 Calculation of the Core Physical Properties

We explain how we calculate each core physical property in this section. The

positions and the line of sight velocity of a core are in the output of the Dendrogram.

The definitions are the mean positions of the structure identified and the intensity-

weighted first-moment velocity. The core area projected onto the plane of sky Acore

is also calculated by Dendrogram, and we define the core radius using the core
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Table 3.1: The summary of identified cores in Orion A and its subregions

Region Category Total Bound Cores Unbound Cores
Identified Core 2341 1087 1254

Entire region Starless Core 2295 1045 1250
Protostellar Core 46 42 4
Identified Core 716 223 493

(a) OMC-1/2/3 area Starless Core 705 212 493
Protostellar Core 11 11 0
Identified Core 605 299 306

(b) OMC-4/5 area Starless Core 595 291 304
Protostellar Core 10 8 2
Identified Core 726 335 391

(c) L1641N area Starless Core 710 321 389
Protostellar Core 16 14 2
Identified Core 294 230 64

(d) L1641C area Starless Core 285 221 64
Protostellar Core 9 9 0

area as

Rcore =

(
Acore

π

)1/2

. (3.1)

Most of the cores have some elongation in the PP plane. The major and minor axes

are computed in the Dendrogram as the intensity-weighted second moment in the

direction of maximum elongation and perpendicular to the major axis. From the

intensity-weighted second moment of velocity vrms included in the Dendrogram

output, we calculated the velocity width in FWHM dVcore as

dVcore = 2
√

2ln2× vrms. (3.2)

To calculate core mass, we used Herschel H2 column density and Dendro-

gram’s hierarchy as our previous studies (Takemura, Nakamura, Ishii, et al. 2021;
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Takemura, Nakamura, Kong, et al. 2021, see Sections 1.5 and 1.6). When the

intensities of a leaf and a trunk at (i, j) pixel are Ileaf(i, j), Itrunk(i, j), the core mass

is calculated as

Mcore = µmH ∑NHerschel
H2

(i, j)× Ileaf(i, j)
Itrunk(i, j)

. (3.3)

This is a different form of Equation 1.6. The total column density of a core and an

ambient gas at (i, j) pixel is fixed to Herschel H2 column density at the pixel, but

the column density ratio is influenced by the variation of excitation temperature,

and the abundance ratio of C18O to H2. Nevertheless, as we discussed in Section

2.6 and Takemura, Nakamura, Ishii, et al. (2021), the influence does not so much

affect a core mass estimation.

Using the core mass, we performed a simple virial analysis with an assumption

of a centrally condensed sphere without magnetic support and external pressure as

Mvir = 126
(

Rcore

pc

)(
∆Vcore

km s−1

)2

, (3.4)

and

αvir =
Mvir

Mcore
. (3.5)

where the core is assumed to be a centrally condensed sphere without magnetic

support and external pressure. We define a core with a virial ratio of smaller than 2

(αvir<2) gravitationally-bound core (hereafter referred to as a bound core) and that

with a virial ratio of larger than 2 (αvir ≥2) gravitationally-unbound core (hereafter
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referred to as an unbound core), respectively. We identified 1045 bound cores

in Orion A, which is ∼ 46% of identified starless cores. Figure 3.3 shows the

spatial distribution of bound and unbound cores. The figure shows that most of the

bound cores are located in the inner regions of the main filamentary structure. In

Appendix B.1, we discuss the core and CMF properties when we set the boundary

of bound and unbound cores to αvir = 1.

We computed a free-fall time of a core as

tff =

√
3π

32Gρcore
, (3.6)

where ρcore is a core density derived with a uniform sphere which has a radius and

a mass of Rcore and Mcore. Here we used a mean molecular weight of µ = 2.8.

As we mentioned in Section 3.1.3, we estimated a core lifetime with the number

ratio of Class II objects and identified cores. This statistical estimation of a core

lifetime using the number ratio has already been done in previous unbiased core

surveys (Beichman et al. 1986; Lee and Myers 1999; Jessop and Ward-Thompson

2000; Onishi et al. 2002; Tokuda et al. 2020; Das, Basu, and Philippe André 2021)

and we followed them. Assuming all Class II objects have the same lifetime of 2

× 106 yr (Evans et al. 2009) and the star formation rate is constant over the cloud

lifetime, we estimated the core lifetime as

τSF =
number of prestellar cores
number of Class II objects

× (2×106 yr) (3.7)
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Figure 3.3: The bound starless cores (red) and unbound cores (blue) are plotted
on the integrated intensity map of the C18O (J=1–0) line. The details are the same

as Figure 3.1.
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The derived core properties are summarised in Table 3.2.

Table 3.2: The summary core physical properties in Orion A

Property Category Minimum Maximum Mean ± Std.
Identified Core 0.030 0.260 0.076 ± 0.027

Diameter (pc) Starless Core 0.030 0.260 0.076 ± 0.027
Protostellar Core 0.040 0.173 0.081 ± 0.033
Identified Core 1.01 5.45 1.89 ± 0.62

Aspect Ratio Starless Core 1.01 5.45 1.89 ± 0.62
Protostellar Core 1.11 3.39 1.80 ± 0.50
Identified Core 0.11 1.04 0.30 ± 0.11

FWHM (km s−1) Starless Core 0.11 1.04 0.30 ± 0.11
Protostellar Core 0.18 0.80 0.32 ± 0.11
Identified Core 0.02 72.2 0.35 ± 1.85

Mass (M⊙) Starless Core 0.02 72.2 0.32 ± 1.70
Protostellar Core 0.08 34.4 2.05 ± 5.10
Identified Core 0.16 615 2.79 ± 21.43

Number Density (104 cm−3) Starless Core 0.16 508 2.34 ± 16.37
Protostellar Core 0.62 615 25.21 ± 97.44
Identified Core 0.04 39.2 3.03 ± 3.06

Virial Ratio Starless Core 0.04 39.2 3.07 ± 3.08
Protostellar Core 0.06 3.21 0.81 ± 0.71

3.3 Analysis of the Core Physical Properties

3.3.1 Histograms of the Core Physical Properties

We show the histograms of core diameter, aspect ratio, velocity width in FWHM,

core mass, core number density, and the virial ratio of starless and protostellar cores

in Orion A in Figure 3.4. The protostellar cores tend to be more massive, denser,

and more virialized compared to starless cores. The fact that protostellar cores have

larger masses than starless cores is consistent with previous observations (Kong,
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Arce, Shirley, et al. 2021, see Section 1.7.1). Figure 3.5 also shows the histograms

of core properties but for starless cores, classifying them into bound and unbound

cores. We see the differences in velocity width, core mass, and density; the velocity

width of bound cores is smaller, and the mass and density are larger than unbound

cores. In addition to the above quantitative comparisons, we performed a two-

sample Kolmogorov – Smirnov (KS) test of the physical properties for statistical

comparisons as Table 3.3. In a two-sample KS test, the null hypothesis that two

core properties have identical distributions is rejected with the significance level

of 5% when the p-value is less than 0.05. Even if a p-value is larger than 0.05,

we cannot conclude that the two properties have identical distributions. A proper

explanation of a large p-value is that it is not clear whether the two core properties

have the same distribution or not. According to the results of the KS test, the

different distributions of a velocity width, a core mass, and a density of bound and

unbound cores are confirmed statistically. In addition, the p-value between the core

radii of bound and unbound cores is also much smaller than 0.05, and bound cores

tend to be smaller than unbound cores.

Next, we compare the core physical properties in subregions in Orion A. The

minimum, maximum, mean, and standard deviation of core properties in subregions

are shown in Tables 3.4, 3.5, 3.6, and 3.7. We show the histograms of core proper-

ties in four subregions in Figures 3.6 (diameter), 3.7 (aspect ratio), 3.8 (velocity

width in FWHM), 3.9 (mass), 3.10 (density), and 3.11 (virial ratio). Besides, as in

Orion A, we performed the two-sample KS test of core physical properties among

subregions and showed the results in Appendix B.2 for quantitative comparison.
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Figure 3.4: The histograms of a core diameter (panel (a)), an aspect ratio (panel
(b)), a velocity width in FWHM (panel (c)), a core mass (panel (d)), a core number

density (panel (e)), and virial ratio (panel (d)) of starless cores and protostellar
cores in Orion A. The green and orange histograms are for starless cores and

protostellar cores.
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Figure 3.5: The histograms of core physical properties of bound starless cores
(red) and unbound starless cores (blue). The details are the same as Figure 3.4.
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Table 3.3: The Results of Two-Sample KS Test of Core Properties in Orion A

Core Property Category p-value
Starless Core & Protostellar Core 4.36×10−1

Diameter (pc) Bound Starless Core & Unbound Starless Core 1.61×10−10

Bound Starless Core & Protostellar Core 5.37×10−1

Starless Core & Protostellar Core 6.94×10−1

Aspect Ratio Bound Starless Core & Unbound Starless Core 1.96×10−2

Bound Starless Core & Protostellar Core 4.34×10−1

Starless Core & Protostellar Core 3.97×10−3

FWHM (km s−1) Bound Starless Core & Unbound Starless Core 3.77×10−15

Bound Starless Core & Protostellar Core 5.19×10−9

Starless Core & Protostellar Core 7.33×10−15

Mass (M⊙) Bound Starless Core & Unbound Starless Core 3.77×10−15

Bound Starless Core & Protostellar Core 4.73×10−8

Starless Core & Protostellar Core 4.18×10−17

Number Density (104 cm−3) Bound Starless Core & Unbound Starless Core 3.77×10−15

Bound Starless Core & Protostellar Core 9.42×10−12

Starless Core & Protostellar Core 3.73×10−16

Virial Ratio Bound Starless Core & Unbound Starless Core -
Bound Starless Core & Protostellar Core 3.20×10−8
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This study mainly focuses on noticeable differences in core properties among the

subregions based on the above analyses, especially the histograms.

The average core diameter in the OMC-1/2/3 region tends to be smaller than

those in the other regions. The trend is more explicit in bound cores compared to

unbound cores. Except for this point, significant differences are not seen in core

diameters and aspect ratios among subregions from the histograms.

In the FWHM velocity widths, There is a noticeable difference among subre-

gions; the bound cores with large velocity widths larger than 0.5 km s−1 are only in

OMC-1/2/3 area, and the cores with large velocity widths are classified as unbound

cores in the other regions. However, the peaks of the histograms resemble each

other, and they have peaks at ∼ 0.2 km s−1. The p-values between the OMC-1/2/3

area and the other areas are smaller than 0.01, which means that the differences are

confirmed with the significance level of 5%.

The massive starless cores (≥ 5 – 10 M⊙) centrally distributed in OMC-1/2/3

area. Although one high-mass core has a mass of ∼ 10 M⊙ in L1641N, only

OMC-1/2/3 has multiple massive cores of Mcore > 2 M⊙. We note that the p-values

between the OMC-1/2/3 and other areas are not smaller than 0.05. Then, in the

case of mass distribution of bound cores, we cannot judge whether OMC-1/2/3

differs from the other subregions in this study. For another difference, the fraction

of low-mass (≤ 0.04 M⊙) cores in L1641C is small compared to other areas.

Since the starless cores in OMC-1/2/3 tend to be more massive than the other

regions and are comparable in size to the other regions, the cores are expected to

be dense. The trend is seen in the density histograms. Only the OMC-1/2/3 area
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contains the dense cores with ncore > 105 cm−3 and the number of cores gradually

decreases as the density increases while there are steep slopes above peaks in the

other subregions. Conversely, the range of the density distribution is narrower

in the L1641C area. The intermediate density range is seen in the OMC-4/5 and

L1641N/V380 Ori areas, and their distributions resemble each other.

The fraction of unbound cores in starless cores looks slightly larger than the

other region in the OMC-1/2/3 area compared to the other areas. Inversely, bound

cores are more abundant in the L1641C area, and the peak of the distribution is

at ∼ αvir = 1. Except for the L1641C area, the distributions have peaks at around

αvir = 2−3.

Table 3.4: The Summary Core Properties in OMC-1/2/3 Area

Property Category Minimum Maximum Mean ± Std.
Identified Core 0.030 0.159 0.066 ± 0.020

Diameter (pc) Starless Core 0.030 0.159 0.065 ± 0.020
Protostellar Core 0.040 0.156 0.071 ± 0.034
Identified Core 1.02 5.45 1.91 ± 0.64

Aspect Ratio Starless Core 1.02 5.45 1.91 ± 0.64
Protostellar Core 1.38 3.39 1.97 ± 0.54
Identified Core 0.15 1.04 0.34 ± 0.13

FWHM (km s−1) Starless Core 0.15 1.04 0.33 ± 0.13
Protostellar Core 0.18 0.80 0.38 ± 0.17
Identified Core 0.02 72.2 0.47 ± 3.26

Mass (M⊙) Starless Core 0.02 72.2 0.39 ± 3.00
Protostellar Core 0.17 34.4 5.55 ± 9.42
Identified Core 0.33 615 5.94 ± 38.54

Number Density (104 cm−3) Starless Core 0.33 508 4.59 ± 29.38
Protostellar Core 2.29 615 92.13 ± 183.81
Identified Core 0.04 32.7 3.82 ± 3.32

Virial Ratio Starless Core 0.04 32.7 3.87 ± 3.32
Protostellar Core 0.06 1.48 0.49 ± 0.50



CHAPTER 3. DENSE CORE SURVEY WITH OBSERVATIONAL DATA 130

0.01 0.1 1
2Rcore (pc)

100

101

102

103

N
co

re

(a)
Bound starless core
Unbound starless core
Protostellar core
Map res.

0.01 0.1 1
2Rcore (pc)

100

101

102

103

N
co

re

(b)

0.01 0.1 1
2Rcore (pc)

100

101

102

103

N
co

re

(c)

0.01 0.1 1
2Rcore (pc)

100

101

102

103

N
co

re

(d)

Figure 3.6: The histograms of core size in four subregions. The panels
correspond to the subregions in Orion A: (a) OMC-1/2/3 area, (b) OMC-4/5 area,

(c) L1641N/V380 Ori area, and (d) L1641C area. The red, blue, and black
histograms are for bound, unbound, and protostellar cores.
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Figure 3.7: The same figure as Figure 3.6 but for aspect ratio.
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Figure 3.8: The same figure as Figure 3.6 but for velocity width in FWHM.
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Figure 3.9: The same figure as Figure 3.6 but for core mass.
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Figure 3.10: The same figure as Figure 3.6 but a core number density.
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Figure 3.11: The same figure as Figure 3.6 but for virial ratio. The vertical dashed
line is a boundary of bound and unbound cores at αvir = 2.
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Table 3.5: The Summary Core Properties in OMC-4/5 Area

Property Category Minimum Maximum Mean ± Std.
Identified Core 0.034 0.206 0.077 ± 0.027

Diameter (pc) Starless Core 0.034 0.206 0.077 ± 0.026
Protostellar Core 0.053 0.173 0.088 ± 0.036
Identified Core 1.03 4.97 1.90 ± 0.62

Aspect Ratio Starless Core 1.03 4.97 1.90 ± 0.63
Protostellar Core 1.13 2.21 1.71 ± 0.36
Identified Core 0.11 1.04 0.30 ± 0.11

FWHM (km s−1) Starless Core 0.11 1.04 0.30 ± 0.11
Protostellar Core 0.19 0.44 0.30 ± 0.07
Identified Core 0.03 4.88 0.29 ± 0.43

Mass (M⊙) Starless Core 0.03 3.31 0.28 ± 0.38
Protostellar Core 0.11 4.88 1.08 ± 1.40
Identified Core 0.23 7.66 1.53 ± 0.98

Number Density (104 cm−3) Starless Core 0.23 7.66 1.51 ± 0.96
Protostellar Core 1.12 6.18 3.03 ± 1.31
Identified Core 0.19 39.2 2.67 ± 2.73

Virial Ratio Starless Core 0.19 39.2 2.69 ± 2.74
Protostellar Core 0.31 3.21 1.10 ± 1.05
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Table 3.6: The Summary Core Properties in L1641N/V380 Ori Area

Property Category Minimum Maximum Mean ± Std.
Identified Core 0.037 0.234 0.082 ± 0.029

Diameter (pc) Starless Core 0.037 0.234 0.082 ± 0.029
Protostellar Core 0.049 0.157 0.083 ± 0.031
Identified Core 1.01 5.02 1.87 ± 0.60

Aspect Ratio Starless Core 1.01 5.02 1.87 ± 0.60
Protostellar Core 1.11 2.88 1.80 ± 0.51
Identified Core 0.12 0.86 0.28 ± 0.10

FWHM (km s−1) Starless Core 0.12 0.86 0.28 ± 0.10
Protostellar Core 0.20 0.47 0.29 ± 0.06
Identified Core 0.02 8.39 0.27 ± 0.48

Mass (M⊙) Starless Core 0.02 8.39 0.25 ± 0.44
Protostellar Core 0.08 4.93 0.98 ± 1.15
Identified Core 0.16 11.3 1.13 ± 0.98

Number Density (104 cm−3) Starless Core 0.16 6.05 1.05 ± 0.73
Protostellar Core 0.62 11.3 4.51 ± 2.87
Identified Core 0.26 33.1 3.16 ± 3.30

Virial Ratio Starless Core 0.27 33.1 3.21 ± 3.32
Protostellar Core 0.26 2.18 0.89 ± 0.64
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Table 3.7: The Summary Core Properties in L1641C Area

Property Category Minimum Maximum Mean ± Std.
Identified Core 0.036 0.260 0.082 ± 0.031

Diameter (pc) Starless Core 0.036 0.260 0.082 ± 0.031
Protostellar Core 0.053 0.136 0.083 ± 0.029
Identified Core 1.03 4.37 1.88 ± 0.60

Aspect Ratio Starless Core 1.03 4.37 1.88 ± 0.61
Protostellar Core 1.12 2.55 1.67 ± 0.48
Identified Core 0.14 0.71 0.28 ± 0.10

FWHM (km s−1) Starless Core 0.14 0.71 0.28 ± 0.10
Protostellar Core 0.18 0.39 0.30 ± 0.08
Identified Core 0.05 4.46 0.42 ± 0.55

Mass (M⊙) Starless Core 0.05 4.46 0.41 ± 0.54
Protostellar Core 0.24 1.59 0.75 ± 0.45
Identified Core 0.36 17.4 1.85 ± 1.33

Number Density (104 cm−3) Starless Core 0.36 7.00 1.75 ± 0.92
Protostellar Core 1.55 17.4 4.86 ± 4.63
Identified Core 0.19 11.8 1.52 ± 1.19

Virial Ratio Starless Core 0.19 11.8 1.55 ± 1.19
Protostellar Core 0.28 1.36 0.74 ± 0.32
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3.3.2 Correlations Among the Core Physical Properties

The correlations of the physical properties of starless cores in Orion A are shown

in Figure 3.12. In the figure, we present (a) velocity width – diameter relation,

(b) diameter – mass relation, (c) velocity width – mass relation, and (d) virial

ratio – mass relation. Despite the large dispersion, bound cores tend to have

smaller velocity widths and larger masses when we compare them at the same

core diameter. The best-fit functions of the velocity width – mass relations for

bound and unbound cores are FWHM ∝ M0.23±0.01
core and FWHM ∝ M0.26±0.01

core ,

respectively. The slopes are shallower than a dense core survey result with PPV

data from numerical simulation data in Section 2.6. In the simulated PPV data

analysis, core masses are underestimated due to the line-broadening. However, the

effect seems to be smaller in our observed data because of the shallow slope of

the velocity width – mass relation and the constructed CMFs are expected to be

closer to the true CMF compared to the relation of PPP CMF and PPV CMF. From

the virial ratio – mass relation, the virial ratio becomes smaller as the core mass

increases.

The four relations between core properties in Figure 3.12 of four subregions

are shown in Figures 3.13, 3.14, 3.15, and 3.16.

The several massive cores in the OMC-1/2/3 area significantly deviate from

the relation of Rcore ∝ M1/3
core for uniform core density as seen in Figure 3.14. This

might imply that the massive cores are formed by different processes other than

low-mass cores, like global compressional processes. Such processes are thought

to be related to global gravitational collapse, global colliding flows, cloud-cloud
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Figure 3.12: The correlations between core physical properties in Orion A: (a)
The velocity width – diameter relation, (b) diameter – mass relation, (c) velocity
width – mass relation, and (d) virial ratio – mass relation. The red and blue dots
represent the properties of bound and unbound cores. In panels (a), (b), and (c),

the best-fit functions are shown as dashed lines. In panel (d), the horizontal
dashed line is drawn at αvir = 2.
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collisions, or stellar feedback from supernovae and stellar winds from massive

stars.

The velocity width – mass relation in each region (Figure 3.15) is still shallower

than the result of analysis of simulated PPV data. Then, the CMFs in each region

are also expected to resemble the true CMF.

Figures 3.17 and 3.18 show the core free-fall time – mass relation in Orion A

and the subregions. Although the dispersion is large, unbound cores will likely

have almost the same free-fall time. In contrast, several bound cores have small

free-fall times than the other cores in Orion A. Such cores are concentrated in the

OMC-1/2/3 area. Therefore, the free-fall times of bound and unbound cores in the

other area also look the same. Since the number of cores with small free-fall times

is small compared to the total sample size, we treat all cores as having the same

free-fall time when we discuss the core evolution process.

Next, we show the core lifetime as a function of a minimum core density

in Figure 3.19 following the analysis of Könyves, Ph. André, Men’shchikov,

Palmeirim, et al. (2015). We used cores with a density of > ncore on the horizontal

axis and calculated the core lifetime with Equation 3.7. In Könyves, Ph. André,

Men’shchikov, Palmeirim, et al. (2015), the estimated core lifetimes lie between

5 and 30 times a free-fall time. When we focus on the bound cores, the range of

core lifetime is 5-30 free-fall times as the shaded regions in all subregions, which

is not so much different from the results of the previous study. As described in

Section 3.1.3, the number of Class II objects may be undercounted, and the core

lifetime can be overestimated in the OMC-1/2/3 area. This makes our core lifetime
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Figure 3.13: The velocity width – diameter relations of four subregions. Each
panel corresponds to each subregion as Figure 3.6.
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Figure 3.14: The diameter – mass relations of four subregions. The details are
the same as Figure 3.13.
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Figure 3.15: The FWHM – mass relations of four subregions. The details are the
same as Figure 3.13.
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Figure 3.16: The virial ratio – mass relations of four subregions. The details are
the same as Figure 3.13.
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closer to the result of the previous observation. Since there are a few dense cores

of ncore > 105 cm−3 in subregions other than OMC-1/2/3 area, the core lifetimes

become shorter for such dense cores when we use all core samples in the entire

cloud as shown in Figure 3.20.

For dense unbound cores of ncore > 104 cm−3, they have short lifetimes similar

to or shorter than a core free-fall time. We think this mainly arises from the lacking

of dense unbound cores. From this result, we guess the majority of unbound cores

may not form stars unless they first become gravitationally bound due to mass

accretion and/or external pressure.

Although our results seem to be qualitatively consistent with earlier studies,

our estimated core lifetimes are slightly longer than theirs. Könyves, Ph. André,

Men’shchikov, Palmeirim, et al. (2015) found that the lifetime of high-density cores

of >105 cm−3 reaches one free-fall time in Serpens south region. Similar results

are also shown in the Taurus region by Tokuda et al. (2020). The core lifetime

estimated in Aquila Rift by Das, Basu, and Philippe André (2021) is well-fitted

with the magnetically critical model. The possible reason why our estimated core

lifetime becomes longer than previous observations is that cores in Orion A are

more strongly magnetized than those in Aquila Rift. Actually, Hwang et al. (2021)

reported that the mass-to-magnetic flux ratio is smaller than its critical value for

the outer parts of the ridge in OMC-1 based on polarization observations.
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Figure 3.17: The core free-fall time – mass relation in Orion A. The red and blue
dots represent bound and unbound cores.
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Figure 3.18: The core free-fall time – mass relation in four subregions in Orion A.
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Figure 3.19: The core lifetime as a function of a minimum core density in four
subregions. The green diamonds, red circles, and blue squares are for starless,

bound, and unbound cores, respectively. The best-fit function of each core
category is shown as a dashed line. The black lines represent τSF = 1 tff and 10 tff

at each core density. The shaded area presents the range of τSF of
5tff ≤ τSF ≤ 30tff.
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Figure 3.20: Same figure as Figure 3.19 but for Orion A.
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3.3.3 Core Physical Quantities Along the Declination Axis

We investigate the core physical properties along the declination axis, focusing

on four properties: the central velocity (Figure 3.21), the velocity width (Figure

3.22), the core mass (Figure 3.23), and core density (Figure 3.24). Since the dense

filamentary ridge from north to south, we can see the core properties along the main

filament as well in this analysis. In the figures, the core declination is represented

as the offset from -5◦30′in the unit of arc minute.

The gradient of central velocity from the northern region to the southern

region is seen in the declination – core central velocity relation of Figure 3.21;

the core central velocity in the northern region is ∼ 10 km s−1 in panel (a) and

it in the southern region is ∼ 5 km s−1 in panel (d). The declination – core

velocity FWHM relation is shown in Figure 3.22. The bound starless cores with

large velocity FWHM of ∼ 1 km s−1 concentrated at around declination of -5◦7′,

which corresponds to OMC-1. The concentration of high-mass cores and high-

density cores are seen in the declination – core mass and declination – core density

relations in Figures 3.23 and 3.24. This implies significant differences in core

physical properties between the OMC-1 area and the OMC-2/3 area. Besides,

core properties in the OMC-2/3 area, OMC-4/5 area, L1641N area, and L1641C

area seem not to have notable differences. As we discuss in Section 3.4.2, the

global compression is supposed to be one of the main origins of the distinctive

core properties in OMC-1.
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Figure 3.21: The declination – core central velocity relation in the four subregions
in Orion A. The definition of the four panels is the same area as Figure 3.6. The

vertical axes are the offset from -5◦30′in the unit of arc minute. The red-filled
circles, blue open circles, and orange squares correspond to bound starless,

unbound, and protostellar cores, respectively.
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Figure 3.22: The declination – core velocity FWHM relation in the four subregions
in Orion A. The details are same as Figure 3.21.
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Figure 3.23: The declination – core mass relation in the four subregions in Orion
A. The details are same as Figure 3.21.



CHAPTER 3. DENSE CORE SURVEY WITH OBSERVATIONAL DATA 155

0.1 1 10 100
n (104 cm 3)

0

10

20

30

40

Of
fs

et
 (a

rc
m

in
.)

(a) OMC-1/2/3

0.1 1 10 100
n (104 cm 3)

40

30

20

10

0

Of
fs

et
 (a

rc
m

in
.)

(b) OMC-4/5

0.1 1 10 100
n (104 cm 3)

80

70

60

50

40

Of
fs

et
 (a

rc
m

in
.)

(c) L1641N

0.1 1 10 100
n (104 cm 3)

105

100

95

90

85

80

75

Of
fs

et
 (a

rc
m

in
.)

(d) L1641C Protostellar core
Bound starless core
Unbound starless core

Figure 3.24: The declination – core density relation in the four subregions in
Orion A. The details are same as Figure 3.21.
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3.4 CMFs in Orion A

One interpretation of the shallow slope of CMF reported by Motte, Nony, et al.

(2018) is a time evolution of the slope. However, our analysis of core lifetime

does not show the apparent dependence of the core free-fall time on the core mass

except for several cores located mainly in the OMC-1/2/3 area (see Section 3.3.2).

Thus, we assume that the core lifetimes do not depend on the core masses, and the

CMF’s shape does not evolve with time. We only consider the move parallel to

the core mass axis with time. In the main text, we constructed CMFs with uniform

sized bins. Then, based on the analysis of PPV data from numerical simulation

in Section 2.6, we constructed CMFs with variably sized bins and show them in

Appendix B.3.

In order to discuss the turnover mass of CMF, we estimated the completeness

of core identification, and we describe the procedure in this section. We note that

this method is the same as Takemura, Nakamura, Kong, et al. (2021) and Takemura,

Nakamura, Ishii, et al. (2021).

(1) Created a three-dimensional artificial gaussian core in a PPV space for each

mass bin of CMF and fixed the mass to the central mass of each mass bin in

a log scale.

(2) Calculate dispersion along the position and velocity axes as a size of an artificial

gaussian core from a core size - mass relation and a velocity width - mass

relation. Core size is derived as √σmajorσminor, where the major axis of the

projection onto the plane of sky derived from the intensity weighted the
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second moment in the direction of most prolonged elongation and that in the

direction perpendicular to the major axis which is included in the output of

Dendrogram.

(3) Converted the core mass to C18O (J=1–0) LTE flux based on the assumptions

of optically thin emission and LTE condition. The excitation temperature and

abundance ratio of C18O to H2 are set to Tex = 20 K and XC18O (Takemura,

Nakamura, Ishii, et al. 2021).

(4) Insert one artificial gaussian core to the trunks of observed PPV data avoiding

overlap with the true cores.

(5) Apply Dendrogram to the data with the same input parameter in Section 3.2.1

and check whether the inserted core is identified as an individual leaf.

(6) Repeat the (4) and (5) procedures 1000 times for each mass bin and compute

the detection probability of the inserted core.

(7) Define the completeness limit as the lowest-mass bin with a detection proba-

bility larger than 90%.

In addition to the completeness limit, we estimated the mass detection limit

based on the observational noise level and the Dendrogram’s input parameter. The

mass detection limit is defined as the smallest mass, which satisfies our selection

threshold of core identification in Section 3.2.1. The total C18O (J=1–0) flux of

the core is calculated as 4σ× 1 pixel + 3σ× (60-1) pixels. In the CMFs of our

analysis, we only show the completeness limit since the mass detection limit is ∼

0.016 M⊙, which is much smaller than the completeness limit.

Table 3.8 shows the CMF’s properties in Orion A and its subregions, and we
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discuss their properties in Sections 3.4.1 and 3.4.2. The turnover mass is a central

mass of the turnover mass bin in a log scale of each CMF. From the discussion of

unbound cores in Section 3.3.2, we focus on the CMF with bound starless cores

there.

Table 3.8: The Summary of CMF Properties in Orion A and its Subregions

Region Category Turnover Mass High-mass Slope Highest Mass
(M⊙) Power-low index ± Error (M⊙)

Identified Core 0.07 -2.20 ± 0.06 72.21
Orion A Starless Core 0.07 -2.25 ± 0.10 72.21

Bound Starless Core 0.10 -2.18 ± 0.11 72.21
Identified Core 0.04 -1.89 ± 0.06 72.21

(a) OMC-1/2/3 area Starless Core 0.04 -1.93 ± 0.10 72.21
Bound Starless Core 0.10 -1.77 ± 0.11 72.21

Identified Core 0.07 -2.35 ± 0.11 4.88
(b) OMC-4/5 area Starless Core 0.07 -2.20 ± 0.07 3.31

Bound Starless Core 0.10 -2.03 ± 0.08 3.31
Identified Core 0.07 -2.48 ± 0.14 8.39

(c) L1641N area Starless Core 0.07 -2.44 ± 0.15 8.39
Bound Starless Core 0.10 -2.41 ± 0.17 8.39

Identified Core 0.15 -2.44 ± 0.26 4.46
(d) L1641C area Starless Core 0.15 -2.41 ± 0.25 4.46

Bound Starless Core 0.15 -2.34 ± 0.24 4.46

3.4.1 CMFs in Entire Cloud

The CMFs of identified cores, starless cores, and bound starless cores in Orion A

are shown in Figure 3.25 (a). Figure 3.25 (b) consists of CMF for bound starless

cores in Orion A and IMF in the ONC region (Takemura, Nakamura, Kong, et al.

2021). We note that the definition of the mass bin is slightly different from IMF

shown in (Takemura, Nakamura, Kong, et al. 2021), and then, the turnover mass

and power-law indices are also slightly changed. The turnover masses of CMFs

for starless cores and bound starless cores in Orion A are ∼ 0.07 M⊙ and ∼ 0.10

M⊙. Then, their slopes are −2.25±0.10 and −2.18±0.11. We derived a best-fit
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single power-law function between two mass bins higher than the turnover and the

high-mass end of each CMF.

The ONC IMF has a turnover at ∼ 0.20 M⊙ which is near to the turnover of

CMF for bound cores in Orion A as well as the ONC CMF (Takemura, Nakamura,

Kong, et al. 2021). The slopes of Orion A CMF and ONC IMF, which have a

slope of −2.44±0.18 are also not distinguishable when we take into account the

uncertainties. Therefore, mass accretion from the surrounding material is expected

to explain the relationship between observed CMF–IMF.

3.4.2 CMFs in Subregions in Orion A

Figure 3.26 shows the CMFs in four subregions in Orion A. Their properties are

summarised in Table 3.8. All CMFs for bound cores have a similar turnover massed

at ∼ 0.1-0.2 M⊙, but we see differences on the slopes above the turnovers. While

the CMFs for bound cores have a Salpeter-like slope in L1641N/V 380 Ori area

and L1641C area, the CMFs’ slopes in the OMC-1/2/3 area and OMC-4/5 area are

shallower than a Salpeter-like slope. Significantly, the CMF’s slope in OMC-1/2/3

area of -1.77 ± 0.11 is remarkably shallower than IMF. Another feature of OMC-

1/2/3 CMF is that it extends to a higher mass of ≥ 10 M⊙. In L1641N/V 380 Ori

area, there is only one high-mass core of ∼ 10 M⊙ that is the most massive core

in the area. For the other two subregions, the maximum core mass is as small as

∼ 5 M⊙. Therefore, this suggests that cutoff mass at the high-mass end of CMF

depends on the cloud environment, and this will take over to IMF if the one-to-one

correspondence between stellar mass and core mass exits as suggested in (Hsu et al.
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Figure 3.25: (a) The observed CMFs for identified cores (magenta), starless
cores (green), and bound starless cores (red) in Orion A. The error bars show the
statistical uncertainty calculated as the square root of the number of cores in each
mass bin,

√
Ncore. The dotted colored lines show the best-fit power-law functions

of each CMF between two mass bins above the turnover and the high-mass end.
The vertical dashed line is a completeness limit. (b) The CMF for bound starless
cores in Orion A and IMF in the ONC region (blue). The configuration of panels is

changed from the paper.
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2013).

So far, we have discussed the CMF property when CMF’s shape does not

evolve with time. Then, investigate the time evolution of CMF here since several

massive cores in the OMC-1/2/3 area have shorter free-fall times compared to

the other cores. The high-mass end of OMC-1/2/3 CMF of ≥ 10 M⊙ may be

affected by the time evolution. On the other hand, a CMF with other lower-mass

cores is thought to be less affected by the effect. When CMF evolves with time,

the high-mass part of CMF is expected to get steeper as star formation proceeds

because of the different timescale of star formation between low- and high-mass

cores. The time evolution that steepens a CMF is not ruled out, but such evolution

appears to contradict the recent proposal of CMF evolution (Motte, Nony, et al.

2018). In addition, the expected steep slope is not observed in this study either and

our results support the later evolution of a CMF.

However, specifying the most crucial process that made Orion A is not easy. For

example, a cloud-cloud collision process can create a filamentary ridge as a northern

part of Orion A through an off-center collision of two clouds (Wu et al. 2017;

Lim et al. 2021; Yasuo Fukui, Habe, et al. 2021). The gravitational contraction

along the main ridge toward OMC-1 is pointed out by Hacar et al. (2017). What is

interesting is that L1641N/V380 Ori area contains several intermediate-mass cores,

and the properties of these intermediate-mass cores look similar to other lower-

mass cores, even though intermediate-mass cores extend the CMF to slightly larger

masses. Nakamura, Miura, et al. (2012) discussed the possibility of a cloud-cloud

collision of this area, L1641N/V380 Ori area. In the northern part, OMC-1/2/3 area,
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Figure 3.26: The CMFs of subregions in Orion A and each panel correspond to
each subregion. The details are same as Figure 3.25 (a).
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compression with supernovae and star formation triggered by that is suggested

(Bally 2010; Kounkel 2021). In addition, it is shown that the global colliding

flows can also create similar filamentary structures by Ntormousi et al. (2011) and

Gómez and Vázquez-Semadeni (2014). Moreover, Hartmann and Burkert (2007)

also showed that the global gravitational collapse of a sheet-like cloud creates

colliding flows that form the Orion A-like structure.

3.5 Core Growth with Mass Accretion from Sur-

rounding Material

As seen in Section 3.3.1, protostellar cores tend to have larger masses than the

starless cores, and this probably indicates that the starless cores grow with mass

accretion of the surrounding material. We investigate the accretion process by

estimating the mass accretion rate in two different ways, as follows.

(1) The accretion rate required to double the core mass within the typical core

lifetime of 10 times of a core free-fall time, Ṁrequired.

(2) The Bondi-Hoyle-Lyttleton accretion rate from a typical clump, ṀBondi.

In case (1), the mass ratio of a star and a final core mass corresponding to SFE in a

core-collapse star formation scenario is 0.5. The accretion rate is calculated as

Ṁrequired =
Mcore

10tff

∼ 6.5×10−7
(

Mcore

1 M⊙

)
×
(

ncore

4×104 cm−3

)1/2

M⊙ yr−1.

(3.8)
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This accretion rate is proportional to core mass, and the core growth with this

accretion rate shifts a CMF to the right without changing its shape. The accretion

rate of Bondi accretion is computed as

ṀBondi =
πρG2M2

σ3

∼ 4.1×10−9
( nclump

103 cm−3

)
×
(

Mcore

1 M⊙

)2(
σclump

1 km s−1

)−3
M⊙ yr−1,

(3.9)

where we set a density and a velocity dispersion of a typical clump to 103 cm−3 and

1 km s−1 (e.g. Krumholz and Christopher F. McKee 2008; Kong, Arce, Feddersen,

et al. 2018). Comparing the Equations 3.8 and 3.9, Bondi accretion from a typical

clump is too small to grow the cores within a reasonable timescale. A special

situation like the gravitational contraction of gravitationally unstable clumps can

achieve a high accretion rate through Bondi accretion. Such a situation is expected

in competitive accretion or global gravitational collapse models (Ian A. Bonnell

and Matthew R. Bate 2006; Vázquez-Semadeni et al. 2019) and mass converging

flow along dense filaments in the inertial-inflow model (Padoan, Pan, et al. 2020;

Pelkonen et al. 2021). The dense clumps or filaments are needed for the high mass

accretion rate, but it is not achieved in most of the observed areas in Orion A except

for the OMC-1 area.

Another concern of core growth with Bondi accretion is that the mass accretion

rate is proportional to M2
core, which changes the slope of CMF as cores grow. In

order to check whether a CMF’s slope changes when the mass accretion rate is

proportional to M2
core, we used identified bound starless cores in Orion A. We
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assumed that mass accretion continues until 1 M⊙ core obtains another 1 M⊙ from

the surrounding cloud. Here we assumed that there is enough amount of material

to grow all cores around cores. The resultant CMF is shown in Figure 3.27, and the

power-law index of CMF evolves from -2.18 ± 0.11 to -1.62 ± 0.08 by the mass

accretion. Even if we fit the CMF below 100 M⊙, the evolved CMF has a slope

of -2.02 ± 0.05. Then, the result means that CMF’s slope changes with Bondi

accretion as core growth proceeds. The analytical study from the filament to cores

by S.-i. Inutsuka (2001) (see Section 1.7.3) suggests that even if the mass accretion

along a filament is taken into account, a CMF always has Salpeter’s IMF-like slope

except for the first one free-fall time. Then, the Bondi accretion contradicts the

suggestion.

In any case, a high mass accretion rate is expected when a large amount

of material surrounds the core. Since J. C. Tan et al. (2014) provides the mass

accretion rate in the clump-fed model as a function of column density (see Equation

1.3), we construct CMFs by setting the threshold of column density at positions of

cores in Appendix B.4.

The larger masses of protostellar cores than starless cores can be explained by

merging among dense cores. If this is a dominant core growth process, the feature

of frequent core merging should be observed, but we do not have clear evidence of

it. In addition, whether the shape preserves during the core evolution is unclear,

and various CMFs are expected to observe so far, but we do not have such results

either.

We expect that the future observations of various star-forming regions in differ-
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Figure 3.27: The CMF of bound starless cores in Orion A (red) and predicted
CMF with Bondi accretion (blue). The details are same as Figure 3.25 (a).
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ent star formation stages have a clue to reveal the properties of core growth.

3.6 Summary of This Chapter

We conducted a dense cores survey in Orion A using the CARMA+NRO45–m

combined C18O (J=1–0) data. Then, we provide the complete core catalog in

Takemura, Nakamura, Arce, et al. (2023). We accomplished the [Remaining task

2] in Section 1.10 by providing the catalog. We note that this study is one of the

widest-field (1×3 degree2) unbiased dense core surveys in Orion A with a high

spatial resolution (8′′ ∼ 3000 AU). We list the principal results and discussions of

this Chapter as follows.

1. We identified 2341 cores by applying astrodendro to the observed C18O

(J=1–0) PPV data and several additional selection criteria as Section 3.2.1.

Then, we grouped the identified cores into two categories of starless and

protostellar cores with the VISION protostar catalog, and each category

contains 2295 cores and 46 cores, respectively.

2. The protostellar cores tend to have larger masses, higher density, and a

smaller virial ratio compared to starless cores. The differences probably

indicate that the prestellar cores grow by mass accretion from the surrounding

material. Although we classified more than half of starless cores as unbound

cores, we cannot distinguish whether unbound cores evolve into bound cores

and form stars with mass accretion or disperse based on this survey.

3. The core physical properties of velocity width, mass, and density in the OMC-
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1/2/3 area, especially those in the OMC-1 area, have different distributions

from those in the other areas in Orion A. Their distributions in OMC-1/2/3

have shallow tails at large velocity, high-density, and high-mass ends. The

bound cores with large velocity FWHM (≥ 5 km s−1) and massive cores (≥

10 M⊙) only exist in OMC-1/2/3 area.

4. CMF properties in Orion A resemble CMF and IMF in the ONC region. The

turnover masses of CMFs in four subregions do not have apparent differences

either. However, the slope at the high-mass end of CMF in the OMC-1/2/3

area is obviously shallower than the other areas.

5. The free-fall times other than the several massive cores in OMC-1 are ap-

proximately the same. Then, most bound cores seem to evolve to stars in

the same timescale of a few times the free-fall time. This intimate that cores

consist of the current CMF evolves into IMF simultaneously. The mapping

from the current CMF to future IMF may be similar to that of past CMF to

the current IMF.

6. The Bondi-Hoyle-Lyttleton accretion from a typical clump to a core is much

smaller than that required to double the core mass within the core lifetime.

Then, more effective mass accretion processes are expected to grow core

masses during a reasonable timescale. Since the cores locate along the

filamentary structures of clouds and their column densities are higher than

typical clumps, mass accretion along the filament is a predominant candidate

of a mass accretion process (see also Appendix B.3).
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4. Conclusions and Future Prospects

In this thesis, we presented two studies aimed to reveal the core growth by mass

accretion from observations of CMFs: a dense core survey with three-dimensional

MHD simulation data (Chapter 2) and a dense core survey in Orion A with

CARMA+NRO45-m combined C18O (J=1–0) data (Chapter 3). The main re-

sult of each study is summarized in Sections 2.7 and 3.6. Then, we suggest

prospects based on the results of this thesis as follows. Section 4.1 is related to

Chapter 2 and Sections 4.2 and 4.3 are inspired by Chapter 3.

4.1 Observation of True CMFs

As discussed in Chapter 2, the observation method affects both CMFs observed

with continuum and molecular lines. When we construct CMFs with continuum

observation, the effects of the overlap of cores along the line of sight and back-

ground column density should be compensated. The correction with the detection

probability is thought to be an effective way to ease the overlap effect. The actual

core mass will be calculated by subtracting the column density around the core or
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convoluting with some function like gaussian during core identification. For PPV

CMFs, we presented that they have steeper slopes at the high-mass ends because

of the line broadening. However, as we showed in Chapter 3, the effect is not so

severe in the actual observed data since the observed line width - mass relation in

Orion A is shallower than PPV data from the numerical simulation. In addition,

the effect of overlapping and ambient column density is also less severe than in

PP data. Therefore, we suppose that observation with optically thin molecular

lines tracing high-density regions is the best way to construct true CMFs. We note

that the FoV should be wide as possible to cover not only the center of the cloud

but also its fringe. Also, relatively extended cores that are thought to be newly

born or pressure-confined cores are needed to cover. Some of such cores may

be eliminated in observations with interferometers depending on the observation

setup and cloud morphology. Then, single-dish observations like LST (Large

Submillimeter Telescope) in the future have the advantage of detecting them.

4.2 Filaments and Their Hubs

As we presented in Section 1.6 and Chapter 3, we suggested the mass accretion

process from ambient material to dense cores and core growth with it. We note

that the mass accretion process is not taken into account in the core collapse

scenario of star formation (See Section 1.2). Future observational and theoretical

studies to reveal the mass accretion rate and the mass reservoir are expected. When

we estimate the mass accretion rate, although the simple Bondi accretion from
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a typical clump is inefficient for growing cores, the mass accretion along the

filament suppose to achieve a high-mass accretion rate enough to do so. Especially,

cores in the intersections of filaments called hubs such as OMC-1 are expected

to grow very efficiently, and the systems may play an essential role in high-mass

star formation, as mentioned in many previous observations. The comparison of

physical properties among cores in hubs, in filaments, and outside the filament is a

promising way to explore the core growth focusing on the function of filaments.

Besides, statistical observations of velocity structure along not only the massive

filament or hub but also less massive filament are desired to investigate the mass

accretion process and the mass accretion rate. Here, the massive filament of NGC

6334 filament in Taurus has already been observed by Shimajiri, Ph. André, et al.

(2019). This kind of observation has become possible thanks to the high-spatial

and velocity resolutions and sensitivity of ALMA (and ngVLA in the future).

4.3 Gravitationally Unbound Cores

In Chapter 3, we showed that more than half of starless cores are gravitationally

unbound cores. This is consistent with the argument of Kirk et al. (2017), which

says that most cores are gravitationally unbound and confined by external pressure.

Since mass accretion is expected, there is a possibility that unbound cores evolve

into bound cores and begin star formation. This possibility leads to the question

of whether all prestellar core is born as the gravitationally bound core. The mass

accretion calculated in Section 4.2 will give a clue to answer this question. If
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star formation in unbound cores is predicted, mapping from unbound core mass

function to bound core mass function and IMF will be a new target of future

observations.
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A. Appendix of Chapter 2

A.1 Analysis of PP Data

A.1.1 Dense Core Survey and Construction of CMFs with
PP data in yz and zx planes

In this appendix, we show the results of analyses of PP data in yz and zx planes.
We summarize the results of dense core surveys with PP data projected onto the yz
plane and zx plane in Tables A.1 and A.2. These cores are identified as Figures A.1
and A.2, and their CMFs are constructed as Figures A.3 and A.4. The properties of
CMFs are summarized in Tables A.5 and A.6. The relationship among PP CMF
without subtraction, PP CMF with subtraction, PPP CMF, and PPP CMF overlap
affected similarly to the xy column density map case of Section 2.5. The collision
of two clouds occurred in the xy plane, but we have not found any significant
differences among the projection to derive the column density map. Therefore, the
discussion in Section 2.5 does not depend on the direction of projection.

Table A.1: The Results of Dense Core Survey with PP Data (yz Plane)

Case No. Number of Identified Cores
1 609

2 (fiducial) 673
3 757
4 789
5 804
6 808
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Table A.2: The Results of Dense Core Survey with PP Data (zx Plane)

Case No. Number of Identified Cores
1 623

2 (fiducial) 691
3 766
4 796
5 811
6 814

Table A.3: The Summary of Core Properties Identified with PP Data (yz plane)
Using Fiducial Parameter

Core property minimum maximum mean ± std.
2Rcore (pc) 0.12 0.88 0.2 ± 0.09
Mcore (M⊙) 3.08 921.7 53.03 ± 86.38

Mcore,sub (M⊙) 0.13 856.43 25.17 ± 68.71
Ncore,mean (g cm−2) 0.05 10.37 0.37 ± 0.64
Ncore,peak (g cm−2) 0.05 157.68 1.53 ± 6.97

Table A.4: The Summary of Core Properties Identified with PP Data (zx Plane)
Using Fiducial Parameter

Core property minimum maximum mean ± std.
2Rcore (pc) 0.12 1.11 0.2 ± 0.11
Mcore (M⊙) 3.27 843.14 50.31 ± 86.39

Mcore,sub (M⊙) 0.12 803.24 23.52 ± 66.39
Ncore,mean (g cm−2) 0.05 12.02 0.36 ± 0.7
Ncore,peak (g cm−2) 0.05 154.3 1.49 ± 6.84
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Figure A.1: The identified cores with yz PP data are potted onto the column
density map in yz plane.
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Figure A.2: The identified cores with zx PP data are potted onto the column
density map in zx plane.
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Figure A.3: The PP CMFs for all parameter cases in yz plane. The details are the
same as Figure 2.2.
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Figure A.4: The PP CMFs for all parameter cases in zx plane. The details are the
same as Figure 2.2.
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Table A.5: The CMF Properties with PP Pata in yz Plane

Case No. Category Turnover Mass α ±σα

M⊙
1 w/o subtraction 11.04 -2.12 ± 0.06

w/ subtraction 0.8 -1.69 ± 0.07
2 (fiducial) w/o subtraction 8.14 -2.09 ± 0.09

w/ subtraction 0.57 -1.59 ± 0.06
3 w/o subtraction 6.83 -2.01 ± 0.07

w/ subtraction 0.09 -1.38 ± 0.05
4 w/o subtraction 4.41 -1.9 ± 0.08

w/ subtraction 0.1 -1.43 ± 0.06
5 w/o subtraction 4.41 -1.9 ± 0.08

w/ subtraction 0.1 -1.42 ± 0.06
6 w/o subtraction 4.41 -1.9 ± 0.08

w/ subtraction 0.03 -1.3 ± 0.06

Table A.6: The CMF Properties with PP Data in zx Plane

Case No. Category Turnover Mass α ±σα

M⊙
1 w/o subtraction 11.84 -2.12 ± 0.13

w/ subtraction 0.67 -1.66 ± 0.07
2 (fiducial) w/o subtraction 8.12 -2.07 ± 0.09

w/ subtraction 0.69 -1.67 ± 0.07
3 w/o subtraction 5.44 -1.99 ± 0.08

w/ subtraction 0.1 -1.44 ± 0.05
4 w/o subtraction 5.24 -1.98 ± 0.06

w/ subtraction 0.11 -1.45 ± 0.05
5 w/o subtraction 3.38 -1.86 ± 0.07

w/ subtraction 0.05 -1.36 ± 0.06
6 w/o subtraction 3.38 -1.87 ± 0.07

w/ subtraction 0.05 -1.35 ± 0.06
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A.2 Analysis of PPV Data

A.2.1 Dense Core Survey and Construction of CMFs with
PPV Data in yzv and zxv Spaces

In this appendix, we show the results of analyses of PPV data in yzv and zxv spaces.
We summarize the results of dense core surveys with PPV data in yzv space and zxv
space in Tables A.7 and A.8. Then, Figures A.5 and A.6 show the PPV CMFs in yzv
space and zxv space and these properties are in Tables A.9 and A.10. Even though
two clouds collide in the xy plane, the core properties and CMF properties do not
have many differences with the selection of velocity axes. PPV CMFs resemble a
PPP CMF, as mentioned in Section 2.6, and the discussion there does not depend
on the direction, at least in our simulation data. We note that the velocity range
along the y axis is larger than that along the x and z axes.

Table A.7: The Results of Dense Core Survey with PPV Data (yzv Space)

Case No. Number of Identified Cores
1 1129

2 (fiducial) 1134
3 1136
4 1136
5 1136
6 1136

Table A.8: The Results of Dense Core Survey with PPV Data (zxv Space)

Case No. Number of Identified Cores
1 971

2 (fiducial) 978
3 979
4 979
5 979
6 979
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Figure A.5: The PPV CMFs for all parameter cases in yzv space. The details are
the same as Figure 2.2.
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Figure A.6: The PPV CMFs for all parameter cases in zxv space. The details are
the same as Figure 2.2.
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Table A.9: The CMF Properties with PPV Data in yzv Space

Case No. Turnover Mass α ±σα

M⊙
1 1.94 -2.14 ± 0.07

2 (fiducial) 1.94 -2.2 ± 0.09
3 1.94 -2.16 ± 0.09
4 1.94 -2.16 ± 0.09
5 1.94 -2.16 ± 0.09
6 1.94 -2.16 ± 0.09

Table A.10: The CMF Properties with PPV Data in zxv Space

Case No. Turnover Mass α ±σα

M⊙
1 1.76 -2.15 ± 0.07

2 (fiducial) 1.76 -2.15 ± 0.08
3 1.76 -2.14 ± 0.08
4 1.76 -2.14 ± 0.08
5 1.76 -2.14 ± 0.08
6 1.76 -2.14 ± 0.08
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B. Appendix of Chapter 3

B.1 Virial Analysis
In Section 3.2.2 of the main text, we defined the cores with αvir < 2 and αvir ≥ 2
as gravitationally bound and unbound cores. However, the definition seems not to
be always appropriate for classification because we calculate virial ratio assuming
a spherically symmetric core with no magnetic field. Then, we investigate the
influence on our main conclusion when we change the adopted threshold of the
virial ratio by adopting αvir < 1 as a condition of bound cores and discuss the core
properties in this appendix. The smaller threshold reduces the number of bound
cores, as shown in Table B.1 as expected. This will affect the estimation of a core
lifetime and CMF properties.

Table B.1: The Summary of Number of Starless Cores with α ≤ 1

Condition of bound core
Region αvir < 2 αvir < 1
Orion A 1045 408

(a) OMC-1/2/3 area 212 75
(b) OMC-4/5 area 291 102
(c) L1641N area 321 126
(d) L1641C area 221 105

First, we show the core lifetime – core density relations for four subregions
in Figure B.1 following Figure 3.19 in Section 3.3.2 the main text. The lifetimes
of less dense bound cores with ≤ 105 cm−3 become shorter. On the other hand,
the lifetimes of the denser cores with > 105 cm−3 are not affected by the adopted
threshold. Also, the trend that most of the core lifetimes are between 5 and 30
free-fall times is not changed. Therefore, we conclude that the impact of a different
definition of bound cores is small on discussing a core lifetime unless a much
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smaller virial ratio is set as a condition of bound cores.
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Figure B.1: The same as Figure 3.19 but αvir < 1 is a condition of a bound core.

Second, we show the CMFs of four regions in Figure B.2 following Figure 3.26
in Section 3.4.2 in the main text. The CMF parameters are summarized in Table
B.2. Since we just changed the condition of bound cores, the CMF properties of
starless cores are the same as the main text. From the virial ratio – mass relation in
Figure 3.16, lower-mass cores tend to have smaller virial ratios. Then, a part of the
low-mass cores that are classified as bound cores in the main text is reclassified as
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unbound cores in this appendix. Contrary, higher-mass bound cores are reclassified
as bound cores again. The effect makes the bound core MF slopes shallower and
the turnover masses larger by one or two mass bins. Because the slopes of all CMF
in all subregions are shallower, the comparison among subregions is unaffected.
Even if the turnover mass shifts by one or two mass bins, it becomes ∼ 0.2 M⊙
that resembles the turnover mass of IMF in the ONC region (See Figure 3.25 (b)).
Therefore, we summarise that there is no severe impact on the discussion of mass
accretion based on CMF properties. However, the description of mapping from
CMF to IMF may be affected; CMFs can be shallower when we use a small virial
ratio to define bound cores.

Table B.2: The Summary of CMF Parameters in Orion A and Subregions in
Figure B.2

Region Category Turnover Mass High-mass Slope Highest Mass
(M⊙) Power-low index ± Error (M⊙)

Identified Core 0.15 -2.44 ± 0.26 72.21
Orion A Starless Core 0.15 -2.41 ± 0.25 72.21

Bound Starless Core 0.15 -2.34 ± 0.24 72.21
Identified Core 0.04 -1.89 ± 0.06 72.21

(a) OMC-1/2/3 area Starless Core 0.04 -1.93 ± 0.10 72.21
Bound Starless Core 0.24 -1.55 ± 0.13 72.21

Identified Core 0.07 -2.35 ± 0.11 4.88
(b) OMC-4/5 area Starless Core 0.07 -2.20 ± 0.07 3.31

Bound Starless Core 0.15 -1.80 ± 0.13 3.31
Identified Core 0.07 -2.48 ± 0.14 8.39

(c) L1641N area Starless Core 0.07 -2.44 ± 0.15 8.39
Bound Starless Core 0.15 -2.24 ± 0.27 8.39

Identified Core 0.15 -2.44 ± 0.26 4.46
(d) L1641C area Starless Core 0.15 -2.41 ± 0.25 4.46

Bound Starless Core 0.15 -2.09 ± 0.24 4.46

B.2 Two-Sample KS Test of Core Properties in
Subregions of Orion A

In this appendix, we show the results of the KS test of each core physical property
among each core category in Tables B.3, B.4, B.5, and B.6 for OMC-1/2/3 area,
OMC-4/5 area, L1641N/V380 Ori area, and L1641C area, respectively. We per-
formed the KS test for three pairs in each region: starless cores and protostellar
cores, bound starless cores and unbound starless cores, and bound starless cores
and protostellar cores. Since the number of protostellar cores in each subregion is
small, the results of the KS test using protostellar core samples probably contain
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Figure B.2: The same as Figure 3.26 but αvir < 1 is a condition of a bound core.
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large uncertainties. The p-values between bound and unbound cores for velocity
width in FWHM, mass, and number density are much smaller than 0.05 in all
subregions. Thus, the results suggest they have statistically different distributions,
as discussed in Section 3.3.

Table B.3: The Results of KS Test of Core Properties in OMC-1/2/3 Area

Core Property Category p-value
Starless Core & Protostellar Core 6.43×10−1

Diameter (pc) Bound Starless Core & Unbound Starless Core 9.12×10−1

Bound Starless Core & Protostellar Core 7.39×10−1

Starless Core & Protostellar Core 6.95×10−1

Aspect Ratio Bound Starless Core & Unbound Starless Core 1.30×10−2

Bound Starless Core & Protostellar Core 9.42×10−1

Starless Core & Protostellar Core 2.35×10−1

FWHM (km s−1) Bound Starless Core & Unbound Starless Core 1.13×10−14

Bound Starless Core & Protostellar Core 4.69×10−3

Starless Core & Protostellar Core 2.32×10−6

Mass (M⊙) Bound Starless Core & Unbound Starless Core 6.81×10−25

Bound Starless Core & Protostellar Core 3.59×10−3

Starless Core & Protostellar Core 1.75×10−8

Number Density (104 cm−3) Bound Starless Core & Unbound Starless Core 7.05×10−31

Bound Starless Core & Protostellar Core 6.04×10−5

Starless Core & Protostellar Core 6.04×10−5

Virial Ratio Bound Starless Core & Unbound Starless Core -
Bound Starless Core & Protostellar Core 2.22×10−5

Besides, we also conducted the KS test among physical properties of bound
and unbound cores in different subregions for reference. Tables B.7, B.8, B.9, B.10,
B.11, and B.12 represent the results for diameter, aspect ratio, velocity FWHM,
mass, density, and virial ratio, respectively.

B.3 CMF with Variable Sized Bin
In the main text, we constructed CMFs with uniform sized bins. Then, this appendix
shows the CMFs of four subregions with variably sized bins. Figure B.3 and Table
B.13 present the CMFs and their properties in the four subregions. According to
the analysis of numerical simulation data in Section 2.6, PPV CMF with variably
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Table B.4: The Results of KS Test of Core Properties in OMC-4/5 Area

Core Property Category p-value
Starless Core & Protostellar Core 7.53×10−1

Diameter (pc) Bound Starless Core & Unbound Starless Core 5.85×10−3

Bound Starless Core & Protostellar Core 9.01×10−1

Starless Core & Protostellar Core 4.76×10−1

Aspect Ratio Bound Starless Core & Unbound Starless Core 7.27×10−1

Bound Starless Core & Protostellar Core 3.83×10−1

Starless Core & Protostellar Core 2.91×10−1

FWHM (km s−1) Bound Starless Core & Unbound Starless Core 0
Bound Starless Core & Protostellar Core 8.68×10−3

Starless Core & Protostellar Core 1.16×10−2

Mass (M⊙) Bound Starless Core & Unbound Starless Core 6.76×10−14

Bound Starless Core & Protostellar Core 9.16×10−2

Starless Core & Protostellar Core 3.91×10−5

Number Density (104 cm−3) Bound Starless Core & Unbound Starless Core 2.84×10−14

Bound Starless Core & Protostellar Core 6.26×10−4

Starless Core & Protostellar Core 6.26×10−4

Virial Ratio Bound Starless Core & Unbound Starless Core -
Bound Starless Core & Protostellar Core 3.85×10−3
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Table B.5: The Results of KS Test of Core Properties in L1641N Area

Core Property Category p-value
Starless Core & Protostellar Core 8.72×10−1

Diameter (pc) Bound Starless Core & Unbound Starless Core 1.83×10−5

Bound Starless Core & Protostellar Core 3.58×10−1

Starless Core & Protostellar Core 7.71×10−1

Aspect Ratio Bound Starless Core & Unbound Starless Core 1.11×10−1

Bound Starless Core & Protostellar Core 4.85×10−1

Starless Core & Protostellar Core 1.75×10−2

FWHM (km s−1) Bound Starless Core & Unbound Starless Core 9.99×10−16

Bound Starless Core & Protostellar Core 7.57×10−5

Starless Core & Protostellar Core 4.73×10−6

Mass (M⊙) Bound Starless Core & Unbound Starless Core 9.99×10−16

Bound Starless Core & Protostellar Core 3.75×10−3

Starless Core & Protostellar Core 5.86×10−7

Number Density (104 cm−3) Bound Starless Core & Unbound Starless Core 9.99×10−16

Bound Starless Core & Protostellar Core 4.73×10−6

Starless Core & Protostellar Core 4.73×10−6

Virial Ratio Bound Starless Core & Unbound Starless Core -
Bound Starless Core & Protostellar Core 7.41×10−3
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Table B.6: The Results of KS Test of Core Properties in L1641C Area

Core Property Category p-value
Starless Core & Protostellar Core 5.98×10−1

Diameter (pc) Bound Starless Core & Unbound Starless Core 1.26×10−1

Bound Starless Core & Protostellar Core 5.57×10−1

Starless Core & Protostellar Core 5.53×10−1

Aspect Ratio Bound Starless Core & Unbound Starless Core 8.73×10−1

Bound Starless Core & Protostellar Core 5.60×10−1

Starless Core & Protostellar Core 8.59×10−2

FWHM (km s−1) Bound Starless Core & Unbound Starless Core 2.78×10−15

Bound Starless Core & Protostellar Core 1.50×10−2

Starless Core & Protostellar Core 2.03×10−3

Mass (M⊙) Bound Starless Core & Unbound Starless Core 3.26×10−4

Bound Starless Core & Protostellar Core 5.15×10−3

Starless Core & Protostellar Core 1.05×10−2

Number Density (104 cm−3) Bound Starless Core & Unbound Starless Core 1.18×10−4

Bound Starless Core & Protostellar Core 2.05×10−2

Starless Core & Protostellar Core 2.05×10−2

Virial Ratio Bound Starless Core & Unbound Starless Core -
Bound Starless Core & Protostellar Core 9.60×10−2

Table B.7: The Results of KS Test of Core Diameter Among Four Subregions

OMC-1/2/3 OMC-4/5 L1641N L1641C
OMC-1/2/3 Bound Starless Core - 3.75×10−10 6.66×10−16 2.34×10−11

Unbound Starless Core - 1.67×10−5 2.26×10−9 1.37×10−4

OMC-4/5 Bound Starless Core - - 3.17×10−5 1.20×10−1

Unbound Starless Core - - 9.72×10−2 2.93×10−1

L1641N Bound Starless Core - - - 4.02×10−2

Unbound Starless Core - - - 7.80×10−1
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Table B.8: The Results of KS Test of Core Aspect Ratio Among Four Subregions

OMC-1/2/3 OMC-4/5 L1641N L1641C
OMC-1/2/3 Bound Starless Core - 2.22×10−1 1.84×10−1 4.74×10−2

Unbound Starless Core - 4.53×10−1 5.89×10−1 3.65×10−1

OMC-4/5 Bound Starless Core - - 7.34×10−1 8.49×10−1

Unbound Starless Core - - 8.76×10−1 8.20×10−1

L1641N Bound Starless Core - - - 3.39×10−1

Unbound Starless Core - - - 6.40×10−1

Table B.9: The Results of KS Test of Core Velocity Width Among Four Subregions

OMC-1/2/3 OMC-4/5 L1641N L1641C
OMC-1/2/3 Bound Starless Core - 3.22×10−3 4.46×10−8 1.69×10−2

Unbound Starless Core - 3.75×10−1 1.13×10−6 2.63×10−1

OMC-4/5 Bound Starless Core - - 1.50×10−2 8.26×10−1

Unbound Starless Core - - 5.21×10−4 1.15×10−1

L1641N Bound Starless Core - - - 1.17×10−2

Unbound Starless Core - - - 7.38×10−5

Table B.10: The Results of KS test of Core Mass Among Four Subregions

OMC-1/2/3 OMC-4/5 L1641N L1641C
OMC-1/2/3 Bound Starless Core - 3.87×10−1 7.25×10−1 1.67×10−1

Unbound Starless Core - 2.99×10−4 2.83×10−1 2.61×10−8

OMC-4/5 Bound Starless Core - - 5.91×10−1 6.04×10−3

Unbound Starless Core - - 1.07×10−4 1.88×10−3

L1641N Bound Starless Core - - - 4.39×10−2

Unbound Starless Core - - - 1.73×10−8

Table B.11: The Results of KS Test of Core Density Among Four Subregions

OMC-1/2/3 OMC-4/5 L1641N L1641C
OMC-1/2/3 Bound Starless Core - 9.55×10−13 6.66×10−16 4.26×10−14

Unbound Starless Core - 4.12×10−1 3.12×10−26 8.19×10−6

OMC-4/5 Bound Starless Core - - 1.49×10−7 1.14×10−1

Unbound Starless Core - - 2.00×10−15 1.17×10−5

L1641N Bound Starless Core - - - 1.25×10−9

Unbound Starless Core - - - 2.06×10−24
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Table B.12: The Results of KS Test of Virial Ratio Among Four Subregions

OMC-1/2/3 OMC-4/5 L1641N L1641C
OMC-1/2/3 Bound Starless Core - 9.78×10−1 3.45×10−1 8.44×10−3

Unbound Starless Core - 2.83×10−6 2.19×10−2 4.24×10−9

OMC-4/5 Bound Starless Core - - 6.96×10−1 4.16×10−3

Unbound Starless Core - - 2.38×10−2 2.58×10−3

L1641N Bound Starless Core - - - 2.84×10−2

Unbound Starless Core - - - 5.20×10−6

sized bins is shallower above its turnover than the true CMF. Then, each CMF in
Figure B.3 seems to be shallower than the true CMF in each subregion as well. At
least CMFs with variably sized bins in this appendix are shallower than CMFs with
uniform sized bins in the main text (see Figure 3.26). For turnovers, they resemble
the CMFs with uniform sized bins. As we discussed in Section 3.3.2, the observed
CMFs are considered to be not much different from the true CMFs. Therefore, the
mapping from observed CMF to IMF should be studied with CMFs with uniform
sized bins.

However, CMF with variably sized bins helps investigate and compare typical
core properties among subregions since the CMF is biased around the turnover
in which the cores and mass bins are concentrated. The power-law indices at the
high-mass ends can be divided into two groups: the OMC-1/2/3 and OMC-4/5
areas and the L1641N and L1641C areas. The former has shallower slopes than the
latter group. We see outstanding filamentary structure in OMC-1/2/3 and OMC-
4/5 areas, but no such structure exists in L1641N and L1641C areas. Then, the
difference in the slope of CMF is thought to be caused by the presence or absence
of filaments.

B.4 CMFs with Column Density Threshold
In this appendix, we construct CMFs in Orion A by setting the thresholds of
minimum column density at positions of cores NH2 : 5×1021 cm−2 and 1022 cm−2.
Figure B.4 is the PDF of a column density at a core position in a cumulative form.
Then, the CMFs with each column density thresholds and their properties are
shown in Figure B.5 and Table B.14, respectively. The slopes above the turnovers
of CMFs become shallow when we set a column density threshold. Also, the slopes
are shallower with a higher column density threshold. The fraction of subregions
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Figure B.3: The CMFs of subregions in Orion A with variable sized bin. Others
are the same as Figure 3.26.
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Table B.13: The Summary of CMF Properties in Subregions of Orion A with
Variable Sized Bin

Region Category Turnover Mass High-mass Slope
(M⊙) Power-low index ± Error

Identified Core 0.04 -1.70 ± 0.07
(a) OMC-1/2/3 area Starless Core 0.04 -1.67 ± 0.07

Bound Starless Core 0.09 -1.64 ± 0.08
Identified Core 0.07 -1.66 ± 0.09

(b) OMC-4/5 area Starless Core 0.07 -1.72 ± 0.10
Bound Starless Core 0.13 -1.57 ± 0.11

Identified Core 0.09 -1.88 ± 0.09
(c) L1641N Starless Core 0.09 -1.84 ± 0.08

Bound Starless Core 0.12 -1.89 ± 0.13
Identified Core 0.14 -1.74 ± 0.07

(d) L1641C Starless Core 0.14 -1.88 ± 0.10
Bound Starless Core 0.14 -1.81 ± 0.12

to which the cores composing the CMFs belong is shown in Figure B.6. The
fractions with a threshold of 5×1021 cm−2 resemble that without a threshold. On
the other hand, the fraction of OMC-1/2/3 and OMC-4/5 regions becomes higher
with a threshold of 1022 cm−2, and prominent filamentary structures are seen in
the regions. Therefore, filaments are supposed to play an important role in core
growth if CMF becomes shallower with mass accretion.

Table B.14: The Summary of CMF Parameters in Orion A with Column Density
Thresholds

Column Density Category Turnover Mass High-mass Slope Highest Mass
(cm−2) (M⊙) Power-low index ± Error (M⊙)

Identified Core 0.07 -2.13 ± 0.06 72.21
(a) >5×1021 Starless Core 0.07 -2.18 ± 0.10 72.21

Bound Starless Core 0.10 -2.13 ± 0.10 72.21
Identified Core 0.10 -2.01 ± 0.06 72.21

(b) >1022 Starless Core 0.10 -2.05 ± 0.10 72.21
Bound Starless Core 0.15 -2.00 ± 0.11 72.21
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Figure B.4: The cumulative PDF of mean column density at a core position.
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Figure B.5: The CMF in Orion A with column density thresholds of (a) 5×1021

cm−2 and (b) 1022 cm−2. The details are same as Figure 3.25 (a).
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Figure B.6: The fraction of subregions of cores compose each CMF with column
density threshold: OMC-1/2/3 (blue), OMC-4/5 (orange), L1641N (green), and

L1641C (red), respectively.
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