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Study on Building a High-Quality Homepage Collection

from the Web Considering Page Group Structures
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This thesis is devoted to investigate the method for building a high-quality homepage collection from
the web efficiently by considering the page group structures. We mainly investigate in researchers'
homepages and homepages of other categories partly.

A web page collection with a guaranteed high quality (i.e.. recall and precision) is required for
implementing high quality web-based information services. However, to build such a collection demands
a large amount of human work because of diversity, vastness and sparseness of the web pages. Even
though many researchers have investigated search and classification of web pages, etc., most of them are
of best-effort type and pay no attention to quality assurance. Thus, we are investigating a method to build
a homepage collection efficiently with assuring a given high quality, with the expectation that the
investigated method will be applicable to the collection of various categories of homepages.

This thesis consists of seven chapters. Chapter 1 gives the introduction, and Chapter 2 presents the
related works. Chapter 3 describes the objectives, the overall performance goal of the investigated system,
and the scheme of the system. Chapters 4 and 5 discuss in detail the two processing steps of the method
which are used for realizing the investigated system respectively. Chapter 6 further discusses the method
for reducing the processing cost of the system. Finally, Chapter 7 concludes the research and discusses the
future work.

In Chapter 3, taking into account the enormous size of the real web, a two-step-processing method is
introduced at first, i.e._. rough ﬁltefing and accurate classification. The former is for narrowing down the
candidate page amount fast enough with required high recall. The latter is for accurately classifying the
candidate pages into three classes: assured positive, assured negative, and uncertain, with assuring
required recall and precision. -

We present in detail the configuration, the experiments, and the evaluation of the rough filtering in
Chapter 4. The rough filtering is a method for gathering researchers' homepages (or entry pages) by
applying our original simple and effective page group models for exploiting the mutual relations between
the structure and the content of a page group. It aims at narrowing down the candidates with a very high
recall. First, 12 property-based keyword lists that correspond to researchers' common properties are
created and are assigned as either organization-related or non-organization-related. Next, four page group
models (PGMs) are introduced taking into consideration the structure in an individual logical page group;
PGM_Od: the out-linked pages in the same and lower directories, PGM_Ou: the out-linked pages in the
upper directories, PGM_I: the in-linked pages in the same and the upper directories, and PGM_U: the site
top and the directory entry pages in the same and the upper directories.

Based on the PGMs, the keywords are propagated to a potential entry page from its surrounding pages,
composing a virtual entry page. Finally, the virtual entry pages that scored at least a threshold value are
selected. Since applying PGMs generally causes a lot of noises, we introduced four modified PGMs with
two original techniques, i.e., the keywords are propagated based on PGM_Od only when the number of
out-linked pages in the same and lower directories is less than a threshold, and based on the other PGMs,
only the organization-related keywords are propagated. The four modified PGMs are used in combination

in order to utilize as many informative keywords as possible from the surrounding pages.



The effectiveness of the method is shown by comparing it to a single-page-based method through
experiments using a 100GB web data set and a manually created sample data set. The experiment results
show that the output pages from the rough filtering is less than 23% of 100GB data set by using the four
modified PGMs in combination, under a condition that the recall is more than 98%. Another experiment
using a 1.36TB web data set with the same rough filtering configuration shows that the output pages is
less than 15% of the corpus.

In Chapter 5, we present in detail the configuration, the experiments, and the evaluation of the
accurate classification method. Using two types of component classifiers (a recall-assured classifier and a
precision-assured classifier) in combination, we construct a three-way classifier that inputs the candidate
pages output by the rough filtering and classifies them to three classes: assured positive, assured negative,
and uncertain. Here, the assured positive output assures the precision and the assured positive and
uncertain output assures the recall, and hence only the uncertain output should be manually assessed in
order to assure the quality of the web data collection.

We first devise a feature set for building the high performance component classifiers using support
vector machine (SVM). We use textual features obtained from each page and its surrounding pages. The
surrounding pages are grouped based on connection types (in-link, out-link, and directory entry) and
relative URL hierarchy (same, upper, or lower in the directory hierarchy), then an independent feature
subset 1s generated from each group. The feature subsets are further concatenated to compose a feature set
for a classifier. We use two types of textual features (plain-text-based and tagged-text-based). The
classifier using only the plain-text-based features in each page alone is used as the baseline. Various
feature sets are tested in the experiment using manually prepared sample data and the classifiers are tuned
by two methods, i.e., offser-based and c-j-option-based. The results show that the performance obtained
by using c-j-option-based tuning method is statistically significant at 95% confidence level. The
F-measures of the baseline and the top two performed classifiers are 83.26%, 88.65%, and 88.58%, and
show that the proposed method is evidently effective.

In order to know the performances of the classifiers with the above mentioned feature sets for more
general cases, we experimented with our method on Web->Kb data set, a commonly used test collection
for the web page classification task. It contains seven categories and four of them, "course", "faculty",
"project”, and "student", are used for comparing the performance with prior works. The experiment
results show that our method outperformed all the seven prior works based on macro-averaged F-measure
and 10 out of 12 on per-category basis (F-measures of individual category are not available for 4 of the
prior works). Therefore, we can conclude that our method performs fairly well and is applicable not only
to the researchers' homepages but also to other categories and/or in other language.

By tuning the well performing classifiers independently, we then build a recall-assured classifier and a
precision-assured classifier, and compose the three-way classifier using them in combination. We
estimated the numbers of the pages to be manually assessed for the required precision/recall at
99.5%/98%, 99%/95%, and 98%/90%, using the output pages from a 100GB data set through the réugh
filtering. The results show that the manual assessment cost can be reduced down to 77.6%, 57.3%, and
51.8%, respectively, compared to the baseline. We did analysis on classification result examples and the

result shows the effectiveness of the classifiers.



In Chapter 6, the cascaded structure of the recall-assured classifiers, used in combination with the
rough filtering, is proposed for reducing the computer processing cost. The estimation on the numbers of
pages requiring feature extraction in the accurate classification for 100GB and 1.36TB data sets shows
that the computer processing cost can be reduced down to 27.5% and 18.3%, respectively.

In Chapter 7, we summarize our contributions. In over all, we presented a realistic framework for
building a high-quality web page collection with two-step processes: the rough filtering and the accurate
classification in order to reduce the processing cost. In the rough filtering, we contributed two original
key techniques used in the modified PGMs to reduce irrelevant keywords to be propagated. One is to
introduce a threshold on the out-linked page number in the same and lower directories, and the other is to
introduce keyword list types and to propagate only the organization-related keyword lists from the upper
directories. In the accurate classification, we contributed mainly in two aspects. One is our original
method for exploiting features from the surrounding pages and concatenating the features independently
to improve web page classification performance. The other is to use a recall-assured classifier and a
precision-assured classifier in combination as a three-way classifier for reducing the amount of pages
requiring manual assessment under the given quality constraints.

We also discuss the future works including, for the rough filtering, to find a more systematic way for
modifying the property set and property-based keywords; for the accurate classification, to investigate the
way to estimate the likelthood of the component pages and to incorporate them; and we will further

utilize the information from the homepage collection for practical applications.
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