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I Introduction

Any introduction is limited by the time, space and circumstances, reflects the author's philosophy and can never be comprehensive. Taking this kindly into consideration, the reader may find it useful to consult my Glossary at the end of the thesis providing some clue to my understanding of the subject. A specialist in the field, an experimentalist, an official, a friend of mine, everybody is hoped to understand this introduction.

As follows from the title, we have been concerned with analysis of quantum transitions in the field of molecular dynamics. We worked on physical processes such as dissociative recombination, complete reflection and transmission, or scattering.

Let us commence1 with the description of the system. For simplicity of explanation we first restrict ourselves to a two-state system in quantum physics. Any molecule can be chosen as an example, if we select just two states. However, such a choice must be well-defined (for example, the rest of the states does not know about the selected pair, or, more realistically, it is known how to incorporate the interaction for the later purposes). The wave function, that is a projection of the state on a continuum, describes the system in full. In the context of the thesis the continuum is called an adiabatic parameter, and is mostly represented by the internuclear distance in a molecule. Time development of a state is described by the evolution operator while the eigenstates of the whole system are given by the hamiltonian. This operator is further projected on the subspace of our two states and its matrix elements in continuum are called diabatic potentials (for the diagonal elements) and coupling (for the off-diagonal elements). Eigenvalues of the potential matrix are the so called adiabatic potentials. Here we see how the two-state system can be embedded in the field of molecular physics.

First part of the thesis is related to nonadiabatic transitions, a dynamical process in which the adiabatic state of the system changes. In order to keep the explanation clear let us restrict ourselves to the two-state system. The numbering of the states can correspond to the electronic valence states of a molecule. Choosing the initial conditions so that the system is in a state A we change the adiabatic parameter. The system can either stay in its initial state A or can be switched to the other state, B. In quantum physics we can not say when this switching happens. One could follow Zhu and Nakamura, who chose the value of adiabatic parameter at which the difference of adiabatic potentials reaches a minimum, made it a criterion for the so called avoided crossing, and assigned this value to the change of adiabatic states, that is to the nonadiabatic transition.

In this picture the process can be described as follows below. The system starts in the initial state A, moves along the adiabatic potential by changing the adiabatic parameter, arrives to the avoided crossing, and is switched to the state

---

1 confer with Jan Amos Komenský, the Teacher of Nations
B with the so called nonadiabatic transition probability, the so called small \( p \).
Since we stay in quantum physics, small \( p \) can not describe the nonadiabatic
transition in full. While moving along each adiabatic potential, some phase is
accumulated. The same rule for the phase applies to the quantum transition,
even if the transition is assigned to a point. Thus the full description of the
nonadiabatic transition must include also two, so called dynamical, phases \( \phi \) and
\( \psi \). Obviously, the system is given by the diabatic potentials and the coupling
between them (input), while the nonadiabatic transition is described by the three
quantities \( p, \phi \) and \( \psi \) (output). This relation between the input and output
quantities is the subject of our interest and can be studied using various models.
In this framework we completed the description of nonadiabatic transitions in the
exponential potential model, introduced an exactly solvable diabatically avoided
crossing model and treated semiclassically some potential systems common in
molecular physics.

The reason for which we have been concerned with the exponential potential
model follows. The linear model, solved for all ranges of coupling strength and
energy by Zhu and Nakamura, and the quantum Rozen-Zener-Demkov model,
solved exactly by Osherov and Voronin, can be covered by the exponential model
within the semiclassical framework. This fact was recognized by Nikitin, although
he restricted himself to the nonadiabatic transition probability. We can prove
this coverage also for the dynamical phases. Moreover, we clarified and greatly
improved the accuracy of the parameters which Nikitin used for his solution.
However, since our improvement is based on potentials in the complex coordinate
plane, experimentalists will find the improved parameters of small use at the
moment.

The reason for which we solved the first diabatically avoided crossing model
follows. In the diabatically avoided crossing model the diabatic potentials do not
cross and that is why the linear model of the crossing by Zhu and Nakamura is
not applicable. Moreover, within the class of quantum models exactly solvable in
terms of Meijer G functions, which properties are known, this was a model which
nobody considered. Osherov might have omitted the model because the diabatic
potentials are sharp at one point which is not esthetical.

The reason for which we derived the conditions for the complete reflection and
for the complete transmission in some two-state systems, common in molecular
physics, follows. Since these systems are common, they are interesting for both
theorists and experimentalists. Reflection and transmission are basic processes
across all physics and their completeness is theoretically interesting. The com-
plicated semiclassical conditions for complete reflection and transmission were
easily achieved by the simple technique of sewing up the wave function.

The dissociative recombination in the last part of the thesis is a rearrangement
problem. We considered a collision of a positively charged hydrogen molecule
with an electron. The charge recombines while the molecule disintegrates into
two neutral hydrogen atoms. Within the framework of Multi-channel Quantum
Defect Theory, developed by Seaton, we contributed to the methods of solving integral equations with a singular kernel.

The thesis itself consists of two parts. The first of them is devoted to physics, (cf. Papers 1-4), while in the second one we are concerned with economics (cf. Papers 5-6). The physical problems, main part of the thesis, can be divided to two groups. The first of them are nonadiabatic transitions (sections II-IV), the second one is the dissociative recombination (section V). See the List of Papers at the end of thesis.

The theses themselves are divided into the following. In section II we complete the description of nonadiabatic transitions in the exponential potential model. In section III we give the exact quantum mechanical solution for a model of diabatically avoided crossing and analyze this model semiclassically. In section IV we derive the semiclassical conditions for the complete reflection and the complete transmission in some potential systems common in molecular physics. In section V we develop a numerical technique for solving integral equations involved in the dissociative recombination process and derive the exact solution of Lippman-Schwinger equation for the case of separable electronic coupling.

Opening and closing remarks to each section are borrowed from our papers in respective journals. Only small changes were made in order to preserve the general structure of the thesis. Amendments contain useful mathematical identities. In Illustrations, there are all the figures referred upon from the text. Tables and Glossary follow afterwards. Appendix comprises one of our ideas of applying the formalism used in physics to economics.
II Exponential Potential Model

Here we review to a certain extent our achievements in the exponential potential model. The full account is given in the Papers 2 and 4.

II.1 Opening remarks

It is well known that nonadiabatic transitions play an important role in various fields of physics, chemistry and biology [1-3]. The most fundamental models are classified into the Landau-Zener-Stueckelberg (LZS) type curve crossing and the Rozen-Zener-Demkov (RZD) type noncrossing problem.

In the last several years, the LZS problems have been solved completely [8-9], and the efficient and accurate theory has been successfully developed even for multi-channel curve crossing problems [10,11]. On the other hand, the exact analytical solution of the RZD model was obtained recently by Osherov and Voronin [12]. In addition, some special exponential potential models have also been solved quantum mechanically exactly [13,14]. This remarkable progress encourages our efforts to formulate a unified theory that covers the above mentioned cases and gives a general formula for the nonadiabatic transition matrix in terms of integrals along the adiabatic potentials.

Here we are concerned with such an exponential model that the diabatic potentials and coupling are given by the same exponential function (see Eq. (II.2) below). The easier attractive case was examined in detail previously [15], and thus in this section the main attention is paid to the semiclassical treatment of the repulsive case. The purpose is to give a derivation of precise formulae of basic parameters which should be used in Nikitin's model [1] and which has not been known so far. Furthermore it is confirmed that the nonadiabatic transition matrix in the exponential model covers both the Landau-Zener (LZ) and the Rozen-Zener (RZ) type matrices as limiting cases. Based on these results the unification of LZ and RZ can be made and will be reported.

The section II is organized as follows. First we define the exponential model and review the treatment of the attractive case. Then the total wave function for repulsive model is obtained by the WKB (Wentzel-Kramer-Brillouin) type semiclassical methods using the high energy approximation. Next the scattering and nonadiabatic transition matrices are given and the validity of the double passage formula is demonstrated. The final formulae are expressed in terms of the model-independent parameters, and are applicable to general potentials. Their accuracy is demonstrated by using various numerical examples. We conclude with remarks for the future research. Amendment II contains the most mathematical parts which are not necessary to be shown in the main text.
II.2 Solving the model

We solve the coupled Schrödinger equations

\[ \left[ -\frac{\hbar^2}{2M} \frac{d^2}{dx^2} + V(x) \right] \psi(x) = E \psi(x) \]  \hspace{1cm} (II.1)

with

\[ \psi = \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix} \]

and

\[ V(x) = \begin{pmatrix} U_1 - V_1 \exp(-\alpha x) & V \exp(-\alpha x) \\ V \exp(-\alpha x) & U_2 - V_2 \exp(-\alpha x) \end{pmatrix}. \]  \hspace{1cm} (II.2)

In dimensionless units \([E] = \hbar^2 \alpha^2 / (2M)\) and \([x] = 1/\alpha\), the above equations have the form

\[ -\psi''_1(x) + (U_1 - V_1 \exp(-x) - E) \psi_1(x) + V \exp(-x) \psi_2(x) = 0 \]  \hspace{1cm} (II.3)

and

\[ -\psi''_2(x) + (U_2 - V_2 \exp(-x) - E) \psi_2(x) + V \exp(-x) \psi_1(x) = 0. \]

Without loss of generality we choose \(U_1 > U_2\). In both attractive \((V_1 > 0)\) and repulsive \((V_1 < 0)\) cases we assume that \(V_1 V_2 > V^2\) in order to avoid the case of three asymptotically open channels. In the adiabatic representation the coupling is localized and the diagonal adiabatic potentials are given by

\[ a_{1,2}^{(a)}(x) = \frac{V_{11} + V_{22}}{2} \pm \left[ \left( \frac{V_{11} - V_{22}}{2} \right)^2 + V_{12}^2 \right]^{1/2}, \]  \hspace{1cm} (II.4)

where \(V_{ij}(x)\) are the elements of the matrix \(\tilde{V}(x)\) in Eq. (II.2). The adiabatic wave functions \(\phi_i(x)\) \((i = 1, 2)\) obey the transformation,

\[ \begin{pmatrix} \phi_1(x) \\ \phi_2(x) \end{pmatrix} = \hat{R}(\theta(x)) \begin{pmatrix} \psi_1(x) \\ \psi_2(x) \end{pmatrix}, \]  \hspace{1cm} (II.5)

where

\[ \hat{R}(\theta) = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \text{ with } \theta(x) = \frac{1}{2} \arctan \left( \frac{2V_{12}(x)}{V_{22}(x) - V_{11}(x)} \right), \]  \hspace{1cm} (II.6)

and \(\theta \in [0, \pi/2]\). A new variable \(\rho\) defined by

\[ \rho = 2\sqrt{|V|} \exp \left( -\frac{x}{2} \right), \]  \hspace{1cm} (II.7)
and the parameters
\[ \mu \equiv 2\sqrt{E - U_2}, \quad \nu \equiv 2\sqrt{E - U_1}, \quad \text{and} \quad \beta_1 \equiv \frac{V_i}{|V|}. \] (II.8)
reduce the coupled differential equations (II.3) into the following form:
\[ \left[ \rho^2 \frac{d^2}{d\rho^2} + \rho \frac{d}{d\rho} + \nu^2 + \beta_1 \rho^2 \right] \psi_1 = \rho^2 \psi_2 \] (II.9)
and
\[ \left[ \rho^2 \frac{d^2}{d\rho^2} + \rho \frac{d}{d\rho} + \mu^2 + \beta_2 \rho^2 \right] \psi_2 = \rho^2 \psi_1. \]
In order to decouple Eq. (II.9) we perform the modified Bessel transformation
\[ \psi_n(\rho) = \int_{C} d\rho p F_n(p) Z_n(\rho p), \] (II.10)
where \( C \) is a certain contour in the complex \( p \)-plane. \( Z_n \) stands for any appropriate kind of the Bessel function \( (H_{\pm}^{(1,2)} \text{ here}) \) [16], which satisfies
\[ \left[ z^2 \frac{d^2}{dz^2} + z \frac{d}{dz} \right] Z_n(z) = -\left( z^2 + \nu^2 \right) Z_n(z). \] (II.11)
We note that it is necessary to choose appropriate combinations of the Bessel function \( Z \) and the corresponding contour \( C \) in Eq. (II.10) in order (1) to satisfy the boundary conditions and (2) to fulfill the conditions imposed on the asymptotic behavior of \( F_j(p) \) by Bessel transformation [15]. It suffices to use an appropriate kind of Bessel function for each independent solution.

Having substituted Eq. (II.10) into Eq. (II.9), we can decouple \( F_2(p) \) from \( F_1(p) \) as,
\[ F_2(p) = \text{sgn}(V) \left( \beta_1 - p^2 \right) F_1(p). \] (II.12)
In the obtained exact differential equation for \( F_1(p) \) we first cancel \( F_1(p) \) by substituting
\[ f_1(p) \equiv \sqrt{p} \left( p^2 - a_1 \right) \left( p^2 - a_2 \right) F_1(p), \] (II.13)
where
\[ a_{1,2} = \frac{1}{2} \left( \beta_1 + \beta_2 \pm \sqrt{\left( \frac{\beta_1 - \beta_2}{2} \right)^2 + 1} \right). \] (II.14)
The meaning of \( |a, V| \) in Eq. (II.14) is nothing but a preexponential constant of the \( i \)-th adiabatic potential in the classically forbidden region (see Eqs. (II.4) and (II.8)). The resulting differential equation is further reduced in the quasiclassical limit \( \alpha \rightarrow 0 \) (that is \( \mu^2, \nu^2, \mu^2 - \nu^2 \sim \alpha^{-2} \gg 1 \)) to the following form
\[ \left[ \frac{d^2}{dp^2} + P_0(p) \right] f_1(p) = 0, \] (II.15)
where
\[ P_0(p) = \frac{\mu^2 (p^2 - c_1) (p^2 - c_2)}{p^2 (p^2 - a_1) (p^2 - a_2)}, \] (II.16)
and the coefficients \( c_1, c_2 \) are defined as
\[ c_{1,2} = \frac{1}{2} \left( \beta_1 + \beta_2 \frac{\nu^2}{\mu^2} \right) \pm \sqrt{\left( \beta_1 - \beta_2 \frac{\nu^2}{\mu^2} \right)^2 + \frac{\nu^2}{\mu^2}}. \] (II.17)
In the high energy limit
\[ c_i \xrightarrow{E \to \infty} a_i. \] (II.18)
We simplify the formal WKB solution of Eq. (II.15)
\[ f_{1}^{(n)} = \frac{1}{\sqrt{P_0}} \exp \left( \mp i \int^p \sqrt{P_0} \, dp \right), \quad n = 1, 2, \] (II.19)
by means of the high energy approximation \( \nu^2 \gg 1 \):
\[ \sqrt{P_0} \simeq \frac{\nu}{p} + \delta_1 \frac{2p}{p^2 - a_1} + \delta_2 \frac{2p}{p^2 - a_2} + O(\delta^2), \quad \sqrt{P_0} \simeq \frac{\mu}{\sqrt{p}}. \] (II.20)
The energy dependent parameters \( \delta \)'s in Eq. (II.20) are defined in terms of the mixing angle in the limit of asymptotically forbidden region,
\[ \delta_i \simeq \mu \frac{a_i - c_i}{4a_i} = \frac{\mu - \nu}{4} (1 \pm \cos (2\theta(-\infty))), \] (II.21)
\[ \delta = \delta_1 + \delta_2. \]
In addition to the WKB approximation in Eq. (II.19), we expand also the Hankel function in Eq. (II.10) using Eq. (II.85) of the Amendment. Then the contour integral of Eq. (II.10) contains the phase integral given by
\[ S(\rho, p) = \int^p \sqrt{P_0(p)} \, dp - \int^{\rho p} \sqrt{1 + \frac{\nu^2}{\xi^2}} \, d\xi. \] (II.22)
The main contribution comes from the saddle points \( p_j \uparrow(p) \) defined by
\[ \frac{\partial}{\partial p} S(\rho, p) \bigg|_{\rho = p_j \uparrow} = 0, \] (II.23)
and given explicitly by
\[ (p_j \uparrow(p))^2 = \frac{\beta_1 + \beta_2}{2} - \frac{\nu^2 - \mu^2}{2\rho^2} \pm \sqrt{\left( \frac{\beta_1 - \beta_2}{2} - \frac{\nu^2 - \mu^2}{2\rho^2} \right)^2 + 1} \quad j = 1, 2. \] (II.24)
Because of this \( \rho - p \) correspondence the above action simply becomes

\[
S(\rho, p_j \dot{\rho}(\rho)) = \int^x \sqrt{E - u_j^{(a)}(x)} \, dx \equiv S_j(\rho) \tag{II.25}
\]

The procedure in this section defines the semiclassical approximation used to solve the present exponential model. We cut the complex \( p \)-plane along the four branch cuts of \( (P_0)^{1/2} \) chosen on the imaginary axis

\[
\left( i\sqrt{|c_j|}, i\sqrt{|a_j|} \right), \quad \left( -i\sqrt{|a_j|}, -i\sqrt{|c_j|} \right) \quad j = 1, 2. \tag{II.26}
\]

II.2.1 Repulsive case

Since we deal with two coupled differential equations of the second order, we first represent the total wave function as a linear combination of four fundamental solutions given by some, yet unknown, contour integrals. Then we evaluate these integrals in the limits \( x \to \mp \infty \) and determine the four constants of this linear combination. When \( x \) lies in the classically inaccessible region, we obtain two restrictions on these constants because of the decay of wave function in each adiabatic channel. Evaluating the contour integrals for \( x \to \infty \), we get the asymptotic form of the wave function. In order to obtain the \( S \)-matrix we set one more condition that the total wave function is of such a form that the incident wave propagates only in one channel. Then the last constant is just a multiplicative factor of the total wave function. Thus we can finally obtain the \( S \)-matrix.

**Independent solutions** At \( x \to \infty \), the independent solutions in the adiabatic representation should behave like

\[
\phi_1(\rho) \sim \rho^{\pm i\nu} \sim e^{\mp i k_1 x} \quad \text{and} \quad \phi_2(\rho) \sim \rho^{\pm i\nu} \sim e^{\mp i k_2 x} \quad (\rho \to 0). \tag{II.27}
\]

In the classically inaccessible region they correspond to exponentially growing functions, in general,

\[
\phi_1(\rho) \sim \exp \left( i\sqrt{a_1} |\rho| \right), \quad \phi_2(\rho) \sim \exp \left( i\sqrt{a_2} |\rho| \right) \quad (\rho \to \infty). \tag{II.28}
\]

Eq. (II.27) follows from the fact that the diatomic potentials are asymptotically flat and the coupling vanishes, while Eq. (II.28) can be obtained by solving the Schrödinger equation with the diagonal adiabatic potential matrix (we note that the rotation angle in Eq. (II.6) tends to a constant). If only the leading order term is retained, then we have

\[
\left[ \rho^2 \frac{d^2}{d\rho^2} + a_i \right] \phi_i(\rho) \simeq 0. \tag{II.29}
\]
In Eq. (II.28) the exponentially decreasing terms have been omitted, since they are only subdominant in the region. Taking into account Eqs. (II.27) and (II.28), we can represent the wave function in Eq. (II.10) as

$$
\psi_j(\rho) = \sum_{m,n=1}^{2} \gamma_{mn} I_{mn}^{(j)}(\rho),
$$  

(II.30)

where

$$
I_{mn}^{(j)}(\rho) = \int_{C_{mn}} dp \rho F_j^{(n)}(p) Z^{(n)}(\rho p).
$$  

(II.31)

Here $F_j^{(n)}$ are derived from Eq. (II.19), using Eqs. (II.12) and (II.13). The first index $m$ indicates which couple of symmetric branch cuts is wound around by the contour, while the index $n$ specifies in which complex half-plane the branch is located:

$$
n = 1, \quad Z^{(n)} = H_{-\mu}^{(1)}, \quad \text{lower branch cut}
$$  

(II.32)

$$
n = 2, \quad Z^{(n)} = H_{\mu}^{(2)}, \quad \text{upper branch cut}.
$$

The case $n = 1$ ($n = 2$) corresponds to the contour tips at $p = +i\infty$ ($p = -i\infty$) as shown in Fig. 1. From this figure and Eqs. (II.10), (II.19) and (II.85) it follows that

$$
I_{mn}^{(j)} = (I_{m,3-n}^{(j)})^*.
$$  

(II.33)

This condition ensures the unitarity of the $S$-matrix. The saddle point analysis, carried out in the high energy limit [15], proves that the main contribution to the integrals in Eq. (II.30) comes from regions in the complex $p$-plane such that

$$
|z| = |z| \sim 0 \quad \text{for} \quad \rho \to 0
$$  

(II.34)

and

$$
|z| = |z| \sim \infty \quad \text{for} \quad \rho \to \infty.
$$

This allows us to expand the Bessel function $H_{\pm \mu}(z)$ in Eq. (II.10) (cf. Eqs. (II.81) and (II.82) in the Amendment). Eq. (II.27) follows from the transformation based on $H_{\pm \mu}(z)$ (or alternatively on $H_{\pm \mu}(z)$). In the limit $\rho \to \infty$ the saddle points tend to $\sqrt{a_\mu}$ (cf. Eqs. (II.14) and (II.24)), which gives Eq. (II.28). Thus the conditions in Eqs. (II.27) and (II.28) can be satisfied by our choice of contours and wave functions.

**Wave function at** $x \to -\infty$ In order to derive the wave function in the forbidden region, we perform the standard procedures, i.e. analyzing the singularities, solving the comparison equation and final asymptotic matching [1,6,7].

The total wave function

$$
\Phi(\rho) = \begin{pmatrix} \phi_1 \\ \phi_2 \end{pmatrix}
$$  

(II.35)
should not contain exponentially growing terms at \( \rho \to \infty \). In order to satisfy this physical condition we first evaluate the integrals \( I_{n\nu}^{(j)}(\rho) \) of Eq. (II.30) for \( \rho \to \infty \). To do this, we first have to match the local solution of Eq. (II.15) at \( p \sim \sqrt{a} \) to the WKB solution Eq. (II.19). The procedure is explained in the Appendices B and C, and the final expressions of \( I_{n\nu}^{(j)}(\rho) \) are given in Eqs. (II.D.3) and (II.D.4) in the Amendment. Then we rotate the diabatic wave functions \( \psi_{j}(x) \) given by Eq. (II.30) into the adiabatic ones \( \phi_{j}(x) \) using the matrix in Eq. (II.6) (cf. Eq. (II.D.5) in the Amendment). To cancel the contribution of exponentially diverging terms in adiabatic wave functions in Eq. (II.28), the following condition should be satisfied (cf. Eq. (II.D.7) in the Amendment)

\[
\frac{\gamma_{12}}{\gamma_{11}} = \exp(i\alpha_{1}), \quad \frac{\gamma_{22}}{\gamma_{21}} = \exp(i\alpha_{2}),
\]

where

\[
\alpha_{i} = -\frac{2}{\nu} \left( \arg(\Gamma(\iota \delta_{i})) + \delta_{3-1} \ln(a_{2} - a_{1}) + \frac{\nu}{2} \ln(-a_{i}) + \delta_{1} \ln \left( \frac{-a_{i}}{\nu} \right) \right).
\]

**Wave function at \( x \to \infty \)** Evaluating integrals in Eq. (II.31) at \( \rho \to 0 \), we get the total wave function

\[
\psi_{1}(\rho) = \pi \frac{\rho^{\nu}}{\sqrt{\mu}} e^{i(\delta_{0} + \pi/4)} \frac{\Gamma(1 + i\delta)(a_{2} - a_{1})^{-i\delta - 1}}{\Gamma(1 + i\delta_{1}) \Gamma(1 + i\delta_{2})} (-e^{i\delta_{2}} \gamma_{11} + e^{-\pi} \gamma_{21}) + \]

\[
+ \pi \frac{\rho^{-\nu}}{\sqrt{\mu}} e^{-i(\delta_{0} + \pi/4)} \frac{\Gamma(1 - i\delta)(a_{2} - a_{1})^{i\delta - 1}}{\Gamma(1 - i\delta_{1}) \Gamma(1 - i\delta_{2})} (-e^{i\delta_{2}} \gamma_{11} + e^{-\pi} \gamma_{22}),
\]

and

\[
\psi_{2}(\rho) = -i \frac{\rho^{\mu}}{\sqrt{\mu}} e^{i(\delta_{0} - \pi \ln(4\nu) - \pi/4)} \Gamma(-i\delta) e^{i\delta/2}
\]

\[
(\gamma_{11} \phi_{1} + \phi_{2}) e^{i\delta/2} (e^{-\pi} \gamma_{11} + e^{-\pi} \gamma_{22}) +
\]

\[
+ i \frac{\rho^{\nu}}{\sqrt{\mu}} e^{-i(\delta_{0} - \pi \ln(4\nu) - \pi/4)} \Gamma(i\delta) e^{i\delta/2} (e^{-\pi} \gamma_{11} + e^{-\pi} \gamma_{22}),
\]

where \( \Gamma \) is the Gamma function [16] and the phase factor

\[
\phi_{0} \equiv \nu \ln \left( \frac{c}{2\nu} \right)
\]

comes from the expansion of Hankel and Gamma functions (cf. Eqs. (II.82) and (II.84) in the Amendment).

The details how to evaluate \( \psi_{3}(\infty) \) are given in Amendment E (cf. Eqs. (II.E.4) and (II.E.6)).
Scattering Matrix and Nonadiabatic Transition Matrix  In this section we first derive the scattering matrix containing parameters of the present exponential potential model. Then we evaluate the adiabatic scattering phase-shifts in order to subtract the nonadiabatic transition probability and dynamical phases, using the idea of double passage. Finally the total S-matrix can be put in a form which is free from the particular parameters of our model.

**Scattering matrix**  Let us first denote the adiabatic momenta,

\[ k_i(x) = \sqrt{E - u_i^{(a)}(x)} \quad \text{and} \quad k_i \equiv \lim_{x \to \infty} k_i(x). \quad (\text{II.41}) \]

Then the scattering matrix in the present case is defined as

\[
\begin{array}{c|c}
\text{channel } \psi_i & \text{channel } \psi_j \\
\leftarrow 1 & \leftarrow 0 \\
\rightarrow -S_{ii} & \rightarrow -S_{ij}
\end{array}
\]

(II.42)

where the arrows mean

\[
\begin{aligned}
\text{incoming wave} & \quad \frac{\exp(\mp ik_j x)}{\sqrt{k_j}} \quad \text{or} \quad \frac{\exp(\mp \int_{x_j}^{x} k_j(x)dx)}{\sqrt{k_j}}, \\
\text{outgoing wave} & \quad \frac{\exp(\mp ik_j x)}{\sqrt{k_j}}
\end{aligned}
\]

(II.43)

and \(x_j^i\) represents the turning point. While the plane waves in Eq. (II.43) are connected by the scattering matrix, \(S(E)\), the latter adiabatic waves define the reduced scattering matrix, \(S^R(E)\).

The matrix \(S(E)\) can be deduced from \(\Psi(x)|_{x \to \infty}\) as explained below. In Eqs. (II.38) and (II.39) the four parameters \(\gamma_{ij}\) are restricted by the two conditions from Eqs. (II.36). We impose one more restriction on \(\gamma_{ij}\) in order to specify the boundary condition of only outgoing wave in the first channel (to obtain \(S_{ij}\) elements) or in the second channel (to obtain \(S_{1j}\) elements). Thus all \(\gamma_{ij}\) can be found up to a multiplicative constant and the \(S\)-matrix elements are evaluated using Eqs. (II.36), (II.38) and (II.39) as follows:

\[
S_{11}(E) = i e^{i \delta} \left[ \delta \ln (a_2 - a_1) + \arg(\Gamma(i\delta_1)) + \arg(\Gamma(i\delta_2)) - \arg(\Gamma(i\delta)) \right] \\
\times \exp \left( 2i \left[ -\phi_0 - \nu \ln(2\sqrt{V}) \right] \right) \left( pe^{i\alpha_2} + (1-p)e^{i\alpha_1} \right),
\]

(II.44a)

\[
S_{12}(E) = -i \frac{\sqrt{\delta_1 \delta_2}}{\pi} \frac{\sinh(\pi\delta_1) \sinh(\pi\delta_2) \Gamma(i\delta_1) \Gamma(i\delta_2)}{\sinh(\pi\delta)} e^{\pi(i\delta_1 - \delta_2)/2} \\
\times \exp \left( i \left[ \delta \ln (4\nu (a_2 - a_1)) - 2\phi_0 - (\nu + \mu) \ln(2\sqrt{V}) \right] \right) \left( e^{i\alpha_2} - e^{i\alpha_1} \right),
\]

(II.44b)

\[
S_{21}(E) = -i \frac{\pi}{\sqrt{\delta_1 \delta_2}} \exp \left( i \left[ \delta \ln (4\nu (a_2 - a_1)) - 2\phi_0 - (\nu + \mu) \ln(2\sqrt{V}) \right] \right) e^{\pi(i\delta_1 - \delta_2)/2} \frac{\sinh(\pi\delta) \Gamma(-i\delta_1) \Gamma(-i\delta_2)}{\Gamma(-i\delta)},
\]

(II.44c)
\[
S_{22}(E) = i \exp \left( 2i \left[ -\phi_0 + \delta \ln(4\nu) + \arg(\Gamma(i\delta)) - \mu \ln(2\sqrt{V}) \right] \right) \times (p e^{i\alpha_1} + (1-p)e^{i\alpha_2}),
\]
and
\[
|S_{12}(E)|^2 = \frac{4}{\left[ \exp(\pi\delta) \sinh(\pi\delta_1) + \sinh(\pi\delta_1) \right]^2} \sin^2 \left( \frac{\alpha_2 - \alpha_1}{2} \right).
\]

The S-matrix given above satisfies symmetry and unitarity (cf. Eqs. (II.F.1)-(II.F.7) in the Amendment). The total transition probability \(|S_{12}|^2\) is given by

\[
\frac{1}{\sqrt{k_i(x)}} \exp(i \int_{x_s}^x k_i(y)dy) \]

from left to the right, both far from the reference point \(x_s\). It generally has the form

\[
I(x_s) = \left( \frac{\sqrt{1-p} \exp(-i\phi)}{\sqrt{p} \exp(i\psi)} \right) \left( \frac{-\sqrt{p} \exp(-i\psi)}{\sqrt{1-p} \exp(i\phi)} \right),
\]

where \(p\) is the nonadiabatic transition probability for one passage through the transition region, and \(\psi\) and \(\phi\) are the dynamical phases. If the turning points are well separated from the transition region and the WKB approximation does not break, then the S-matrix is decomposed to have the following double passage form

\[
S_{11} = i \exp(i(2(d_1 - \phi) - \Phi_{12})) \left( (1-p)e^{i\Phi_{12}} + p e^{-i\Phi_{12}} \right),
\]
\[
S_{22} = i \exp(i(2(d_2 + \phi) + \Phi_{12})) \left( (1-p)e^{-i\Phi_{12}} + p e^{i\Phi_{12}} \right),
\]
and
\[
S_{12} = S_{21} = -2 \exp(i(d_1 + d_2)) \sqrt{p(1-p)\sin(\Phi_{12})},
\]
where
\[
\Phi_{12} = \Delta_1 - \Delta_2 + \psi - \phi.
\]
The quantities $d_i$ are the adiabatic elastic scattering phase shifts and $\Delta_i$ are the adiabatic scattering phases from the turning point to the reference point $x_s = \Re x_*$, where $x_s$ is the complex crossing point (see Eq. (II.54) below). Our goal now is to subtract the parameters $p$, $\phi$, and $\psi$ from Eqs. (II.44a)-(II.44d) using this double passage formula. It is easy to see that $p$ of Eq. (II.45) is the nonadiabatic transition probability in Eq. (II.49), which has the same form as in the attractive case. Indeed, in the case of asymptotically high energies the transition probability should not depend on the sign of potential slopes. Comparing Eqs. (II.44a)-(II.44d) and (II.49) we can also identify $\Phi_1$ of Eq. (II.50) as

$$2\Phi_1 = \alpha_2 - \alpha_1. \quad (II.51)$$

To obtain explicit expressions of $\phi$ and $\psi$ it is necessary to evaluate the phase shift integrals on the adiabatic potentials, $d_i$ and $\Delta_i$. The exact results can not be obtained analytically but we can obtain analytical results within the high energy expansion. For this purpose we make use of Eq. (II.22).

The adiabatic elastic scattering phase shifts are defined by

$$d_i \equiv \lim_{x \to \infty} \int_{x_i}^{X} \sqrt{E - u_i^{(a)}(x)} \, dx - X \sqrt{E - U_i}. \quad (II.52)$$

The phase shifts between the reference point and the turning points are given as

$$\Delta_i \equiv \int_{x_i}^{x_s} \sqrt{E - u_i^{(a)}(x)} \, dx. \quad (II.53)$$

In order to represent the scattering matrix in the double passage form we choose the reference point as a real part of the complex crossing point of adiabatic potentials,

$$x_s \equiv \Re x_* = -\ln \left( \frac{(U_1 - U_2)/(2|V|)}{\sqrt{1 + (\frac{\beta_1}{\beta_2})^2}} \right). \quad (II.54)$$

In addition to this we modify Eq. (II.22) to the following form

$$\int_{x_s}^{x} \sqrt{E - u_j^{(a)}(y)} \, dy = \int_{\sqrt{\xi}}^{e_1(p)} \sqrt{P_0(p)} \, dp - \int_{e_2(p)}^{\sqrt{\xi}} \sqrt{1 + \frac{\nu^2}{\xi^2}} \, d\xi. \quad (II.55)$$

and note that

$$p_1 \uparrow(p) \xrightarrow{\rho \to 0} \beta_1,$$

$$p_2 \uparrow(p) \xrightarrow{\rho \to 0} \sqrt{\mu^2 - \nu^2 / \rho}.$$

Equations (II.54) and (II.55) enable us to evaluate the phases in Eqs. (II.52) and (II.53). The results follow (cf. Eqs. (II.G.1)-(II.G.7) in the Amendment)

$$d_1 = \nu \ln \nu - \nu - \nu \ln |V| - \frac{\nu}{2} \ln |\alpha_1| - \delta_1 \ln \left| \frac{\alpha_1}{\mu} \right| + \delta_1 - \delta_1 \ln \sqrt{\delta_1 \delta_2} + \frac{\delta_2}{\delta}. \quad (II.56)$$
\[ d_2 = \mu \ln \mu - \mu - \frac{\mu}{2} \ln |V| - \frac{\mu}{2} \ln |a_2| + \delta_1 \ln \left| \frac{a_2}{\mu} \right| - \delta_1 + \delta_1 \ln \sqrt{\delta_1 \delta_2} - \delta_2 \ln \frac{\delta_2}{\delta}, \quad (\text{II.57}) \]

and

\[ \Delta_1 - \Delta_2 = \frac{\nu}{2} \ln \left( \frac{a_2}{a_1} \right) + \delta_1 \ln \frac{a_2}{a_1} + \delta_1 \ln \frac{\delta_1}{\mu} + \delta_2 \ln |a_1| + (\delta_1 - \delta_2) \ln \frac{\delta}{\sqrt{\delta_1 \delta_2}} \quad (\text{II.58}) \]

\[ -\delta_2 + \delta_2 \ln \frac{\delta_2}{\mu} - \delta_1 \ln |a_2| - \text{Re} \left\{ \int_{\mathbb{R}^+} (k_1(x) - k_2(x)) dx \right\}. \]

**The general S-matrix** Identifying \( p \) of the \( S \)-matrix formula with that of the \( I \)-matrix we can find the dynamical phases. First we substitute Eqs. (II.56), (II.57) and (II.58) into the double passage formula in Eq. (II.49). The dynamical phases follow when comparing the result with the \( S \)-matrix in Eqs. (II.44a)-(II.44d). We remind the notation

\[ \gamma(X) = X \ln(X) - X - \arg \left( \Gamma(iX) \right), \quad (\text{II.59}) \]

in terms of which the dynamical phases result in

\[ \phi = \gamma(\delta_2) - \gamma(\delta) \quad (\text{II.60}) \]

and

\[ \psi = \gamma(\delta_1) - \gamma(\delta) - 2 \left[ \sqrt{\delta \delta_2} + \frac{\delta_1}{2} \ln \frac{\sqrt{\delta} - \sqrt{\delta_2}}{\sqrt{\delta} + \sqrt{\delta_2}} \right]. \quad (\text{II.61}) \]

The phases \( \psi \) and \( \phi \), unlike from the previous \( S \)-matrix in Eqs. (II.44a)-(II.44d), depend only on the parameters \( \delta_i \). Furthermore we show that \( \delta_i \) can be considered as being free from the particular parameters of the exponential model.

We have proven above that the total \( S \)-matrix can be put to a general form

\[ S_{ij}(E) = \lim_{r \rightarrow \infty} \exp \left( -i(k_i(\infty) + k_j(\infty)) x \right) \quad (\text{II.62}) \]

\[ \left[ P(x, x_s) I(x_s; E) P(x_s, x^t) I^t(x^t, x_s) I(x_s; E) P^*(x_s, x) \right]_{ij}, \]

where the diagonal matrix \( P \) represents the uncoupled adiabatic propagation,

\[ P_{ij}(b, a) = \delta_{ij} \exp \left( i \int_{a}^{b} k_j(y) dy \right). \quad (\text{II.63}) \]

Finally, the nonadiabatic transition matrix \( J \) is given by Eq. (II.48), with the parameters \( p, \phi \) and \( \psi \) defined in Eqs. (II.45), (II.60) and (II.61). \( J' \) in Eq. (II.62) is a transpose of \( J \) and \( P^* \) is a complex conjugate of the matrix in Eq. (II.63). The energy dependent parameters \( \delta_i(E) \) are nothing but the contour integrals of
adiabatic momenta in the complex coordinate plane. In the attractive case they have the following form [15],

\[
\delta_1 = \frac{1}{\pi} \Im \left\{ \int_{x_1}^{x_2} k_2(x) \, dx - \int_{x_1}^{x_2} k_1(x) \, dx \right\}
\]

and

\[
\delta_2 = \frac{1}{\pi} \Im \left\{ \int_{\Re(x)}^{x_2} [k_2(x) - k_1(x)] \, dx \right\},
\]

where \(x_i^*\) are the turning points (complex in the attractive case) and \(x_*\) is the crossing point of adiabatic potentials in the complex plane. For the proof of Eqs. (II.64) and (II.65) confer with Eqs. (II.H.1)-(II.H.5) in the Amendment and Figs. 2-4.

In the repulsive case (cf. Eqs. (II.H.6)-(II.H.13) in the Amendment) that

\[
\delta_1 = \delta - \delta_{LZ}
\]

and

\[
\frac{1}{\pi} \Im \left\{ \int_{\Re(x_*)}^{x_*} [k_2(x) - k_1(x)] \, dx \right\} \equiv \delta_{LZ},
\]

where

\[
\delta = \frac{\mu - \nu}{2} \equiv \delta_{RZ}.
\]

The Rozen-Zener parameter in the above equation can be expressed as follows

\[
\delta_{RZ} = \frac{1}{2\pi i} \oint_{\infty} [k_2(x) - k_1(x)] \, dx,
\]

as it can be seen when introducing a new variable, \(z = e^{-x}\). Finally, based on the symmetries between the attractive and repulsive case (cf. Eq. (II.H.7) in the Amendment), the formulae in Eqs. (II.66) and (II.67) are equivalent to

\[
\delta_1 = \frac{1}{\pi} \Im \left\{ \int_{\Re(x_*)}^{x_*} [k_2(x + i\pi) - k_1(x + i\pi)] \, dx \right\},
\]

and

\[
\delta_2 = \frac{1}{\pi} \Im \left\{ \int_{x_2}^{x_2} k_2(x + i\pi) \, dx - \int_{x_1}^{x_1} k_1(x + i\pi) \, dx \right\}.
\]

These formulae have a very illustrative meaning. In Fig. 4 (attractive case) we can see that the parameter \(\delta = \delta_1 + \delta_2\) is given by the two contour integrals of adiabatic momenta between the adjacent complex turning points. In the repulsive case, however, the pairs of turning points degenerate on the real axis (regardless of the exponential model) and the only independent contour integral is that one for \(\delta_{LZ}\). The parameter \(\delta_{RZ}\) (also \(\delta_{LZ}\)) can be obtained by inverting the potential,

\[
V_{ij}(x)|_{atrr.} = V_{ij}^{(s)}(\infty) - (V_{ij}(x) - V_{ij}(\infty)),
\]
and substituting the corresponding adiabatic momenta \( k_i(x) \big|_{\text{attr}} \) into Eqs. (II.70) and (II.71) instead of \( k_i(x + i\pi) \). It is well known in semiclassical analysis that the results for the attractive and repulsive cases do not differ in the high energy limit. The advantage of the above formulae, however, is that their validity does not require energy much bigger than the asymptotic separation of adiabatic potential energy levels. Such an achievement is quite substantial as we demonstrate in the next section. This is due to the contour integral definition of the substantial parameters \( \delta_1 \) and \( \delta_2 \) which enables us to apply the above formulae for energies even quite below the diabatic crossing point.

### II.3 Numerical examples

We could expect that the high energy approximation is the critical factor which limits the accuracy of the present semiclassical treatment (see Eq. (II.20)). This approximation means in terms of energy

\[
E \geq \frac{(\Delta U)^2}{\delta^2}, \quad \delta \to 0,
\]

(II.73)

when we neglect quantities \( \sim \delta^2 \). However, we found that the results in Eqs. (II.44a)-(II.44d) are far more accurate than it could follow from Eq. (II.73). It is surprising that the theory works even when the energy is below the crossing point of diabatic potentials. Moreover, using the general formulae in Eqs. (II.64) and (II.65) we can extend the validity region of our results to a larger range of energy. Particular examples are given in Figs. 6 and 7. The following three quantities are shown in these figures:

\[
P(E) = \left| S_{12}^R(E) \right|^2, \quad \text{II.74}
\]

\[
\Phi(E) = \frac{1}{\pi} \arg \left\{ \frac{S_{12}^R(E)}{S_{22}^R(E)} \right\}, \quad \text{II.75}
\]

and

\[
\Psi(E) = \frac{1}{\pi} \arg \left\{ S_{11}^R(E) S_{22}^R(E) \right\}. \quad \text{II.76}
\]

The exact numerical solution (full line) is compared with our analytical solution (circles) from Eq. (II.62). We note that

\[
S^R_{ij}(E) = \exp \left( -i(d_i + d_j) \right) S(E)_{ij}. \quad \text{II.77}
\]

The phases of the reduced scattering matrix vary slowly with energy compared to those of \( S(E) \). As it follows from Eq. (II.49) \( \Psi \) is equal to \( \pm 1 \) as long as the double passage formula is justified. \( \Phi \) includes the quantum phases \( \phi \) and \( \psi \) as
well as the adiabatic phases \( \Delta_1 \) and \( \Delta_2 \). In Figs. 6-7 it can also be seen that the transition probability for asymptotically high energy has a simple form,

\[
|S_{12}|^2 \sim \sin^2 \left( 2\theta(\infty) \right) \sin^2 \left( \frac{\sqrt{E}}{2} \ln \frac{a_1}{a_2} \right),
\]

as follows from Eq. (II.46) in the limit \( \delta \to 0 \). In Fig. 6 the Stueckelberg oscillations can be seen not only in the overall transition probability, \( P(E) \), but also in the \( S \)-matrix phase, \( \Phi(E) \). In Fig. 7 these oscillations are very slow since the adiabatic potentials are almost parallel and \( U_1 - U_2 \) is small.

The above comparison of exact and analytical values can not be done, strictly speaking, for the nonadiabatic transition matrix. This is because the reduced scattering matrix in the form of double passage has only two independent parameters, \( P \) and \( \Phi \),

\[
S^R(E) = \begin{pmatrix}
    i\sqrt{1 - P(E)} \exp(i\pi\Phi(E)/2) & -\sqrt{P(E)} \\
    -\sqrt{P(E)} & i\sqrt{1 - P(E)} \exp(-i\pi\Phi(E)/2)
\end{pmatrix},
\]

which can not provide enough equations for the three parameters of nonadiabatic transition matrix, \( p \), \( \phi \) and \( \psi \). In other words, for any nonadiabatic transition matrix \( I \) we can find a group of matrices \( IU(\omega; E) \),

\[
U(\omega; E) = \begin{pmatrix}
    \pm \sqrt{1 - \omega} & \mp \sqrt{\omega} \exp(-i(\Delta_2 - \Delta_1)) \\
    \pm \sqrt{\omega} \exp(i(\Delta_2 - \Delta_1)) & \pm \sqrt{1 - \omega}
\end{pmatrix},
\]

\( 0 < \omega < 1 \), resulting in the same matrix \( S^R(E) \). There is only one phase factor in the above matrix, \( \Delta_2(E) - \Delta_1(E) \), which compensates the difference of adiabatic phase shifts between the turning points and the reference point. If used in Eq. (II.62) instead of \( I \), \( U \) yields the same scattering matrix as \( I = 1 \).

### II.4 Closing remarks

We have semiclassically solved the exponential potential model. The final expressions of the nonadiabatic transition matrix are given in terms of two parameters \( \delta_1 \) and \( \delta_2 \) which are defined by the general contour integrals of adiabatic momenta and are free from particular parameters of the exponential model. The expressions for nonadiabatic transition probability as well as the dynamical phases in terms of \( \delta_1 \) and \( \delta_2 \) are confirmed to be the same as found by Nikitin. The theory works well even at low energies far beyond the high energy approximation used in the beginning of our analysis. Interesting oscillation of the total transition probability was found at energies lower than the diabatic crossing point. This can be explained by the fact that the adiabatic avoided crossing point is much lower than the diabatic one. Our semiclassical treatment can reproduce even this
oscillation. The present theory is expected to be applicable to a broader class of potential models which have similar structures of the singularities in the complex plane.

**Amendment**

This amendment provides useful mathematical descriptions to such an extent that is sufficient for understanding the previous results in section II.

### II.A. Hankel functions

First let us clarify what kind of Bessel functions we use for the four contour integrals. On the contours asymptotically bound to the upper half of the complex \( p \) plane \( H_{-\nu}^{(1)}(pp) \) function is used, while on those leading to the lower half plane \( H_{\nu}^{(2)}(pp) \) stands for the transformation kernel. Then the asymptotic form of the wave functions follows from the following expansions: for \( \rho \to \infty \) \((z \to \infty)\) (corresponding to the closed channel region)

\[
H_{-\nu}^{(1)}(z) = \sqrt{\frac{2}{\pi z}} e^{-\pi \nu/2} \exp \left( i \left( z - \frac{\pi}{4} \right) \right) + O \left( z^{-3/2} \right) \quad \text{(II.81)}
\]

and

\[
H_{\nu}^{(2)}(z) = \sqrt{\frac{2}{\pi z}} e^{-\pi \nu/2} \exp \left( -i \left( z - \frac{\pi}{4} \right) \right) + O \left( z^{-3/2} \right) \quad (z \to \infty),
\]

and for \( \rho \to 0 \) \((z \to 0)\) (corresponding to the open channel region)

\[
H_{-\nu}^{(1)}(z) = -\frac{1}{\sinh(\pi \nu)} \left( \frac{z}{2} \right)^{\nu} \frac{1}{\Gamma(1 + i\nu)} \left( 1 - \frac{\left( \frac{z}{2} \right)^2}{1 + i\nu} \right) \left[ 1 + O \left( z^2 \right) + O \left( \exp(-\pi \nu) \right) \right] \quad \text{(II.82)}
\]

and

\[
H_{\nu}^{(2)}(z) = -\frac{1}{\sinh(\pi \nu)} \left( \frac{z}{2} \right)^{-\nu} \frac{1}{\Gamma(1 - i\nu)} \left( 1 - \frac{\left( \frac{z}{2} \right)^2}{1 - i\nu} \right) \left[ 1 + O \left( z^2 \right) + O \left( \exp(-\pi \nu) \right) \right].
\]

In Eq. (II.82) it is convenient to take

\[
\left( 1 - \frac{\left( \frac{z}{2} \right)^2}{1 \pm i\nu} \right) \approx \exp \left( \frac{i\nu^2}{4\nu} \right), \quad \text{(II.83)}
\]

and also to apply the high energy limit,

\[
\arg(\Gamma(1 + i\nu)) = \frac{\pi}{4} + \nu \ln \nu - \nu + O(\nu^{-1}). \quad \text{(II.84)}
\]
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Finally we give the semiclassical Hankel functions. Substituting \( Z(z) = y(z)/\sqrt{z} \) in Eq. (II.11) we obtain the WKB form of \( y(z) \). In the limit \( \nu^2 \gg 1 \) the two independent solutions read

\[
H_{\pi \nu}^{(1,2)}(z) \sim \frac{1}{\sqrt{\nu^2 + z^2}} \exp \left( \pm i \int^z \sqrt{1 + \frac{\nu^2}{\xi^2}} d\xi \right). \tag{II.85}
\]

II.B. Local solutions of Eq. (II.15)

Here we give the mathematical preliminaries of evaluating wave functions at \( \rho \to \infty \), that means the solution in the classically inaccessible region. We expand Eq. (II.15) at each singular point of its solution (cf. Eq. (II.13)), because all smoothly varying terms are effectively canceled by the highly oscillating transforming Hankel functions in Eq. (II.10). After finding the local solutions we match them to the asymptotic WKB form.

Let us start with the Whittaker’s standard form of confluent hypergeometric equation, i.e. in our case

\[
\frac{d^2}{dz^2}f(z) + \left( -\frac{1}{4} + \frac{i\Delta}{z} \right) f(z) = 0, \quad \Re \Delta = 0. \tag{II.B.1}
\]

The independent solutions of (II.B.1) are given in terms of confluent hypergeometric functions \( \Phi \) and \( \Psi \) as

\[
f_1(z) = z \exp(-z/2) \Phi(1 - i\Delta, 2, z) \tag{II.B.2}
\]

and

\[
f_2(z) = z \exp(-z/2) \Psi(1 - i\Delta, 2, z). \tag{II.B.3}
\]

Taylor series to the order \( O(1/|z|) \) yield

\[
f_1(z) \simeq z^{i\Delta} \exp(-z/2) \frac{\exp(i\epsilon z) \Gamma(1 - i\Delta)}{\Gamma(1 + i\Delta)} - z^{-i\Delta} \frac{\exp(z/2)}{\Gamma(1 - i\Delta)} \tag{II.B.3a}
\]

and

\[
f_2(z) \simeq z^{i\Delta} \exp(-z/2), \quad \epsilon \equiv \text{sgn} (\Im z), \quad \exp(z) \simeq 1,
\]

the last relation indicating that \( p \) is still sufficiently close to the point of expansion. To match directly (II.B.3a) to the WKB solutions of nonexpanded Schrödinger equation we need to introduce

\[
f_+(z) \equiv f_2(z) \simeq z^{i\Delta} \tag{II.B.4}
\]

and

\[
f_-(z) \equiv Qf_1(z) + Rf_2(z) \simeq z^{-i\Delta}.
\]
where
\[ R = \frac{\Gamma(-i\Delta)}{i\Delta} \exp(i\pi\epsilon)^{1-i\Delta}. \] (II.B.5)

Close to the origin it holds
\[ \Phi(1-i\Delta, 2, z) \simeq 1 + o(z) \] and \[ \Psi(1-i\Delta, 2, z) = \frac{1}{\Gamma(1-i\Delta)} \frac{1}{z} + o(\ln(z)). \] (II.B.6)

Thus only the \( z^{-1} \) singular term arising from \( \Psi \) contributes \( 2\pi i \) (and the respective multiplicative constants) to the integral of the type
\[ \int \frac{dz}{z} f_\pm(z) H(\kappa z), \quad \kappa \to \infty. \] (II.B.7)

II.C. Confluent hypergeometric integral formulae

The confluent hypergeometric function \( \Psi \) which appears in Eq. (II.B.1) is defined as,
\[ \Psi(a, c, \xi) = \frac{1}{2\pi i} \exp(-a\pi i) \Gamma(1-a) \int_{\infty e^{i\phi}}^{0+} e^{-\xi \tau a^{-1}} (1+i)^{c-\tau-1}. \] (II.C.1)

\( \Phi \) is related to \( \Psi \) by the Kummer relation
\[ \Psi(a, c, \xi) = \frac{\Gamma(c-1)}{\Gamma(a-c+1)} \Phi(a, c, \xi) + \frac{\Gamma(c-1)}{\Gamma(a)} \xi^{1-c} \Phi(a-c+1, 2-c, \xi), \] (II.C.2)

and we have
\[ \Phi(a, c, \xi) = 1 + o(\xi). \] (II.C.3)

II.D. Bessel-Fourier contour integrals at \( x \to -\infty \)

Eq. (II.15) can not be solved in the WKB form when \( x \to -\infty \), since the saddle points approach the singularities \( p = \pm \sqrt{|a_i|} \). That is why we expand Eq. (II.15) to series, solve it locally for \( p \sim \sqrt{|a_i|} \) and match to the asymptotic WKB form. From now on we assume that the definition of \( \sqrt{|a_i|} \) or \( \sqrt{a_i} \) is chosen for each contour in accordance with the respective branch cut (see Fig. 1). Substituting
\[ z_i = \frac{-2i\mu}{\sqrt{|a_i|}} \] (II.D.1)

we get (with the accuracy up to \( O(\delta_i), O(\zeta) \))
\[ \frac{d^2 f_1}{dz_i^2} + \left( -\frac{1}{4} + i \frac{\delta_i}{z_i} \right) f_1 = 0. \] (II.D.2)
The asymptotic form of solutions of local Eq. (II.D.2) (see Eq. (II.B.4)) corresponds to that of the WKB solutions in Eq. (II.19). Thus they can be matched. Making use of Eqs. (II.12), (II.81) and (II.B.1-II.B.7) we finally get

\[
I_{mn}^{(1)}(\rho) = \frac{\pi}{\sqrt{\rho}} \frac{S_n}{\delta_m \Gamma(1_{n,m})} (a_m - a_{3-m})^{\nu_n \delta_m} \left| a_m \right| \left| \frac{a_m}{\mu} \right|^{\nu_n \delta_m} (\frac{a_m}{\mu})^{\nu_n \delta_m} \quad (\text{II.D.3})
\]

\[
x e^{\left( \frac{\pi}{2} (\nu_n + \delta_m) \right)} \left( \frac{a_m}{\rho} \right) \exp \left( \frac{1}{2} \rho a_m \right) \sqrt{a_m} \left| \frac{a_m}{\rho} \right|^{\nu_n \delta_m} \sqrt{\pi} \left| \frac{a_m}{\rho} \right|^{\nu_n \delta_m} \quad (\text{II.D.4})
\]

Since only the singularity contributes to the integral, from Eq. (II.12) it follows that

\[
I_{mn}^{(2)}(\rho) = (\beta_1 - a_m) I_{mn}^{(1)}(\rho), \quad \rho \to \infty. \quad (\text{II.D.5})
\]

Thus the adiabatic wave functions are obtained by rotating the diabatic ones

\[
\phi_1(\rho) = (\gamma_{11} I_{11}^{(1)} + \gamma_{12} I_{12}^{(1)}) \left( \cos \theta_0 - (\beta_1 - a_1) \sin \theta_0 \right) + (\gamma_{21} I_{21}^{(1)} + \gamma_{22} I_{22}^{(1)}) \left( \cos \theta_0 - (\beta_1 - a_2) \sin \theta_0 \right), \quad (\text{II.D.6})
\]

and

\[
\phi_2(\rho) = (\gamma_{11} I_{11}^{(1)} + \gamma_{12} I_{12}^{(1)}) \left( \sin \theta_0 + (\beta_1 - a_1) \cos \theta_0 \right) + (\gamma_{21} I_{21}^{(1)} + \gamma_{22} I_{22}^{(1)}) \left( \sin \theta_0 + (\beta_1 - a_2) \cos \theta_0 \right), \quad (\text{II.D.7})
\]

where

\[
\theta_0 \equiv \lim_{x \to -\infty} \theta(x).
\]

It can be seen easily that

\[
\cos \theta_0 - (\beta_1 - a_1) \sin \theta_0 \equiv 0 \equiv \sin \theta_0 + (\beta_1 - a_2) \cos \theta_0, \quad (\text{II.D.8})
\]

while the other terms in Eq. (II.D.5) are nonvanishing and growing exponentially with \( \rho \). Since the adiabatic wave functions should vanish when \( x \to -\infty \), we get the two conditions

\[
\gamma_{21} I_{21}^{(1)} + \gamma_{22} I_{22}^{(1)} = 0 \quad \text{and} \quad \gamma_{11} I_{11}^{(1)} + \gamma_{12} I_{12}^{(1)} = 0. \quad (\text{II.D.9})
\]

II.E. Bessel-Fourier contour integrals at \( x \to \infty \)

The WKB solution (II.19) of the Schrödinger equation (II.15) in the approximation (II.20) has the form (cf. Eqs. (II.13) and (II.19))

\[
F_1^{(n)}(p) = \frac{1}{\sqrt{\mu}} \left( p^2 - a_1 \right)^{\pm \beta_1 - 1} \left( p^2 - a_2 \right)^{\pm \beta_2 - 1}, \quad n = 1, 2. \quad (\text{II.E.1})
\]
Making use of the Bessel function expansions (cf. Eqs. (II.82) and (II.84)) we get

\[ I_{m}^{(1)}(\rho \to 0) = \frac{\rho_{\kappa \mu}}{\sqrt{\mu}} e^{i c_{\kappa}(\pi/4 - \phi_{0})} \int_{C_{mn}} (p^{2} - a_{1})^{3/4 - 1} (p^{2} - a_{2})^{3/4 - 1} p dp. \] \hspace{1cm} (II.2)

This integral can be reduced to the confluent hypergeometric function integral of Eq. (II.C.1) by means of the substitution

\[ t_{m} = \frac{p^{2} - a_{m}}{a_{3-m} - a_{m}}. \] \hspace{1cm} (II.3)

Evaluating the confluent hypergeometric functions at zero argument (see Eqs. (II.C.2) and (II.C.3)) we obtain

\[ I_{m}^{(1)}(\rho \to 0) = -\pi c_{m} \frac{\rho_{\kappa \mu}}{\sqrt{\mu}} e^{i c_{\kappa}(\phi_{0} + \pi/4)} \frac{\Gamma(1 + i c_{\eta} \delta)(a_{2} - a_{1})^{-i c_{\eta} \delta - 1}}{\Gamma(1 + i c_{n} \delta_{1}) \Gamma(1 + i c_{n} \delta_{2})}. \] \hspace{1cm} (II.4)

When evaluating \( I_{m}^{(2)} \), the integrand in Eq. (II.2) differs only by \[ \beta_{1} - p^{2} = c_{m}(a_{2} - a_{1})(t_{m} + \delta_{m}/\delta). \] \hspace{1cm} (II.5)

Thus in the case of \( \psi_{2} \) the leading order terms coming from Eq. (II.C.2) cancel. This is the reason why the \( \rho^{2} \) term of Eq. (II.83) must be retained here. It comes from Eqs. (II.82), (II.83), (II.C.1), (II.C.2), and gives the difference between \( \rho^{\mu} \) and \( \rho^{\mu} \). The final result is

\[ I_{m}^{(2)}(\rho \to 0) = -c_{n} \frac{\rho_{\kappa \mu}}{\sqrt{\mu}} e^{i c_{\kappa}(\phi_{0} - \delta \ln(\theta/\pi) - \pi/4)} e^{\pi \delta/2} \Gamma(-i c_{\eta} \delta) e^{-\pi c_{m} \delta \text{sh}(\pi \delta_{m})}. \] \hspace{1cm} (II.6)

II.F. Proof of the unitarity of S-matrix

Using the following identities

\[ \Gamma(1 - i \delta) = -i \delta \Gamma(-i \delta), \] \hspace{1cm} (II.F.1)

\[ |\Gamma(i \delta)|^{2} = \frac{\pi}{\delta \text{sh}(\pi \delta)}, \] \hspace{1cm} (II.F.2)

and

\[ (a_{2} - a_{1}) = \frac{\delta}{\sqrt{\delta_{1} \delta_{2}}}, \] \hspace{1cm} (II.F.3)

we can find that the S-matrix in Eqs. (II.44a)-(II.44d) satisfies

\[ S_{12} = S_{21}, \quad |S_{11}|^{2} = |S_{22}|^{2} \text{ and } |S_{11}|^{2} + |S_{12}|^{2} = 1. \] \hspace{1cm} (II.F.4)

The last unitarity condition to be proven is

\[ S_{11}^{*}S_{12} + S_{12}S_{22} = 0. \] \hspace{1cm} (II.F.5)
or in other words
\[
\arg(S_{11}) + \arg(S_{22}) - 2\arg(S_{12}) = (2k + 1)\pi, \quad k \in \mathbb{Z}.
\] (II.F.6)

Taking into account the extracted prefactors in the S-matrix of Eqs. (II.44a)-(II.44d) it is sufficient to prove that
\[
\arg \left[ \text{sh}(\pi \delta_1) e^{i \alpha_1} + \text{sh}(\pi \delta_2) e^{i \pi \delta_2} \right] + \arg \left[ \text{sh}(\pi \delta_1) e^{i \alpha_2} + \text{sh}(\pi \delta_2) e^{i \pi \delta_1} \right] = (II.F.7)
\]
\[
= 2\arg \left[ e^{i \alpha_2} - e^{i \alpha_1} \right] + (2k + 1)\pi,
\]
which is just an algebra.

II.G. Adiabatic scattering phase shifts

First we give an account of real definite integrals
\[
\int_{\epsilon}^{x} \frac{dx}{x - d} \sqrt{x - \epsilon} = \ln |x - d| - \ln |d| + \frac{\epsilon}{2d} (1 - \ln |\epsilon| - \ln |x - d| + \ln |d| + \ln |x| + 2 \ln 2) + O(\epsilon^2),
\] (II.G.1)
\[
\int_{\epsilon}^{x} \frac{dx}{(x - d)(x - \epsilon)} \sqrt{\frac{x - \epsilon}{x}} = \frac{1}{e - d} \left( \ln |d| - \ln |x - d| - \ln |\epsilon| + \ln |x - \epsilon| \right) + O(\epsilon),
\] (II.G.2)

and
\[
\int_{\nu}^{x} \sqrt{1 + \frac{\nu^2}{\xi^2}} \, d\xi = \nu + \frac{\nu}{2} \ln \frac{x}{\nu} + \frac{\nu^2}{4\nu} + O(\nu^{-3/2}).
\] (II.G.3)

Manipulating the second term in Eq. (II.55) yields (note that \(c_i < 0\))
\[
\int_{\sqrt{c_i}}^{P} \frac{(p^2 - c_i)(p^2 - c_2)}{(p^2 - a_1)(p^2 - a_2)} \, dp = (II.G.4)
\]
\[
\frac{1}{2} \int_{c_i - a_i}^{x} \frac{dx}{x + a_i} \sqrt{\frac{x - (c_i - a_i)}{x} \sqrt{1 - \frac{c_{3,i} - a_{3,i}}{x - (c_{3,i} - a_{3,i})}}}
\]

Evaluating the phase shifts \(\delta_i\) and \(\Delta_i\) we can expand the second square root in Eq. (II.G.4) with respect to \(a_i - c_i\), which is proportional to the inverse of energy. Using identities in Eqs. (II.G.1) - (II.G.3), we can evaluate all the phaseshifts. The results are given in Eqs. (II.56), (II.57) and (II.58). The last term in Eq. (II.58) originates from the following
\[
\Delta_1 - \Delta_2 = \Re \left\{ \int_{x_1}^{x_2} k_1(x) dx - \int_{x_2}^{x_3} k_2(x) dx + \int_{x_3}^{x_4} (k_1(x) - k_2(x)) dx \right\}.
\] (II.G.5)
The first two integrals in Eq. (II.G.5) follow from Eqs. (II.G.1) - (II.G.3), while the last one can be evaluated by Taylor expansion,

\[ k_j(x) = \sqrt{E - u_j^0(x)} \approx \sqrt{E} - \frac{u_j^0(x)}{2\sqrt{E}}, \]  

(II.G.6)

since the last integration path is separated from the turning point. Then the exact result is the same as in the attractive case [15], i.e.,

\[ \frac{1}{2\sqrt{E}} \Re \left\{ \int_{\xi_{xx}}^{x} (u_j^0(x) - u_j^0(x)) \, dx \right\} = 2\sqrt{\delta_1 \delta_2} + \delta_1 \ln \frac{\sqrt{\delta} - \sqrt{\delta_2}}{\sqrt{\delta} + \sqrt{\delta_2}}. \]  

(II.G.7)

**II.H. Contour integrals to define \( \delta_i \)**

The parameters \( \delta_1 \) and \( \delta_2 \) introduced in Eq. (II.21) are defined as [15]

\[ \delta_i = \frac{1}{2\pi} \int_{L_i} \sqrt{P_0} \, dp, \]  

(II.H.1)

where \( L_i \)-th contour encircles the branch cut between \( \sqrt{a_i} \) and \( \sqrt{c_i} \) in the positive direction. For details see Fig. 2. Eq. (II.21) is a result of high energy approximation of Eq. (II.H.1), i.e. the high energy expansion of \( \sqrt{P_0} \) in powers of \( a_i - c_i \). Let us show now that Eq. (II.H.1) can be put to a form of adiabatic-momentum contour integral. We start with Eqs. (II.22) and (II.25) and the easier attractive case. Then it suffices to find contours in the \( \rho^2 \) plane corresponding to the contours \( L_i \) in the \( p \) plane (using Eq. (II.24)),

\[ \rho^2 = P_0(p_i^1) - \frac{p^2}{p_i^2}. \]  

(II.H.2)

The transformed contours are shown in Fig. 3. None of these closed contours encircles \( \rho^2 = 0 \) or \( \rho_0^2 \), the solution of

\[ p_j^2(p_0) = 0, \]  

(II.H.3)

given by

\[ \rho_0^2 = -\frac{4\beta_j(U_1-U_2)}{\beta_1\beta_2 - 1} \quad (j = 1, (2) attractive (repulsive) case), \]  

(II.H.4)

that is why the last integral in Eq. (II.22) on such a contour must vanish,

\[ \int \sqrt{1 + \frac{\nu^2}{\xi^2}} \, d\xi \equiv 0. \]  

(II.H.5)

Since the contours \( L_j \) in the \( \rho^2 \) plane are symmetric with respect to the real axis and the integrand in Eq. (II.H.1) is complex conjugate with respect to this axis,
the real part of the integral must vanish and the contribution of the imaginary part coming from the upper and lower half-plane doubles. Then Eqs. (II.64) and (II.65) follow from Fig. 3 and Eqs. (II.22) and (II.95). Note that the integration path in the $x$ plane is just distorted in a way which does not change the result (see Figs. 3 and 4).

Though in the repulsive case the contours for $\delta_1$ and $\delta_2$ in the $p$-plane (see Fig. 2) are very similar to those in the attractive case, the general expressions in terms of contour integrals in the $x$-plane are quite different. Let us start with a note on the difference between the two cases,

$$V_i \rightarrow -V_i, \quad \beta_i \rightarrow -\beta_i, \quad a_i \rightarrow -a_{i-1} \text{ and } c_i \rightarrow -c_{i-1}. \quad \text{(II.96)}$$

As a result,

$$\delta_i \rightarrow \delta_{i-1}, \quad \text{(II.97)}$$

both for the approximate expression of $\delta_i$ from Eq. (II.21) and the exact one from Eqs. (II.16) and (II.91). The change of the sign in Eq. (II.96) is equivalent to

$$x \rightarrow x \pm i\pi, \quad \text{(II.98)}$$

leaving the preexponential constants $V_i$, ($i=1,2$) unchanged.

The contours for $\delta_1$ and $\delta_2$ in the $\rho^2$-plane (repulsive case) are shown in Fig. 5. Both of them encircle zero, thus before they can be moved through it, the behaviour of the integrand at this point must be clarified. We have

$$\sqrt{P_0(p)} \frac{dp_1}{d(\rho^2)} = \frac{(-1)^i \nu^2 - \mu^2}{2p_{1/2}^2} \frac{\nu_{i-1}^2 - \beta_2}{\sqrt{1 + \left( \frac{\beta_3 - \beta_2}{2} - \frac{\nu^2 - \nu_{i-1}^2}{2\rho^2} \right)^2}} \sqrt{\rho^2 + \nu^2}. \quad \text{(II.99)}$$

From the above equations it follows that

$$\sqrt{P_0(p_1)} \frac{dp_1}{d(\rho^2)} = C + O(\rho^2), \quad C \in \mathbb{Z} \quad \text{(II.100)}$$

and

$$\sqrt{P_0(p_2)} \frac{dp_2}{d(\rho^2)} = -\frac{\mu}{2z} + O(1). \quad \text{(II.111)}$$

As a result of Eq. (II.111) the zero has a contribution to $\delta_2$,

$$\frac{1}{2\pi i} \oint \sqrt{P_0(p_2)} \frac{dp_2}{d(\rho^2)} d\rho^2 = \frac{\mu}{2}. \quad \text{(II.12)}$$

While the contour for $\delta_1$ avoids $\rho_0^2$ (the contour $L_1$ in the $p$-plane can go around $\sqrt{\beta_1}$ instead of the turning point $\sqrt{\beta_1}$), the contour for $\delta_2$ does not (the contour $L_2$ in the $p$-plane can go around $p = 0$ which corresponds to $\rho_0^2$). That is why there is one more contribution to $\delta_2$ from the integral in the complex $\rho p(\rho)$-plane,

$$\frac{1}{2\pi i} \oint_{\rho p(\rho)=0} \sqrt{1 + \frac{\nu^2}{\xi^2}} d\xi = -\frac{\nu}{2}. \quad \text{(II.13)}$$
The contributions to $\delta_2$ arising from the zero $\rho^2 = 0$ and from the second term in Eq. (II.22) finally give
\[ \delta = \delta_1 + \delta_2 = \frac{\mu - \nu}{2}. \] (II.H.14)

The contour integrals encircling the complex crossing points in the $\rho^2$-plane both for $\delta_1$ and $\delta_2$ have the form of Eq. (II.65), differing just by a sign due to the opposite fixing of branch cuts (in Fig. 5a) the integrand is $k_1$ while in Fig 5b) the integrand is $k_2$).

The alternative way to examine the contours is as follows. We start with Eqs. (II.22) and (II.25) which can be modified to the following form
\[ \oint_{L_i} P_0(p)dp = \oint \sqrt{E - u_i^{\omega}(\rho^2)} \frac{d(\rho^2)}{\rho^2} - \frac{\nu}{2} \left[ \ln \frac{1 + 2\sqrt{E - u_i^{\omega}}}{1 - 2\sqrt{E - u_i^{\omega}}} \right]. \] (II.H.15)

The closed contours are always oriented in the positive direction and encircle zero in the $\rho^2$ plane. Evaluating the second integral in Eq. (II.H.15) by the residue theorem and taking into account that $[ \ ] = 2i\pi$ we obtain the same results as above.
III  Diabatically Avoided Crossing

Here we review our achievements in the diabatically avoided crossing system. The full account is given in the Paper 3 (sections I, II, IV therein).

III.1  Opening remarks

 Needless to say, nonadiabatic transitions among mutually coupled potential energy curves play crucial roles in variety of fields of physics, chemistry, biology [1-19] and, if properly generalized, even in social sciences [20]. There are two most fundamental types of nonadiabatic transitions due to curve crossing, i.e. the Landau-Zener (LZ) type in which two diabatic potentials cross with the same sign of slopes, and the nonadiabatic tunneling (NT) type in which two diabatic potentials cross with opposite signs of slopes [18,19]. The NT type presents a very interesting and important mechanism, because (1) a potential barrier is created by the coupling and it can be a crucial mechanism of phase transition, and (2) furthermore the complete reflection occurs. This phenomenon is utilized to suggest a new type of molecular switching [21-23]

 Recently, there has been a significant development in the theoretical studies of controlling atoms and molecules by lasers [24-26] Intense time-dependent electromagnetic fields are used to enhance or suppress processes such as photodissociation branching, autoionization, spontaneous emission and many others [24-38]. Many molecular processes in laser fields can be explained just as a sequence of nonadiabatic transitions [19,33,38] in the dressed state or the Floquet state formalism [39]. In the case when the energy levels cross with each other as a function of time, the semiclassical theory of time-dependent LZ-type nonadiabatic transition can be utilized [40]. On the other hand, if we use the dressed state picture in the spatial coordinate, i.e. when the potential energy curves cross as a function of spatial coordinate among the dressed states, then the NT type of curve crossings also appear. In such cases, the above mentioned phenomenon of complete reflection should play an interesting role and must be useful to control various molecular processes [21-23,35]. To this aim we first examine in section III a diabatically avoided crossing model.

III.2  Exact quantum solution

We start with the following quantum model,

\[ -\frac{\hbar^2}{2M} \psi''_1 + (V_{11}(x) - E) \psi_1 + V_{12}(x) \psi_2 = 0, \]  \hspace{1cm} (III.1)

\[ -\frac{\hbar^2}{2M} \psi''_2 + (V_{22}(x) - E) \psi_2 + V_{12}(x) \psi_1 = 0, \]  \hspace{1cm} (III.2)
where the two diabatic potentials behave as
\[
\lim_{|x| \to \infty} V_{11}(x) = \infty \text{ and } V_{22}(x) \leq C. \tag{III.3}
\]

In the diabatically avoided crossing type it holds
\[
\forall x, \quad V_{11}(x) \neq V_{22}(x). \tag{III.4}
\]

One example of the diabatically avoided crossing type is a ground state potential with a barrier shifted up by the photon frequency to such an extent that it can not intersect with an excited electronic state which has a well. We introduce a new analytical model based on exponential potential functions. Unlike from the other models of exponential potentials,[12-14] which represent a one turning point case, here we have two turning points on the upper potential curve. The possible applications include inhibition of collision processes by a high frequency laser field. Such a model is important, because (1) it is exactly solvable and (2) enables an interesting comparison with the crossing cases. It should be noted that in the dressed state picture the diabatic states considered here are the ordinary Born-Oppenheimer adiabatic states without laser fields and the diabatic coupling is nothing but the interaction with the field.

We remark that in the time-independent scheme there are only few models which can be solved exactly in terms of wave functions [19,41-44]. In addition to these, the present one is the first diabatically avoided crossing model.

The diabatically avoided crossing (DAC) model is defined by the following potential matrix
\[
V = \begin{pmatrix}
U + V e^{\alpha |x|} & C \\
C & U - V e^{\alpha |x|}
\end{pmatrix}.	ag{III.5}
\]

Although the model has an exact solution for the two different exponential constants, \( \alpha_1 \) for \( x < 0 \) and \( \alpha_2 \) for \( x > 0 \), here we restrict ourselves to the case \( \alpha_1 = \alpha_2 \). Let us make a constant rotation by \( \pi/4 \), then Eq. (III.5) reduces to a half-cut Rosen-Zener-Demkov (RZD) model, [12]
\[
R(\pi/4) V R(-\pi/4) = \begin{pmatrix}
U_1 & V e^{\alpha |x|} \\
V e^{\alpha |x|} & U_2
\end{pmatrix}, \tag{III.6}
\]

where \( R(\Theta) \) represents the rotation by angle \( \Theta \) and
\[
U_1 = U + C, \quad U_2 = U - C. \tag{III.7}
\]

Eigenvalues of the above matrix (which coincide with the RZD adiabatic potentials) are (see Fig. 8a)
\[
u_{1,2}^{(\alpha)}(x) = U \pm \sqrt{(V e^{\alpha |x|})^2 + C^2} \tag{III.8}
\]
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Introducing a new variable and the dimensionless parameters,
\[ z(x) = \frac{M^2v^2}{4(h\alpha)^2}e^{-2ax} \quad q_i = \sqrt{2M(E-E_i)/\hbar\alpha}, \quad i = 1, 2, \] (III.9)
it turns out that the model is one of those that can be solved exactly in terms of the Meijer G functions. [47]
\[ G_{pq}^{mn} \left( z \left\{ \begin{array}{c} a \\ \{b\} \end{array} \right. \right). \] (III.10)

In Eq. (III.10) \( a \) and \( b \) are certain energy dependent parameters. For further details about the Meijer G functions, see Amendment A. The four independent solutions of the DAC wave function are given analytically by (see also Eqs. (III.A.5) and (III.A.9) in the Amendment)
\[ \Psi_r = \frac{1}{\sqrt{2}} \left( G_{01}^{40}(e^{2\pi i z};\{b\}) - (-1)^{r+1}G_{10}^{40}(e^{2\pi i z};\{b'\}) \right), \] (III.11)
with \( r = -1, \ldots, 2, \) \( \{b\} = \{b_1, b_2, b_3, b_4\}, \)
\[ b_{1,2} = \pm iq_1/2, \quad b_{3,4} = 1/2 \pm iq_2/2, \] (III.12)
\( z \) is defined in Eq. (III.9) and
\[ \{b'\} = \{b\}_{q_1 q_2}. \] (III.13)

Thus we can expand the total wave function as
\[ \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right) = \sum_{r=-1,0,1,2} c_r \Psi_r. \] (III.14)

Taking into account the asymptotic behavior of Meijer G functions at \( x \to -\infty \) \((z \to \infty)\),
\[ G_{01}^{40}(e^{-2\pi i z};\cdot) \sim \frac{e^{in\eta}}{\sqrt{\eta}}, \]
\[ G_{10}^{40}(z;\cdot) \sim \frac{e^{in\eta}}{\sqrt{\eta}}, \]
\[ G_{01}^{40}(e^{2\pi i z};\cdot) \sim \frac{e^{-in\eta}}{\sqrt{\eta}}, \]
\[ G_{10}^{40}(e^{4\pi ii z};\cdot) \sim \frac{e^{-in\eta}}{\sqrt{\eta}} \] (III.15)
and the boundary conditions, we have for \( x < 0 \):
\[ \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right) = a\Psi_{-1} + \beta\Psi_0 \] (III.16)
and for \( x > 0 \):
\[ \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right) = \gamma\Psi_{-1} + \delta\Psi_0 + \Psi_1. \] (III.17)
Here $|\alpha|^2$ represents the transmission coefficient and $|\gamma|^2$ the reflection coefficient, $|\alpha|^2 + |\gamma|^2 = 1$. The constants $\{\alpha, \beta, \gamma, \delta\}$ that are to be determined follow from the condition that at $x = 0$ the wave function and its first derivative must be continuous. The constant $\alpha$ should not be confused with $\alpha$ in Eq. (III.5).

Transformation of the kinetic energy operator,

$$\left. \frac{d}{dx} \right|_{x=0} = \pm 2,$$

and the routine manipulations lead to the following system of equations,

$$
\begin{pmatrix}
G^{(-1)}(b) & G^{(-1)}(b') & G^{(0)}(b) & G^{(0)}(b') \\
G^{(-1)}(b') & G^{(-1)}(b') & G^{(0)}(b') & G^{(0)}(b') \\
G^{(-1)}(b) & G^{(-1)}(b') & G^{(0)}(b) & G^{(0)}(b') \\
G^{(-1)}(b') & G^{(0)}(b') & -G^{(0)}(b) & -G^{(0)}(b')
\end{pmatrix}
\begin{pmatrix}
\alpha \\
\gamma \\
\beta \\
\delta
\end{pmatrix}
= \begin{pmatrix}
G^{(1)}(b) \\
G^{(1)}(b') \\
-G^{(1)}(b) \\
-G^{(1)}(b')
\end{pmatrix}
$$

with

$$G^{(r)}(b) \equiv G_{04}^{(r)}(e^{2\pi ir} z_0 | b), \quad z_0 \equiv z(x = 0),$$

and

$$G^{(r)}(b) \equiv \frac{d}{dz} G_{04}^{(r)}(e^{2\pi ir} z_0 | b) = \frac{1}{z} (G^{(r)}(b_i + \delta_{1r}) - b_i G^{(r)}(b)).$$

Let us note that there is a useful relation,

$$\left( G^{(1)}(b) \right)^* = G^{(-1)}(b') \text{ and } \left( G^{(1)}(b) \right)^* = G^{(-1)}(b').$$

We denote the column vectors in Eq. (III.19) by the numbers $I - V$ (from left to right) and define

$$M = \det(I, II, III, IV) \text{ and } \mu = \det(V, II, III, IV)$$

together with

$$z_1 = \left( G^{(-1)}(b) G^{(0)}(b') + G^{(-1)}(b') G^{(0)}(b) \right) = r_1 \exp(i\phi_1)$$

and

$$z_2 = \left( G^{(-1)}(b) G^{(0)}(b') + G^{(-1)}(b') G^{(0)}(b) \right) = r_2 \exp(i\phi_2).$$

Then we obtain

$$M = -4r_1 r_2 \exp(i(\phi_1 - \phi_2)) \text{ and } \mu = 4 i r_1 r_2 \Im \{ \exp(i(\phi_2 - \phi_1)) \}.$$
Consequently,

$$\alpha = -i \sin(\phi_1 + \phi_2) \exp(i(\phi_2 - \phi_1))$$  \hspace{1cm} (III.26)

and

$$\gamma = -\cos(\phi_1 + \phi_2) \exp(i(\phi_2 - \phi_1)).$$  \hspace{1cm} (III.27)

If the coupling vanishes, i.e. $U_1 - U_2 = 0$ and $b' = b$, we have a simple barrier penetration problem, which is solved with

$$\phi_1 = \arg G^{(-1)}(b), \quad \phi_2 = \arg G^{(1)}(b) \text{ and } \beta = 0 = \delta.$$  \hspace{1cm} (III.28)

### III.3 Semiclassical solution

Here we give the semiclassical solution in two ways: (1) starting from the exact solution, i.e. ex post, and (2) starting from the Wentzel-Kramers-Brillouine approximation, i.e. ex ante.

#### III.3.1 Ex post

First, let us try to analyze the behavior of the above expressions at high energies,

$$q_1 \gg 1, \quad q_2 \gg 1 \text{ and } |q_1 - q_2| \gg 1.$$  \hspace{1cm} (III.29)

We keep only the leading order term in Eqs. (III.23) and (III.24), use the expansion formula in Eq. (II.3), and define the new phase,

$$\psi = \frac{q_1}{2} \ln |z| - \arg \Gamma(iq_1) + \arg \Gamma \left( \frac{1}{2} + i \frac{q_2 - q_1}{2} \right) +$$

$$\arg \Gamma \left( \frac{1}{2} - i \frac{q_1 + q_2}{2} \right)$$  \hspace{1cm} (III.30)

together with $\psi' = \psi(q_1 \leftrightarrow q_2)$. Then we have

$$\phi_1 \simeq \arctan \left( \frac{\sin(\psi + \psi') + \eta \sin(\psi - \psi')} {2 \cos \psi \cos \psi'} \right)$$  \hspace{1cm} (III.31)

and

$$\phi_2 \simeq \arctan \left( \frac{\sin(\psi + \psi') - \eta \sin(\psi - \psi')} {2 \sin \psi \sin \psi'} \right),$$  \hspace{1cm} (III.32)

where

$$\eta = \tanh \left( \frac{\pi q_1 - q_2}{4} \right).$$  \hspace{1cm} (III.33)

Setting $x_i = \tan \phi_i$, the result for the transmission and reflection coefficients reads

$$|\alpha|^2 \simeq \frac{(x_1 + x_2)^2}{(1 + x_1^2)(1 + x_2^2)} \text{ and } |\gamma|^2 = 1 - |\alpha|^2.$$  \hspace{1cm} (III.34)
Hence the complete reflection, $\alpha = 0$, is given by the condition
\[ \tan(\psi + \psi') = \eta \tan(\psi - \psi'). \]  
(III.35)

If we use the simple relations in the high energy approximation,
\[ |q_1 - q_2| \sim E^{-1/2} \sim \psi - \psi' \sim \eta, \]  
(III.36)
we have in the limit of zero-th order,
\[ \psi = \psi', \quad \phi_1 = \psi, \quad \phi_2 = \pi/2 - \psi \text{ and } |\alpha|^2 = 1. \]  
(III.37)

Namely, the transmission coefficient tends to unity at energies asymptotically high. The necessary correction to this oversimplified estimate is to re-express the transmission coefficient near the complete reflection point. Expanding
\[ \psi(E) = \frac{\pi}{2} + \omega + \xi(E - E_0) \]  
(III.38)
\[ \psi'(E) = \frac{\pi}{2} - \omega + \xi(E - E_0), \]
and substituting Eq. (III.38) into Eq. (III.34), we obtain
\[ |\alpha|^2 = \frac{\epsilon^2}{\epsilon^2 + [\xi(\epsilon - \epsilon_+)(\epsilon - \epsilon_-)]^2}, \quad \epsilon \equiv E - E_0 \quad \epsilon_\pm = \frac{\omega}{\xi}(\eta \pm 1). \]  
(III.39)

Here
\[ \xi = \frac{1}{2} \frac{d}{dE} (\psi + \psi')_{E=E_0}, \quad \omega = \frac{1}{2} (\psi - \psi')_{E=E_0}. \]  
(III.40)

The resonance profile in Eq. (III.39) smoothly connects the zero dip in $|\alpha|^2$ to the unity background within the accuracy of the high energy expansion. The resonance position, $E_0$, follows from Eqs. (III.35) and (III.36), and is given by
\[ \psi(E_0) \sim \sqrt{E_0} \left( \frac{1}{2} \ln |z_0| + 2 - \ln(E) \right) = (2n - 1) \frac{\pi}{2}. \]  
(III.41)

This condition coincides with the Bohr-Sommerfeld quantization condition in the upper well,
\[ \int_{x_1'}^{x_2'} \sqrt{E - V_{11}(x)} \, dx = \left( n - \frac{1}{2} \right) \pi, \quad n = 1, \ldots \]  
(III.42)
III.3.2 Ex ante

In order to make the physical interpretation of the above equations clear we carry out the semiclassical analysis of the diabatically avoided crossing model. Suppose that the diabatic and adiabatic potentials at \( \epsilon \to 0 \) almost coincide, i.e. \( V \ll |U_1 - U_2| \), or in other words the region \( \epsilon \sim 0 \) is far enough from the nonadiabatic transition regions which can be represented by the real parts of the complex crossing points. Then the scattering can be decomposed into adiabatic wave propagation and two nonadiabatic transitions (left and right). Each of them is described by a nonadiabatic transition matrix [1,15]

\[
I(x) = \begin{pmatrix}
\sqrt{1-p_s} \exp(-i\phi_s) & -\sqrt{p_s} \exp(-i\psi_s) \\
\sqrt{p_s} \exp(i\psi_s) & \sqrt{1-p_s} \exp(i\phi_s)
\end{pmatrix}, \quad s = L \text{ or } R.
\] (III.43)

These matrices connect from left to right the WKB wave functions centered at the transition points, \( p_s \) is the nonadiabatic transition probability and \( \phi_s \) and \( \psi_s \) are the dynamical phases. The upper (lower) adiabatic channel is indexed by \( 1 \) (2) (see Figs. 8a, 9a, 10a). There are three coordinate regions, \( (x_1, x_L), (x_L, x_R), \) and \( (x_R, x_R') \) (see Fig. 9a), where \( x_i (x_s) \) represents the turning point (transition point). The transition points \( x_L \) and \( x_R \) are the real parts of the corresponding complex crossing points. We denote these regions as \( i, i = 1, II, III, x_i < x < x_{i+1}, x_1 = x_L, \ldots, x_4 = x_R \) and introduce the following phase factors,

\[
c_i \equiv \exp(id_i) = \exp \left( i \mathcal{R} \int_{x_i}^{x_{i+1}} \sqrt{E - u_i^{(a)}(x)} \, dx \right), \quad c \equiv c_1 c_2 c_3.
\] (III.44)

and

\[
d \equiv \exp(id) = \exp \left( i \mathcal{R} \int_{x_2}^{x_3} \sqrt{E - u_2^{(a)}(x)} \, dx \right) /c_2 \equiv \exp(id_2/c_2.
\] (III.45)

The semiclassical diagram [19] corresponding to this problem is shown in Fig. 8b). The circle, rectangular and arrow indicate turning point, nonadiabatic transition and adiabatic wave propagation, respectively. In order to simplify the following expressions, we introduce the interference terms for a wave propagating from the adiabatic state \( j \) (left) to the adiabatic state \( i \) (right),

\[
z_{ij} \equiv R_{i1} L_{1j} + R_{i2} L_{2j} d,
\] (III.46)

where \( L \) (\( R \)) stands for the left (right) nonadiabatic transition matrix. The matching of corresponding wave functions between the three regions follows. According to Fig. 8b), the waves in region I are determined by the boundary conditions,

\[
A c_1 - i Ac_1^* + B = 0.
\] (III.47)

Then we propagate the total wave function to region II,

\[
L_{11} A c_1 c_2 + c_2^*(L_{11} c_1 (-iA) + L_{12} B) = 0
\]
\[ +L_{21}c_1c_2dA + c_1^*d^*(L_{21}^*c_1^*(-iA) + L_{22}^*B) \frac{\sigma}{2}, \]

and region III,

\[ X \frac{\sigma}{2} + Y \frac{\sigma}{2} + z_{21}c_1c_2A + [z_{21}^*c_1^*c_2^*(-iA) + z_{22}^*c_2^*B] \frac{\sigma}{2}. \]

The notations \( c_i, d \) and \( z_{ij} \) are introduced in Eqs. (III.44-III.46); arrows denote the direction of adiabatic wave,

\[ X \equiv z_{11}cA; \]

and

\[ Y \equiv z_{11}^*c^*(-iA) + c_2^*c_3^*z_{12}^*B. \]

In Eq. (III.47), the so far arbitrary constant \( A \) (\( B \)) denotes the amplitude of a wave in the upper (lower) channel which satisfies the boundary conditions for scattering from right to left. The right turning point imposes a condition on these constants (see Eq. (III.47)),

\[ X(A) = -iY(A, B). \]  \hspace{1cm} (III.48)

The reflection coefficient, \(|R|^2\), is easily obtained as

\[ |R|^2 = \frac{|z_{12}z_{21}|^2}{|z_{12}z_{21}c - (z_{11}c + z_{11}^*c^*)z_{22}|^2}, \quad |T|^2 = 1 - |R|^2. \] \hspace{1cm} (III.49)

There are two special cases that solve Eq. (III.48). Taking \( B = 0 \), we obtain the complete reflection condition,

\[ \int_{z_{11}^*}^{z_{11}^*} \sqrt{E - u_1^{[0]}(x)} \, dx = (n - \frac{1}{2})\pi + \Delta(E), \] \hspace{1cm} (III.50)

with an additional shift \( \Delta(E) \) to the Born-Sommerfeld quantization condition in the upper well,

\[ \Delta(E) = \arctan \left( \frac{\zeta \sin(\phi_L + \phi_R) + \sin(\psi_L - \psi_R + \delta)}{\zeta \cos(\phi_L + \phi_R) - \cos(\psi_L - \psi_R + \delta)} \right), \] \hspace{1cm} (III.51)

where

\[ \zeta = \sqrt{\frac{(1 - p_L)(1 - p_R)}{p_{LR}}} \] \hspace{1cm} (III.52)

and \( \delta \) is given in Eq. (III.45). Now, it is clear that Eq. (III.42) is just the high energy limit of Eq. (III.50). If both \( p_L \) and \( p_R \) are small, the quantization in Eq. (III.50) occurs naturally in the adiabatic well with the imposed shift from diagonal dynamical phases, \( \phi_L \) and \( \phi_R \) (see the above equation). If both \( p_L \) and \( p_R \) tend to unity, on the other hand, the quantization occurs in the diabatic well.
and the imposed phase shift is due to the off-diagonal dynamical phases, $\psi_L$ and $\psi_R$. Applying the complete transmission condition to Eq. (III.48), which turns out to be equivalent to $A = 0$, we obtain

$$p_L = p_R \equiv p \quad \text{and} \quad \delta + \phi_L + \phi_R + \psi_L - \psi_R = \pi. \quad (\text{III.53})$$

If $p$ tends to zero or unity, the second condition in Eq. (III.53) can be omitted. The above equation has a very simple and interesting physical meaning: the incident wave interferes between the two transition points in such a way that no part of it reaches the turning points in the upper adiabatic channel. This is because in region I (left turning point), $A = 0$, and consequently in region III (right turning point), $X(A) = 0$ and $Y(A, B) = 0$ (see Eqs. (III.47) and (III.48)). The parameters of nonadiabatic transition matrices in Eq. (III.43), in the case of above model, are given in Eq. (III.B.1) in the Amendment. Eqs. (III.49) and (III.B.1) give the semiclassical transmission and reflection coefficients. Let us finally note that Eq. (III.51) is invariant with respect to the following transformation

$$L \leftrightarrow R \quad \text{and} \quad \psi \leftrightarrow \pi - \psi, \quad (\text{III.54})$$

as it should be due to the symmetry.

### III.4 Numerical examples

In order to avoid unnecessary parameters let us use the units

$$[E] = (\hbar \alpha)^2 (2M)^{-1}, \quad [x] = \alpha^{-1}. \quad (\text{III.55})$$

Then, as it follows from Eq. (III.5), there are only two substantial parameters, $V$ and $C$. These parameters affect the general behavior of the transmission coefficient (see Figs. 11), which is: (1) the exponential decrease at energies far below the top of the lower potential, then (2) overall monotonous increase up to the first complete reflection point, and (3) complete reflection dips with an envelope that converges to unity.

In the limit of small coupling, $C$ (see Fig. 11a), the transmission coefficient corresponds to that of a single barrier penetration, except that the complete reflection dips survive with very narrow widths. For large values of $C$ (see Fig. 11b in comparison with Fig. 11a) the first step broadens and the first resonance moves to higher energies because the bottom of the upper adiabatic potential shifts up with growing $C$. Also the complete reflection dips become wider.

In the limit of small pre-exponential constant, $V$ (see Fig. 11c in comparison with Fig. 11d), the potential curves become flat, the step is sharper and the resonances become more dense because the semiclassical phase in the upper well accumulates easily. The semiclassical theory based on a sequence of two RZ type transitions works well (see Fig. 12). For large values of $V$ (see Fig. 11d), on the
other hand, the dips get narrower again and more separated, and the transmission coefficient decreases slowly at low energies.

In addition to this, there is a nontrivial envelope of the transmission coefficient as clearly seen in Fig. 11c. Such envelope may even have a deep dip before getting converged to unity at large energies.

In the ordinary single unit of NT type of transition,[19,22] the qualitative behavior of the transmission coefficient is quite different. Since the nonadiabatic transition probability tends to unity as energy increases (see Eq. (IV.A.1)), the incoming wave is effectively switched to the upper well at the crossing point, then reflected back at the turning point and returns to the initial channel. Thus the envelope of the transmission coefficient monotonically decreases to zero with increasing energy. In the above DAC model, on the other hand, the envelope behaves in the non-monotonous way (before getting converged to unity). This is basically due to a sequence of two symmetric RZ type nonadiabatic transitions, and is in accordance with the semiclassical analysis made in section II. Another difference between DAC and NT cases is the coupling strength dependence of the transmission coefficient. While in the DAC model the zero coupling limit corresponds to a single barrier penetration problem with nonzero transmission, in a single NT case the transmission is not possible, since each diabatic potential diverges at one side.

III.5 Closing remarks

The phenomena of complete reflection and complete transmission in two coupled potential systems have been discussed and analytical conditions for these phenomena to occur have been formulated. The diabatically avoided crossing case (Fig. 8) was solved quantum mechanically exactly by using the rotated Rosen-Zener model and analyzed semiclassically with the use of exponential model [15]. The complete reflection was found to occur at some discrete energies like in the nonadiabatic tunneling (NT) type of curve crossing, which has been discussed in detail before. Interestingly, the appearance of complete reflection dips is quite different from the NT case.

Amendment

Here we provide some useful equations related to the main text in section III.

III.A. Meijer G functions

In the two state problem the coupled Schrödinger equations can be transformed to a differential equation of the fourth order, i.e. from

$$
\psi_1 = \frac{1}{V_{12}(x)} (\psi_2'' - (V_{22}(x) - E)\psi_2),
$$

(III.A.1)
we obtain
\[-\psi'_2 + \psi ''_2 \frac{2V''_{12}}{V_{12}} + \psi '_2 \left(V_{11} + V_{22} - 2E + \frac{V''_{12}}{V_{12}} - 2\frac{V'_{12}}{V_{12}}\right) \] (III.A.2)
\[+ \psi'_2 \left(2V'_{22} + (E - V_{22}) \frac{2V''_{12}}{V_{12}}\right) + \psi_2 \left(V''_{22} - 2V''_{22} \frac{V''_{12}}{V_{12}} + \right)
\[\left(V_{22} - E\right) \left(\frac{2V''_{12}}{V_{12}} + \frac{V''_{12}}{V_{12}}\right) - (V_{11} - E)(V_{22} - E) + V''_{12}\right) = 0.\]

If we use the variable \( z = \exp(\alpha x) \), then the kinetic energy operator transforms as
\[ \frac{d}{dx} = \alpha z \frac{d}{dz}. \] (III.A.3)

Furthermore, suppose that the potential terms multiplying the wave function and its derivatives in Eq. (III.A.2) transform to only one arbitrary power of \( z \) (or constants otherwise), then Eq. (III.A.2) reduces to
\[ \left[-1 \right]^{p - m - n} z^p \prod_{j=1}^p \left( z \frac{d}{dz} - a_j + 1 \right) - \prod_{j=1}^q \left( z \frac{d}{dz} - b_j \right) \right] G(z) = 0, \] (III.A.4)

which can be solved by the Meijer G functions as
\[ G_{mn}^{pq} \left( z \mid \{a\} \{b\} \right) = \frac{1}{2\pi i} \int_L \frac{\prod_{j=1}^p \Gamma(b_j - x) \prod_{j=n+1}^m \Gamma(1 - a_j + x)}{\prod_{j=m+1}^q \Gamma(1 - b_j + x) \prod_{j=n+1}^p \Gamma(a_j - x)} z^x dx. \] (III.A.5)

In Eq. (III.A.5) \( L \) is a proper contour defined in reference 47. The above reduction can be done for the following cases:

1. Rosen-Zener-Demkov model, [12]
\[ \begin{pmatrix} U_1 & V e^{-\alpha x} \\ V e^{-\alpha x} & U_2 \end{pmatrix}, \] (III.A.6)

2. special case of the exponential potential model, [13]
\[ \begin{pmatrix} U_1 + V_1 e^{-\alpha x} & \sqrt{V_1 V_2} e^{-\alpha x} \\ \sqrt{V_1 V_2} e^{-\alpha x} & U_2 + V_2 e^{-\alpha x} \end{pmatrix} \] and
\[ \begin{pmatrix} U_1 + V_1 e^{-2\alpha x} & V e^{-\alpha x} \\ V e^{-\alpha x} & U_2 \end{pmatrix}. \] (III.A.7)

3. special case of the two-exponential-potential model, [14]
\[ \begin{pmatrix} U_1 + V_1 e^{-2\alpha x} & V e^{-\alpha x} \\ V e^{-\alpha x} & U_2 \end{pmatrix}. \] (III.A.8)

In the diabatically avoided crossing model \( (p = 0 \text{ and } q = 4 \text{ in Eq. (III.A.4)}) \) we make use of the following expansion of the Meijer G functions: [47]
\[ G_{40}^{40} \left( z \mid \{a\} \{b\} \right) = \sum_{h=1}^4 \left( \prod_{j=1,4}^{j=4} \Gamma(b_j - l_h) z^{l_h} \right) \] (III.A.9)
\[
\times_0 F_3[1 + b_h - b_1, \ldots, 1 + b_h - b_4, z],
\]
with
\[
_0 F_3[d_1, d_2, d_3, z] = \sum_{n=0}^{\infty} \frac{z^n}{n!(d_1)_n(d_2)_n(d_3)_n}
\]
(III.10)
and \((d)_n = d(d + 1)\ldots(d + n - 1)\).

**III.B. Semiclassical analysis of noncrossing case**

The parameters of the left nonadiabatic transition matrix \(I_L\) in Eq. (III.43) in the case of DAC coincide with those of the RZD model [1,12,15] and are given as follows

\[
p_L = (1 + \exp(2\delta))^{-1}, \quad \phi_L = \gamma(\delta) - \gamma(2\delta), \quad \text{and}
\]

\[
\psi_L = \phi_L - 2\delta(\sqrt{2} + \ln(\sqrt{2} - 1)) \quad \text{with} \quad \gamma(X) = X \ln X - X - \arg \Gamma(iX).
\]

(III.B.1)
The parameter \(\delta\) is defined as the imaginary part of adiabatic momentum integral. The closed integration contour starts on the real axis and winds around the complex crossing point. Here it yields [15]

\[
\delta \simeq \sqrt{E - U_2} - \sqrt{E - U_1}.
\]

(III.B.2)
The nonadiabatic transition matrix \(I_R\) is nothing but a transpose of \(I_L\) due to the symmetry reasons (see Fig. 8).

\[
p_R = p_L, \quad \phi_R = \phi_L \quad \text{and} \quad \psi_R = \pi - \psi_L.
\]

(III.B.3)
The transition points for the above matrices are the real parts of the complex crossing points and are given by

\[
x_{L,R} = \mp \ln \frac{C}{V}.
\]

(III.B.4)
IV Complete Reflection and Transmission

Here we review our achievements in the analysis of complete reflection in two-state coupled potential systems. The full account is given in the Paper 3 (sections III, IV therein).

IV.1 Opening remarks

Following the opening remarks from section III, in the section IV we give the semiclassical conditions for complete reflection and complete transmission to occur in some crossing and noncrossing two-potential-curve systems.

In particular, here we discuss the conditions for the complete reflection and transmission in the potential systems shown in Fig. 9a and Fig. 10a. We derive the semiclassical conditions for the complete transmission and the complete reflection to occur and also compare these NT-models with the DAC model. Instead of the case in Eq. (III.4) we are concerned with the case

$$\exists x_c, \quad V_{11}(x_c) = V_{22}(x_c).$$  \hspace{1cm} (III.B.5)

The most fundamental model in the crossing type is the linear model. Recently, Zhu and Nakamura completely solved the model and developed a comprehensive theory applicable to general curve crossing problems [19,41-43]. This theory has been transformed into the time dependent version [40,43] and used for the control of molecular processes by a laser field [33,38]. Varying the intensity and frequency of the field, \(\{I, \omega\}\), and using the idea of dressed state, complete control of some molecular processes can be achieved. Furthermore, the complete reflection phenomenon in the nonadiabatic tunneling type curve crossing, which does not appear in the time-dependent process, has been utilized to control molecular photodissociation [35]. Here, we discuss two types of two crossing potential curves and use the Zhu-Nakamura semiclassical theory in order to analyze the phenomenon.

IV.2 Two-channel case

Let us start with the common case of two diabatic potentials, one barrier and one well, which intersect at two points and are coupled by a diabatic coupling (see Fig. 9a). In the case of dressed states, this coupling is due to the external field.

1. At energies above the top of the barrier, \((E, \infty)\) Since the sequence of turning and transition points is the same in both Fig. 8a) and Fig. 9a), Eq. (III.50) with the phase shift in Eq. (III.51) holds. The same applies to Eq. (III.53). However, the nonadiabatic transition matrices are, of course, different.
The expressions for the nonadiabatic transition probability and the dynamical phases are given by the Zhu-Nakamura theory (see Eq. (IV.A.1) in the Amendment). Referring to the results of the previous section we conclude that the complete reflection,

\[ \int_{x_1}^{x_2} \sqrt{E - u_1(x)} \, dx = (n - \frac{1}{2})\pi + \Delta(E), \quad (\text{III.B.6}) \]

(\(\Delta\) given in Eq. (III.51) with \(p, \phi\) and \(\psi\) replaced by Eqs. (IV.A.1)-(IV.A.3), respectively), and the complete transmission,

\[ p_L = p_R \equiv p \quad \text{and} \quad \delta + \phi_L + \phi_R + \psi_L - \psi_R = \pi, \quad (\text{III.B.7}) \]

are possible.

\textbf{2. At energies between the barrier top and the higher crossing, \((E_+, E_u)\)}

In this paragraph we consider energy above the bottom of upper adiabatic potential (which is denoted here as \(E_u\), see Fig. 9a), because the Zhu-Nakamura theory presents different formulas for \(E \geq E_u\) and \(E \leq E_u\). Since the energy is below the top of higher adiabatic potential (case (b) in Fig. 9a), we use the tunneling matrix \(M\) which connects the in/out-going WKB waves from left to right,

\[ \left( \begin{array}{c} \rightarrow \\ \leftarrow \end{array} \right) = \left( \begin{array}{cc} \sqrt{1 + \kappa^2} \exp(-i\Phi) & i\kappa \exp(i\Theta) \\ -i\kappa \exp(-i\Theta) & \sqrt{1 + \kappa^2} \exp(i\Phi) \end{array} \right) \left( \begin{array}{c} \rightarrow \\ \leftarrow \end{array} \right), \quad (\text{III.B.8}) \]

where \(1/\kappa = \exp(-\pi\epsilon)\) represents the Gamov factor with \(\epsilon\) equal to the tunneling action integral when the energy is lower than the barrier top (for further details see e.g. reference [17]. This situation is schematically shown in the semiclassical diagram, Fig. 9b. Using similar arguments as before, the complete reflection is possible and the condition in Eq. (III.50) still holds with some modifications. In particular, we have

\[ I(E) = \Re \left\{ \int_{x_1}^{x_2} \sqrt{E - u_1(x)} \, dx \right\} = (n - \frac{1}{2})\pi + \Delta(E), \quad (\text{III.B.9}) \]

where \(\Delta(E)\) reads one of the following forms

\[ \Delta_L(E) = -\arg \left\{ d \exp(i(\psi_L - \psi_R)) - \zeta \sqrt{1 + \kappa^2} \exp(-i(\phi_R + \phi_L + \Phi)) \right\} \]

\[ -\zeta \kappa \exp(-i(\Theta + \phi_L - \phi_R))(c_3^* c_2^R)^2 \right\}, \quad (\text{III.10a}) \]

or

\[ \Delta_R(E) = -\arg \left\{ d \exp(i(\psi_L - \psi_R)) - \zeta \sqrt{1 + \kappa^2} \exp(-i(\phi_R + \phi_L + \Phi)) \right\} \]
\[-\zeta \exp(i(\Theta + \phi_L - \phi_R))(c_1^* c_2^*)^2]\]  \hspace{1cm} (III.10b)

That is to say, the complete reflection occurs when \( I(E) - \Delta_L(E) = (n - 1/2)\pi \) or \( I(E) - \Delta_R(E) = (n - 1/2)\pi \) is satisfied. The factor \( \Delta_L(E) (\Delta_R(E)) \) represents the effects of both nonadiabatic coupling and tunneling (and obeys the symmetry relation in Eq. (III.54)). If the tunneling is small, \( \Delta_L(E) (\Delta_R(E)) \) corresponds to the Bohr-Sommerfeld quantization condition in the left (right) upper adiabatic potential well. If \( \kappa = 0 = \Phi \), namely the matrix in Eq. (III.8) turns to unit matrix, then the parameters \( \Delta(E) \) in Eqs. (III.10a), (III.10b), and (III.51) are the same (the complete reflection condition naturally agrees with that in the case 1 above). Taking the diabatic limit in Eqs. (III.10a) and (III.10b), i.e. \( p_L, p_R \to 1 \) and thus \( \xi \to 0 \), yields the Bohr-Sommerfeld quantization condition in the diabatic potential well.

The complete transmission is also possible but its mechanism is quite different from the above-the-barrier case. It occurs when

\[
R_{12} L_{12}^*(u + u^*) + i \left[ i c_2^{R*} c_3^* (R_{12} c_2^* M_{12} + R_1 c_2^* L_{22} d) + R_{11} c_2^* M_{12} c_3^* c_2^* \right] \times \left[ i c_1^* c_2^* (R_{12} c_2^* L_{12} + R_2 c_2^* L_{22} d) + R_{21} c_1^* c_2^* c_2^* \right] = 0 \]  \hspace{1cm} (III.11)

with

\[
u = R_{11} \left( L_{11} M_{12} c_2^* - i L_{12} c_1^* c_2^* c_2^* \right) c_3 + R_{12} L_{22} c_3.
\]

If the tunneling matrix \( M \) is replaced by a unity matrix, we obtain Eq. (III.7). The constants from Eq. (III.7), \( A \) (amplitude of the wave reflected from the left turning point) and \( B \) (amplitude of the transmitted wave), must be both nonzero. Physically it means that the complete transmission occurs only when the half-standing waves both left and right from the central barrier interfere destructively with the reflected part of the incident wave. Because of this, Eq. (III.11) is quite complicated and difficult to solve analytically. Thus we restrict ourselves to the exact numerical demonstrations in section IV. Let us also note that depending on the potential parameters, the complete reflection and transmission can occur at energies close to each other, in which case we have the Fano type resonance [45]. A numerical example will be given in section IV-B.

When the maximum of the upper adiabatic potential is so high that the tunneling can be neglected (\( \kappa \to \infty \)), the formalism simplifies considerably. As also follows from Eqs. (III.10a) and (III.10b) in this limit, the complete reflection occurs if

\[
\cos(d_1 + d_2^L - \phi_L) = 0 \quad \text{or} \quad \cos(d_3 + d_2^R - \phi_R) = 0, \]  \hspace{1cm} (III.12)

i.e. its energy is given by the Bohr-Sommerfeld quantization rule with the additional phase correction, \( \phi_L \) or \( \phi_R \). This is simply equivalent to the case discussed before [19,21-23,35]. The complete transmission condition follows

\[
p_R (1 - p_L) \cos(d_1 + d_2^L - \phi_L) \exp(-i(\phi_L + \psi_L - \psi_R + d_3 + d_2^L - d_2^R))
\]
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+p_L(1 - p_R)\cos(d_3 + d_2^R - \phi_R) \exp(i(\phi_R + \psi_L - \psi_R + d_1 + d_2^L - d_2^R))
+ p_Lp_R \cos(d_1 + d_2^L + d_2^R + d_3 + \delta + \psi_L - \psi_R) = 0. \tag{III.13}

(confer with Eq. (III.54)). The three cosine functions in Eq. (III.13) turn to zero when the scattering energy coincides with a (shifted) bound state in the left, right or the global diabatic well (see Fig. 9). Let us also note that Eq. (III.13) is a limiting case of Eq. (III.11). When we set \( \Theta = 0 = \Phi \) and expand Eq. (III.11) in powers of \( \kappa \), the leading term \( \kappa^2 \) vanishes identically, while the term proportional to \( \kappa \) yields Eq. (III.13).

3. At energies in between the two crossing regions, \((E_-, E_+)\) We can use the above formalism also when the energy is in between \( E_+ \) and \( E_- \), where \( E_- \) is the bottom of the upper adiabatic potential in the lower crossing region (see Fig. 9a). In this case, the lower crossing can still be treated by the \( I \)-matrix (see Eq. (III.43)) as previously, but the upper crossing should be described by the nonadiabatic tunneling matrix (transfer matrix) \( N \) \cite{19,41-43} which connects the waves on both sides of the crossing in the lower adiabatic channel (see also Eq. (III.B.8)). Furthermore, we have to assume that the barrier on the upper adiabatic channel (see Fig. 9a) is high enough so that the tunneling through it can be neglected. Then, the above formalism can still be used with the replacements of the tunneling matrix \( M \) and the \( I \)-matrix for the higher crossing by the \( N \)-matrix and unit matrix, respectively. Finally we derive the following results:

The complete reflection occurs if the Bohr-Sommerfeld condition in the open adiabatic well is satisfied, i.e. it is also given by Eq. (III.12). The condition for the complete transmission reads

\[ 2R_{22}N_{12}dc_2 \cos(d_2^R + d_3) = R_{21}c_2^R(R_{12}N_{12}dc_2c_3^* + iR_{12}^*N_{22}d^*c_2^*c_3^*) \tag{III.14} \]

(here we suppose for simplicity that the crossing point energy is higher on the left than on the right).

4. At energies below the crossing points, \((\infty, E_-)\) Using similar assumptions as in the case 3 above, the semiclassical wave propagation for \( E < E_- \) should be described by the two nonadiabatic tunneling matrices (transfer matrices), \( N \) (left crossing) and \( N' \) (right crossing). These are parametrized with \( \kappa, \Phi \) and \( \Theta \), similarly as in Eq. (III.B.8). Then we find that the semiclassical complete reflection is not possible. Yet the complete transmission can still occur, provided (1) that energy is above the bottom of the lower adiabatic potential, \( E_d < E < E_- \), and (2) the following equation is satisfied,

\[ \kappa = \kappa' \text{ and } (dc_2)^2 = -\exp(\Phi + \Phi' + \Theta - \Theta'). \tag{III.15} \]

Since it is possible to control \( \kappa \) and \( \kappa' \) e.g. by changing the intensity of the laser field, the complete transmission condition above could be useful for enhancing
chemical reactions, especially those which are otherwise unlikely due to the tunneling [46]. At energies below the bottom of the lower adiabatic potential, \( E_d \), the whole scattering can be described by semiclassical analysis only as a single barrier penetration. The complete reflection and the complete transmission are not possible.

IV.3 Three-channel case

Let us consider a barrier coupled with a monotonous potential, such as in Figs. 10a and 10b. With the use of previous notation the propagation of semiclassical wave function yields: (1) the complete reflection is not possible in any of the three channels. However, (2) the complete transmission is possible, although only through the barrier in the first channel. In order to have such a situation the following two conditions must be satisfied simultaneously,

\[
\frac{\kappa}{\sqrt{1 + \kappa^2}} = 1 - p \quad \text{and} \quad \exp(2i(d_1 + d_2)) = -\exp(i(2\phi + \Phi - \Theta)). \tag{III.16}
\]

Let us take a limit of a high barrier, \( \kappa \to \infty \). Then \( p \) must tend to zero from the above equation, and the second equation defines a bound state. On the other hand, for \( \kappa \to 0 \) the complete transmission occurs only when the incident wave is switched with unit probability just before it reaches the turning point on the right. Generally, if Eq. (III.16) is satisfied, then the transmitted wave is distributed between the left and right lower channels with the ratio of \( \kappa/\sqrt{(1 + \kappa^2)(1 - p)} \).

IV.4 Numerical examples

Atomic units are used throughout this section. The reduced mass is chosen to be \( M = 1000 \) a.u., if not stated otherwise. First we illustrate the theoretical results for energies below the top of the barrier. The accuracy of the semiclassical theory (cf. Eq. (III.49) and the Zinn-Nakamura formulas in Amendment B) for energies above the barrier top is also demonstrated. Finally we briefly discuss the Fano typ of resonance [45,46] using our semiclassical analysis.

In Figs. 13, numerical examples of the transmission probability are depicted for an asymmetric double NT-type crossing model. These figures demonstrate the occurrence of complete reflection and transmission in the energy regions discussed in the previous section.

Fig. 13a shows the overall behavior of the transmission coefficient in the case of asymmetric potential model defined as

\[
V_{11} = 0.2 - 0.01x^2, \quad V_{22} = 0.01(x - 1)^2 - 0.3 \quad \text{and} \quad V_{12} = 5.10^{-3}. \tag{III.17}
\]

There appear as expected complete reflection dips for \( E > E_- \) and complete transmission peaks for \( E > E_d \). The five energy intervals are divided by \( E_n = 0.2 \),
\( E_+ = 5 \times 10^{-3}, \; E_- = -0.095, \; \text{and} \; E_d = -0.3. \) In the energy region below the barrier top, both the complete reflection and transmission occur close to each other (see also Fig. 14 below). At energies above the barrier top, the very flat transmission peaks are separated by the complete reflection dips. This follows from Eq. (III.53), since \( p_L \approx p_R \rightarrow 1 \) and the phase condition therein is also satisfied at large energies. We note, that the dependance of the resonance width on the diabatic coupling strength is not monotonous. This is because both for the weak coupling, \( p \rightarrow 1 \), and for the strong coupling, \( p \rightarrow 0 \), the two subsequent transitions do not allow the wave to reach the turning points and get reflected back.

Fig. 13b shows a magnification of some portion of Fig. 13a, demonstrating the accuracy of the Zhu-Nakamura semiclassical theory (solid circles) given in Amendment B. Figs. 13c and 13d show the transmission coefficient for different coupling strengths, i.e. \( V_{12} = 1 \times 10^{-3} \) (c) and \( V_{12} = 8 \times 10^{-2} \) (d). Since also here the semiclassical and exact results practically coincide, only one curve is plotted. The Zhu-Nakamura semiclassical theory works very well (also in the tunneling range which is not shown here). Figures 13b-d demonstrate the non-monotonous character of the dip widths on the coupling strength, too.

Finally, we would like to point out that the Fano type resonance [45] discussed by Vardi and Shapiro under the name of laser catalysis [46] can be reproduced by the present analysis. We take the following two diabatic potentials: [46]

\[
V_{11} = U_1 - \frac{B \xi}{(1 - \xi)^2} \quad \text{and} \quad V_{22} = U_2 + \frac{B \xi}{(1 - \xi)^2} \quad (\text{III.18})
\]

with

\[
\xi = -\exp(\pi x/2), \quad (\text{III.19})
\]

where

\[
B = 6.247 \times 10^{-2}, \; U_1 = 3.15 \times 10^{-2} \; \text{and} \; U_2 = 5.917 \times 10^{-2}. \quad (\text{III.20})
\]

The coupling is given by the dipole moment and the laser field intensity,

\[
V_{12} = 6.8 \times 10^{-5}, \; \text{and} \; M = 1060.83. \quad (\text{III.21})
\]

Although in the above mentioned reference the authors used a laser pulse and propagate wave packets, the constant coupling in Eq. (III.21) is adequate, since the field changes slowly. Fig. 14 shows the transmission coefficient as a function of energy. This figure is very similar to Fig. 8 in the reference 46. This is because an infinitesimal shift of a Floquet state by \( d\omega \) is roughly equivalent to a shift in scattering energy, \( dE = -d\omega \). As a result of a very small coupling, the wave passes through the crossing points almost diabatically \( (p_L, \; p_R \sim 1) \). Thus the background in Fig. 14 is just a single barrier penetration. Since the phases \( d_1 \) and \( d_3 \) are very small, Eq. (III.12) can never be satisfied in this particular
energy range. Consequently, the complete reflection is not the same as that in the single NT case. It can also be seen from Eqs. (III.10a) and (III.10b) that the limit of infinitely high barrier ($\zeta \kappa \gg 1$) is not justified. Hence, the tunneling through the central potential barrier is responsible for the complete reflection. Taking $\zeta \sim 0, \Delta \sim \delta - \psi_L - \psi_R$ (see Eqs. (III.10b) and (III.10a)), the complete reflection condition (III.B.9) reduces to a quantization in the global diabatic well, $d_1 + d_2^2 + d_4^2 + d_3 + \delta + \psi_L - \psi_R = \pi/2$. This explains the complete reflection in Fig. 14 since the energy is close to the first bound state supported by the diabatic potential $V_{22}$. For the complete transmission, on the other hand, the tunneling does not play so important role. This can be checked both analytically and numerically. When we increase artificially the height of the barrier, the complete reflection disappears while the complete transmission remains stable (bold line in Fig. 14). Thus we can use Eq. (III.13) instead of Eq. (III.11). The first two terms in this equation, proportional to $1 - p$, are very small and the last term turns to zero when $d_1 + d_2^2 + d_4^2 + d_3 + \delta + \psi_L - \psi_R = \pi/2$. Thus just a small change in energy suffices to switch between the complete reflection and complete transmission and the Fano type of resonance can be nicely explained by the semiclassical picture, and theory.

Fig. 15 shows the transmission probability in the model potential given by

$$V_{11} = 0.06[1 + \tanh(2(x + 2))](1 - x) \quad \text{and} \quad V_{22} = 0.1x$$

with a constant diabatic coupling. The barrier top of $V_{11}$ is 0.265. There appears an example of complete transmission below the top of the barrier in the case of $V_{12} = 4.59 \times 10^{-2}$. The incident wave must first penetrate through the barrier for energies $0.0 \sim 0.270$ a.u. The complete reflection never takes place, as it was already mentioned in Section III.B. The transmission coefficient shows the Stueckelberg oscillations which diminish as energy grows. At high energies the envelope simply converges to unity, since the wave just proceeds diabatically ($p \rightarrow 1$) from left to right. With decreasing diabatic coupling the transmission coefficient converges to that of a single barrier penetration (dotted line).

IV.5 Closing remarks

The two channel case (Fig. 9), in which one barrier type and one well type potentials cross with each other at two points, has also been analyzed semiclassically. Both complete reflection and transmission can appear, as can be analyzed by the semiclassical Zhu-Nakamura theory, although they are quite different from those in the single NT type curve crossing. The semiclassical analysis of the three channel case (Fig. 10) has shown that the complete transmission is possible; while the complete reflection is not. In all these cases, the semiclassical theory presents a very useful tool to understand physics.

As in the single NT type curve crossing, the complete reflection and transmission represent very intriguing phenomena in themselves, and could be utilized in
realistic molecular processes. In the Floquet formalism we can realize the potential schemes discussed here by dressing up and down some molecular curves. This means that we may be able to control various molecular processes with the use of such phenomena (cf. refs. 33 and 38). For instance, reaction process may be switched off by complete reflection or enhanced by complete transmission. Vardi and Shapiro discussed such a possibility in the terminology of laser catalysis by using the Fano-type resonance [46]. Our scheme here is different from theirs and could be more versatile. Not only the nonadiabatic transition probability but also various types of phases can be changed by manipulating lasers, and the complete reflection and transmission could be utilized in various desirable ways to control molecular processes. Applications of the formalism to higher dimensional systems would be interesting and desirable. The existence of complete reflection indicates that the bound states in the continuum should also be possible as in the case of periodic systems of NT type curve crossing units [21,22].

Amendment

Here we provide the nonadiabatic transition matrices used in section IV.

IV.A. Semiclassical analysis of crossing case

In the curve crossing case at energies above the bottom of the upper adiabatic well, the nonadiabatic transition matrices \( J \) (see Eq. (III.43)) are given by the Zhu-Nakamura theory [19,41-43] as follows:

\[
p = \exp \left[ -\frac{\pi}{4ab} \left( \frac{2}{1 + \sqrt{1 - b^{-4}(0.72 - 0.62a^{4.43})}} \right)^{1/2} \right],
\]

\[
\phi = \frac{\delta}{\pi} - \frac{\delta}{\pi} \ln(\frac{\delta}{\pi}) + \arg \Gamma(i\frac{\delta}{\pi}) + \frac{\pi}{4},
\]

and

\[
\psi = \frac{R_b - R_t}{|R_b - R_t|} \cdot \frac{2\sqrt{1 - \gamma^2}}{3a} \cdot \frac{\sqrt{2b^2 + \sqrt{b^2 - 1}}}{\sqrt{b^2 + 1 + \sqrt{b^2 - 1}}},
\]

where

\[
a^2 = \frac{(1 - \gamma^2)\hbar^2}{\mu(R_b - R_t)^2(E_b - E_t)}; \quad R_b \neq R_t;
\]

or

\[
a^2 = \frac{\hbar^2}{4\mu(E_b - E_t)} \left[ \frac{\partial^2 E_1}{\partial R^2} - \frac{\partial^2 E_2}{\partial R^2} \right]_{R=R_b}; \quad R_b = R_t = R_c;
\]

\[
b^2 = \frac{E - (E_b + E_t)/2}{(E_b - E_t)/2};
\]
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\[ \gamma = \frac{E_b - E_l}{E_l \left( \frac{R_b + R_l}{2} \right) - E_x \left( \frac{R_b + R_x}{2} \right)}, \]

and

\[ \delta = \frac{\pi}{8ab} \frac{1}{2} \frac{\sqrt{6 + 10\sqrt{1 - \frac{1}{\beta^2}}}}{\sqrt{1 - \frac{1}{\beta^2}}}. \] (IV.A.4)

At the reference point, \( R_t \), the lower adiabatic potential has a local maximum. \( E_l, R_b \) and \( E_b \) correspond to the local minimum of the upper adiabatic potential (see Fig. 9a). The Zhu-Nakamura theory is also available at the lower energies [19,41-43].
V Dissociative Recombination of $H_2^+$

Here we review our achievements in the analytical treatment of singular integral equations in dissociative recombination. The full account is given in the Paper 4.

V.1 Opening remarks

The dissociative recombination (DR) process has been a subject of interest for long time. This is an electron-molecular ion recombination process, and represents an important elementary mechanism in a variety of fields such as plasma physics, interstellar chemistry and astronomy [48–51]. The process also presents a theoretically challenging subject, since this is a kind of rearrangement collision, in which the coupling between electronic and nuclear degrees of freedom plays a crucial role.

The Multichannel Quantum Defect Theory (MQDT) was originally designed to deal with two types of states, the electronic continuum and the Rydberg manifold, in a unified way [52–54]. The quantum defect $\mu$ as a function of the relative nuclear coordinate plays the most important role in describing various physical processes among these infinite number of states. In the case of DR, there is a third kind of state, that is a dissociative state which diabatically crosses the Rydberg quasi-continuum and goes into the ionization continuum. It is an electronically doubly excited state or an inner-shell excited state, which is generally called "first kind of superexcited state" [55]. The coupling of this state to the ionization continuum called "electronic coupling" represents the electronic autoionization, i.e. ejection of one electron due to the de-excitation of the other one. The MQDT formalism defines two electron coordinate regions; the first of them is an inner region (the reaction zone), where the transition occurs, and the other one is an asymptotic scattering region. Effects of the dissociative channel, arising in the reaction zone, can be incorporated into the framework of MQDT by using the solution of the $\kappa$-matrix integral equation associated with the electronic coupling [55–56]. The coupling represents the interaction of the dissociative state not only with the ionization continuum, but also with the Rydberg manifold, a sort of quasi-continuum. This quantity is a function of the internuclear distance $R$ and the continuous electron energy $\epsilon$, and couples vibrational states to the dissociative nuclear state. The intermediate states of the Rydberg manifold give rise to an infinite number of dense resonances in the DR process.

The MQDT treatment presents a powerful tool to reveal characteristics and dynamics of superexcited states of molecules with an effective utilization of quantum chemical technique and spectroscopic experiment [57–58]. The formalism deals with the various phenomena by means of two successive frame transformations [56]. First of them defines the eigen-states of the inner region, diagonalizing the $\kappa$-matrix, while the other one connects the inner and outer regions, incorporating the quantum defect function. Both transformations together produce the
final scattering matrix. The main difficulty of this general procedure developed in refs. [57] and [58] is the treatment of the Lippmann-Schwinger type of integral equation.

The equation comprises a kernel singular in energy representation, which is not easy to treat, especially when many channels are involved. If the singularity is not treated efficiently, the dimension of resulting matrix equations reaches easily the limits of computing facilities. In the literature several approaches have been used so far: the first order perturbation theory that avoids the singularity problem completely but is not often justified to be applicable, and the grid method which encounters the above mentioned difficulties [48-51]. In addition, the second order perturbation theory has been used to incorporate indirect electronic coupling effects [59]. Other methods rely on the Feshbach projection-operator formalism [60], the eigen channel treatment [61], or the \( R \)-matrix theory [62].

It is the purpose of this work to propose a new more efficient way of solving the singularity problem that enables us to present very precise and reliable values of DR cross sections. To treat the singularity we introduce a method based on the use of Chebyshev polynomials which allows an analytical evaluation of all singular integrals entering the Lippmann-Schwinger equation [63]. This method proves to be very useful, compared to the conventional ones. That is crucial, since in realistic problems the numerical \( K \)-matrix solution should be quite efficient.

A very useful approximation to the DR process can be obtained by realizing that in many cases the electronic coupling is almost separable with respect to the variables \( R \) and \( \epsilon \). This fact considerably simplifies the kernel of the \( K \)-matrix equation that becomes quasi-separable, the definition of which will be given later, and we can find in fact a simple analytical solution. Our procedure thus very much facilitates the MQDT treatment not only of DR but also of other various kinds of dynamic processes involving superexcited states of a diatomic molecule [58].

The section V is organized as follows. First we define the basic quantities and outline the MQDT formalism. Attention is paid to the Lippmann-Schwinger equation and to analytical treatment of the singular kernel. We discuss the separable approximation to the electronic coupling and the resulting analytical \( K \)-matrix solution. A general non-separable case is also investigated. Then we compare our method with the grid method and the perturbation method to demonstrate the numerical efficiency of the present treatment. The calculations are based on the parameters of the \( \text{H}_2^+ + e \) system and their various modifications. We omit the rotational degree of freedom since that is not necessary for the explanation of our method. In section V we summarize the present treatment and its further applicability. Atomic units are used throughout.
V.2 Theory and formalism

First we briefly summarize definitions of the basic quantities and the MQDT treatment. We use $\mathbf{q}^\dagger$ to denote electron coordinates of the molecular ion, $\mathbf{q}$ for those of the neutral molecule, and $r$, $l$, $k$ specify the radial coordinate of the incident electron, its angular momentum and the wave number, respectively. $H_{el}$ represents the total Hamiltonian except for the nuclear kinetic energy part, i.e. the electronic Hamiltonian at fixed internuclear distance.

The vibrational states of the initial cation described by the potential

$$V_+(R) \equiv \langle \phi_+(\mathbf{q}^+ : R) | H_{el}(R) | \phi_+(\mathbf{q}^+ : R) \rangle_{\mathbf{q}^+}$$  \hspace{1cm} (IV.A.5)

are represented in terms of the normalized eigen-functions $\{ E_n, \Phi_n \}$ of the Schrödinger equation

$$\left[ -\frac{1}{2\mu} \frac{d^2}{dR^2} + V_+(R) \right] \Phi_n(R) = E_n \Phi_n(R), \quad ||\Phi_n|| = 1.$$  \hspace{1cm} (IV.A.6)

$\phi_+(\mathbf{q}^+ : R)$ in Eq. (IV.A.5) stands for the Born-Oppenheimer electronic wave function of the molecular ion and $\mu$ in Eq. (IV.A.6) is the reduced mass of the molecule. The wave function of the incident electron is denoted as $\phi_i(k, r; R)$, which is normalized to a delta function with respect to $k^2/2$.

The asymptotic fragment atoms are assumed to have a total electronic energy $E_0$ after the scattering process is over. The neutral dissociative state of the molecule under such boundary condition is a solution of the Schrödinger equation

$$\left[ -\frac{1}{2\mu} \frac{d^2}{dR^2} + V_{dis}(R) \right] \Psi_{dis}(R; E) = E \Psi_{dis}(R; E),$$  \hspace{1cm} (IV.A.7)

normalized with respect to energy as

$$\langle \Psi_{dis}(R; E) | \Psi_{dis}(R; E') \rangle_R = \delta(E - E'),$$  \hspace{1cm} (IV.A.8)

where the dissociative potential $V_{dis}(R)$ is given as

$$V_{dis}(R) \equiv \langle \psi(\mathbf{q} : R) | H_{el}(R) | \psi(\mathbf{q} : R) \rangle_{\mathbf{q}} \xrightarrow{R \to \infty} E_0$$  \hspace{1cm} (IV.A.9)

and $\psi(\mathbf{q} : R)$ stands for the electronic wave function of the dissociative superexcited state. The electronic coupling between the dissociative state $\psi(\mathbf{q} : R)$ and the ionization continuum is defined as

$$V_i(R, k^2/2) = \langle \psi(\mathbf{q} : R) | H_{el}(R) | \hat{A} \phi_+(\mathbf{q}^+ : R) \phi_i(k, r; R) \rangle_{\mathbf{q}},$$  \hspace{1cm} (IV.A.10)

where $\hat{A}$ denotes the anti-symmetrization operator. Having defined the electronic as well as nuclear basis states, it is now necessary to describe the processes in the reaction region that result in the atomic rearrangement. In order to take
into account the effects of the coupling, Eq. (IV.A.10), the K-matrix equation is introduced [56]:

\[ \langle E', n | K(z) | E', m \rangle = \langle E, n | V | E', m \rangle + P \int_{0}^{\infty} \! dE'' \sum_{\forall p} \langle E, n | V | E'', p \rangle \frac{1}{z - E''} \langle E'', p | K(z) | E', m \rangle, \]

where the potential \( V(E, E') \) is specified below, \( n, m, p \) denote all the channels and \( P \) indicates the Cauchy type of integral. Solving Eq. (IV.A.11), we obtain \( N_{e} (= N_{vib} + N_{an}) \) additional phase shifts given as

\[ \tan \delta_{a}(E) = -\pi \langle E, a | K | E, a \rangle, \quad \alpha = 1 \ldots N_{e}, \]

where the eigen-channel representation \( a \) diagonalizes the symmetric real \( N_{e} \times N_{e} \) K-matrix

\[ U(z)^{T} K(z) U(z) = \text{Diag} \left( K^{(a)}(z) \right). \]

The parameters from Eqs. (IV.A.12) and (IV.A.13) are incorporated into the MQDT framework as described below. In order to obtain the final scattering matrix, the following auxiliary matrices, \( C \) and \( S \), defined by

\[ C_{v' a} = \sum_{v} \langle v' | \cos [\pi \mu(R) + \delta_{a}] | v \rangle U_{v a}, \quad C_{a a} = U_{d a} \cos \delta_{a} \]

and

\[ S_{v' a} = \sum_{v} \langle v' | \sin [\pi \mu(R) + \delta_{a}] | v \rangle U_{v a}, \quad S_{a a} = U_{d a} \sin \delta_{a} \]

must be calculated. Here \( \mu(R) \) denotes the quantum defect function. Then the elements of the total reactance matrix \( \mathcal{R} \) among the open channels (block index \( o \)) result from elimination of the closed channels (block index \( c \)). Following Seaton [52], the reactance matrix is expressed as

\[ \mathcal{R} = R_{oo} - R_{oo} \left[ R_{cc} + \text{Diag} (\tan(\pi \nu)) \right]^{-1} R_{co}. \]

with

\[ R \equiv SC^{-1}, \quad \text{and} \quad E - E_{v} \equiv -(2\nu^{2})^{-1}. \]

The \( S \)-matrix is given as usual by

\[ S = \frac{1 + i\mathcal{R}}{1 - i\mathcal{R}}, \]

and finally the cross section for the vibrationaly resolved dissociation reads

\[ \sigma_{vd} = \frac{\pi}{k^{2}} |S_{vd}|^{2}. \]
where $g$ is a statistical factor. Before examining the K-matrix equation in more detail, let us simplify some of the notations. We use the indices

$$i = v, d,$$

where $v = 0..N - 1$ denotes the vibrational state, and $d$ stands for the dissociative channel.

The K-matrix elements are denoted as

$$K_{nm}(E) \equiv \langle E, n | K(\xi) | E', m \rangle$$

(E' is in fact a kind of dummy parameter when solving Eq. (IV.A.11)). The underlined variables are fixed and omitted, unless it is necessary to indicate them explicitly as parameters. It is convenient to make use of the following properties of the potential energy function

$$V_{dv}(E, E') = \langle \Psi_{dv}(R; E) | V_{i}(R; E' - E_{v}) | \Phi_{v}(R; E_{v}) \rangle_{R}$$

and

$$V_{nm}(E, E') = 0$$

for the blocks of $(n, m) = (d, d)$ or $(v, v')$. (IV.A.23)

The latter one follows from the projection technique that is used to separate the Hilbert space into two subspaces: one of them corresponding to the ion arrangement, and its complement corresponding to dissociation. The electronic hamiltonian with the use of such two projectors is divided into a block-diagonal part $H_{0}$ and the block-off-diagonal rest $V$. Eq (IV.A.22) means nothing but taking $V$ matrix element only within the two complement subspaces, since $| E, n \rangle$ in Eq. (IV.A.11) are the eigenstates of $H_{0}$ and here $V$ denotes the coupling. Eq. (IV.A.23) indicates that the block-diagonal $V$-matrix elements vanish.

In order to solve Eq. (IV.A.11) we have to deal with the Cauchy type singular integral,

$$I = P \int_{0}^{\infty} \frac{f(E')}{{E - E'}} dE'.$$

This is generally a complicated task and a few more or less satisfactory methods have been proposed in the literature to deal with that [63–64]. Here we briefly explain how we treat this kind of integral analytically. We first transform the infinite integration in Eq. (IV.A.24) to a finite range integral by introducing the following transformation, preserving the linear type of the singularity:

$$E'(x) = C \frac{1 + x}{1 - x} \text{ with } y \equiv \frac{E - C}{E + C}.$$  \hspace{1cm} (IV.A.25)

Then we get

$$I = \frac{2C}{E + C} P \int_{-1}^{1} \frac{f(E'(x))}{x - y} \frac{dx}{x - 1}.$$  \hspace{1cm} (IV.A.26)

We note that the convergence of the integral in the limit $x \to 1-$

$$\lim_{x \to 1-} \int_{x}^{1} \frac{f(E'(x'))}{x' - y} \frac{dx'}{x' - 1} = 0$$  \hspace{1cm} (IV.A.27)
is ensured by the existence of the integral (IV.A.24) defined in the infinite range. For instance, if the function \( f(E) \) behaves as

\[
f(E \to \infty) \sim E^{-n} \quad (n \geq 2)
\]  

(IV.A.28)

then

\[
f(x \to 1-) \sim (x - 1)^n
\]

(IV.A.29)

and Eq. (IV.A.27) holds. For any kind of analytical treatment it is crucial to know how the integrand function behaves near the integration limits. We assume that the functional behavior of \( K(E,.) \) and \( V(E,.) \) in the same channels is the same. This is completely true for the quasi-separable case, discussed in the next section, and holds well also in the weak coupling case. The vibrational channel does not introduce any non-analyticity in \( V_{\text{v}}(E,.) \) at low energies, even if the electronic coupling is truncated at a Rydberg energy threshold \( (\epsilon_n \equiv -1/(2n^2)) \), with \( n = 2 \) or 3), where it still has some non-zero value \([71]\). In such a case it suffices just to shift the energy integration range. In the dissociation channel the integrand behaves at the threshold \( E \to E_0 \) as

\[
V_{\text{d}}(E,.) \sim \frac{1}{\sqrt{E - E_0}}, \text{ and thus } V_{\text{d},a}(.,E')K_{\text{d}}(E',.) \sim \frac{1}{\sqrt{E' - E_0}}.
\]

(IV.A.30)

This comes from the energy normalization of the dissociative wave function (IV.A.7) and appears in Eqs. (IV.A.11) and (IV.A.24) as a modified weight (cf. Eq. (IV.A.25))

\[
\frac{dx}{\sqrt{1 - x^2}(1 - x)}
\]

(IV.A.31)

instead of \( dx \). As a next step we expand the function \( f \) in terms of certain basis functions, which allows us to evaluate the Cauchy type integrals analytically. We desire, of course, to keep the number of expansion functions as small as possible. All integrals appearing in our problem can be reduced to the following four basic integrals (the reduction is described in detail in the Amendment):

\[
P \int_{-1}^1 \frac{f(x)}{x - y \sqrt{1 - x^2}} \, dx \quad |y| < 1, \quad \int_{-1}^1 \frac{f(x)}{x - y \sqrt{1 - x^2}} \, dx \quad |y| > 1
\]

(IV.A.32)

and

\[
P \int_{-1}^1 \frac{f(x)}{x - y} \, dx \quad |y| < 1, \quad \int_{-1}^1 \frac{f(x)}{x - y} \, dx \quad |y| > 1.
\]

(IV.A.33)

where the second one in each line is a regular integral without singularity which arises when the channel is energetically closed. All of these can be expressed analytically in terms of Chebyshev polynomials. A useful analytical expression can be found also when \( f(E) \sim K(E)V(E) \sim E^\alpha \), where \( \alpha \) is a non-half-integer in Eq. (IV.A.24).
Solution of K-matrix Equation  Because of the off-diagonal property of the potential energy function, Eq. (IV.A.22), the K-matrix equation decouples into the following two sets of equations:

\[ K_{dd}(E) = \sum_{\nu} P \int \frac{V_{\nu d'}(E, E')}{z - E'} K_{\nu d'}(E') \, dE' \]  

and

\[ K_{ud}(E) = V_{ud}(E, E') + \sum_{\nu} P \int \frac{V_{\nu d'}(E, E')}{z - E'} K_{\nu d'}(E') \, dE' \]  

and

\[ K_{\nu d}(E) = V_{d\nu}(E, E') + \sum_{\nu'} P \int \frac{V_{d\nu'}(E, E')}{z - E'} K_{d\nu'}(E') \, dE' \]  

Now we discuss the way of solving these equations. First we factor out the asymptotic behavior as well as the normalization factors and integration weights \((d\mu)\) as is given in Eqs. (IV.A.30) and (IV.A.31),

\[ V_{ij}(E, E') = \alpha_i(E) \alpha_j(E') v_{ij}(E, E') \]  

and

\[ K_{ij}(E, z) = \alpha_i(E) k_{ij}(E, z) \],

where

\[ \alpha_i = 1 \text{ if } i = d \text{ and } \alpha_i = (E + C)^{-1} \text{ if } i = \nu. \]

The well-behaved functions \(v_{ij}\) and \(k_{ij}\) are expanded in terms of Chebyshev polynomials as

\[ v_{ij}(E(y), E'(y')) = \sum_{m,n} c^{ij}_{mn} T_m(y) T_n(y'). \]  

\[ v_{ij}(E(y), \bar{z}) = \sum_m c^{ij}_{m} T_m(y), \]

and

\[ k_{ij}(E(y), \bar{z}) = \sum_m c^{ij}_{m} T_m(y). \]

Our experience shows that these expansions are usually rapidly convergent and the infinite sum may be truncated at some small number \(N_{pd}\) of terms, i.e.

\[ c^{ij}_{mn \rightarrow \infty} \rightarrow 0. \]  

After inserting Eqs. (IV.A.38)-(IV.A.40) into the Lippmann-Schwinger equation (IV.A.11) the integral part reduces to

\[ \sum_{j,m} c^{ij}_{nm} c^{ij}_{m'} T_m(x) P \int_{-1}^{1} T_m(x') T_{m'}(x') \frac{d\mu(x')}{x' - y}. \]
Chebyshev polynomials in the integral (IV.A.42) can be easily reorganized so that we can use the formulae given in the Amendment (cf. Eqs. (V.A.5), (V.A.6), (V.A.8) and (V.A.11)). Finally, $N_e$ matrix equations for $c^{(k)}$ of the order $N_{pd} \cdot N_e$ are obtained,

$$\sum_{j,m'} M(z)^{ij}_{nm} c^{(k)j}_{m'} = c^{(z)j}_n. \tag{IV.A.43}$$

This matrix equation can be inverted directly, if the number of polynomials in the truncated expansion (IV.A.40) is sufficiently small. Iteration techniques are also available to solve Eq. (IV.A.43).

V.3 Separable approximation

The electronic coupling $V_i(R, k^2/2)$ defined in Eq. (IV.A.10) is a general function of internuclear distance $R$ and the electron energy $\epsilon = k^2/2$, and not much is known about its shape mainly at larger values of $R$. It appears, however, and is actually supported by the calculations of a related problem, the dissociative attachment process [65–67], that in many cases the coupling element is separable or nearly separable in the variables $R$ and $\epsilon$,

$$V_i(R, k^2/2) \simeq V_R(R)V_i(k^2/2), \tag{IV.A.44}$$

where $V_R$ and $V_i$ are certain functions. The numerical data for $\text{H}_2^+ + e$, which is actually the only case in DR to give explicit dependencies on both $R$ and $\epsilon$, supports this separability, as explained below. In the case of dissociative attachment, quite a lot of information has been accumulated and supports this approximation [65–69]. Domcke made use of the separability in order to simplify the time-dependent wave packet propagation procedure when the $T$ matrix formula is explicitly given. In the MQDT formalism, on the other hand, the separable coupling allows an explicit solution of the Lippmann-Schwinger equation in energy representation.

The separability may be qualitatively understood as follows. Since the valence orbitals are short ranged, the integration in the coupling (IV.A.10) is limited to a relatively small range of the radial distance $r_0$. For $r > r_0$ the MQDT formalism assumes that only a spherically symmetric Coulomb attraction for the external electron is non vanishing. Inside the reaction zone, $r < r_0$, on the other hand, the external electron is supposed to feel a strong attractive potential as an integral part of the molecule and thus its asymptotically low collision energy can be neglected in the first approximation. Near the boundary the inner wave function is already separated with respect to $R$ and $r$ as

$$\phi_i(\mathbf{k}; r, R) \sim \omega(R) \left( \cos (\pi \mu(R)) \phi_i^{(1)}(r) - \sin (\pi \mu(R)) \phi_i^{(2)}(r) \right), \tag{IV.A.45}$$

where $\omega(R)$ is a certain function of $R$, and only the energy normalization of the
outer wave function is left to be determined

\[
\phi(t; r; R) \sim \frac{N^{-1}(k)}{\sqrt{k}} \left( f_i(k; r) \cos (\pi \mu(R)) - g_i(k; r) \sin (\pi \mu(R)) \right). 
\] (IV.A.46)

Thus the \( k \) dependence of the coupling arises mainly through matching of the \( k \)-independent inner wave function \( \phi_i^{(i)}(r) \) (\( j = 1, 2 \)) to regular and irregular Coulomb functions \( f_i(k; r) \) and \( g_i(k; r) \) at the boundary \( r(k) \sim r_0 \). The above argumentation holds for the matrix elements such as the electronic coupling (IV.A.10). This should not be used directly to the wave functions, though.

The most thoroughly studied system is \( \text{H}_2 \) for which the electronic coupling of \( \text{H}_2^+ (1\Sigma_g^+(2p\sigma_v)^2, \) has been calculated by Hara and Sato [70] in the static exchange approximation. Their matrix element is not precisely separable, but the non separable part is a rather small correction. This clearly follows from Fig. 16, where the solid line represents a separable approximation whereas the circles show the original data of Hara and Sato. Hence, in this case, the separable approximation should work very well and the remainder may be treated, if necessary, as a small perturbation. The other quantities describing \( \text{H}_2^+ + e \) system, i.e. the dissociative and ionic potentials, are given in Fig. 17.

It is interesting to examine how the separability of electronic coupling in the sense discussed above appears as a quasi-separability of the Lippmann-Schwinger equation. The conventional separability in Eq. (IV.A.11) means

\[
V \left( \{n, E\}, \{m, E'\} \right) = v_{nm} v_n(E) v_m(E'), \quad v_n \in R 
\] (IV.A.47)

and the \( K \)-matrix then takes the form

\[
\langle E, n | K(z) | E', m \rangle = \kappa(z)_{nm} v_n(E) v_m(E'),
\] (IV.A.48)

where

\[
\kappa(z) = (1 - v \pi(z))^{-1} v
\] (IV.A.49)

and

\[
\pi_{nm}(z) \equiv \delta_{nm} \text{P} \int_0^\infty \frac{v_n^2(E)}{z - E} dE.
\] (IV.A.50)

Eq. (IV.A.48) gives the operator solution of Eq. (IV.A.11) for all the energies \( E, E' \), if \( z \) is fixed.

In the present case the electronic coupling is separable in the sense of Eq. (IV.A.44) and thus the energy kernel of Eq. (IV.A.22) \( (E = E_n + k^2/2 \) or \( E = E_0 + E_{\text{vac}} \)) given by

\[
V \left( \{d, E\}, \{v, E'\} \right) = V_i(k(E')); v \int_0^\infty \Psi_{d;i}(R; E) V_R(R) \Phi_{v;i}(R; E_v) dR 
\] (IV.A.51)

appears in the form

\[
V(\{d, E\}, \{v, E'\}) \equiv V_d(E' - E_v) V_v(E).
\] (IV.A.52)
where we denoted
\[
V_v(E) = \int_0^\infty \Psi_{dis}(R; E)V_R(R)\Phi_{vib}(R; E_v)\, dR
\]
and
\[
V_d(E' - E_v) = V_v(E' - E_v).
\]

Although the arguments in Eq. (IV.A.51) are \{d, E\} and \{v, E'\}, in Eq. (IV.A.52) the vibrational state \(v\) couples with the dissociative state kinetic energy \(E\) (through the function \(V_v\)) while the dissociative state \(d\) couples with continuous electron energy \(E'\) (through the function \(V_d\)). The solution of Eq. (IV.A.11) with the kernel in Eq. (IV.A.52), \(K_{sep}(E) \equiv \langle E, n | K(z) | E', m \rangle\), is given below analytically for fixed \(E'\) and \(z\) only as a function of \(E\). For determination of the phase shift, Eq. (IV.A.12), we finally set
\[
E = E' = z. \tag{IV.A.53}
\]
Because of this we call \(K_{sep}(E)\) the "on-shell quasi-separable" solution.

To write it down explicitly we consider for simplicity only one dissociative channel \(d\).

The \(K\) matrix elements are found in terms of \(V\) functions in Eq. (IV.A.52), when we make use of the two separated groups of indices (see Eqs. (IV.A.34) and (IV.A.36))

\[
K_{dd}(E) = \sum_v \alpha_v V_v(E), \quad K_{vd}(E) = \beta_v V_d(E - E_v) \tag{IV.A.54}
\]

and

\[
K_{v_1 v_2}(E) = \gamma_{v_1 v_2} V_d(E - E_{v_1}), \quad K_{d v}(E) = \sum_{v'} \delta_{v v'} V_{v'}(E). \tag{IV.A.55}
\]

If we introduce the principal value integrals
\[
\pi_v(E) \equiv \text{P} \int_{E_0 + \epsilon_v}^\infty \frac{V_d(E' - E_v)}{E - E'}\, dE' \quad \text{and} \quad \pi_{v v'}(E) \equiv \text{P} \int_{E_0}^\infty \frac{V_v(E')V_{v'}(E')}{E - E'}\, dE', \tag{IV.A.56}
\]
then the coefficients in Eqs. (IV.A.54) and (IV.A.55) are given by the relations

\[
\beta_v = V_v(E) + \sum_{v'} \pi_{v v'} \pi_{v'} \beta_{v'}, \quad \alpha_v \equiv \beta_v \pi_v \tag{IV.A.57}
\]
and

\[
\gamma_{v_1 v_2} = V_d(E - E_{v_2}) \pi_{v_1 v_2} + \sum_{v'} \pi_{v_1 v'} \pi_{v'} \gamma_{v' v_2}; \tag{IV.A.58}
\]

\[\delta_{v v'} \equiv V_d(E - E_v) \delta_{v v'}^{v v'} + \pi_{v v'} \gamma_{v v'}.\]

Since the parameter \(v_2\) is dummy in Eq. (IV.A.58) the LU decomposition is useful; thus to get all the \(K\)-matrix elements we only need to solve an \(N_{vib} \times N_{vib}\) linear matrix equation, which is repeated \(N_{vib} + 1\) times (\(N_{vib}\) is the number of vibrational channels).
V.4 Numerical examples

Let us briefly discuss the numerical methods used to solve the $K$-matrix equation. For that purpose the DR process of $H_2^+ + e$ is used as an example. The rotational degree of freedom is not included in the model calculations. We start with the comparison of our method to the grid method. The first order perturbation theory is not applicable in this case. In order to prove it our calculations are presented for a wide range of the modified electronic coupling strength (see Fig. 18).

To get an insight into the problem, let us review the grid method. Essentially, this method uses a numerical quadrature to convert the integral equation (IV.A.11) to a linear set of equations defining the $K$-matrix at grid points. Such linear system can be solved by standard methods of linear algebra. The dimensions of underlying matrices and the accuracy of the method is to a large extent determined by the numerical quadrature used to approximate the integrals appearing in Eq. (IV.A.11). A typical integral needed for the evaluation of the $K$-matrix takes the following form

$$I(E) = P \int_0^{\infty} \frac{f(E')}{E - E'} dE', \quad f(E') = \theta(E' + \epsilon_a) E^a \exp \left( -bE' \right),$$

where $E$ is a real number, negative in the case of closed channels and positive if the corresponding channel is open. Here $a$ and $b$ are certain constant parameters [71].

The Cauchy type integral can be evaluated according to the principal value definition with use of the grid method,

$$I(E) = \lim_{\epsilon \rightarrow 0} \left[ \int_0^{E-\epsilon} \frac{f(E')}{E - E'} dE' + \int_{E+\epsilon}^{\infty} \frac{f(E')}{E - E'} dE' \right].$$

The mesh points $E' = x_j$ are chosen so that we approximately have

$$I(E) \approx \sum_j w_j \frac{f(x_j)}{E - x_j},$$

where $w_j$ are the quadrature weights. Because both integrals in Eq. (IV.A.60) diverge when $\epsilon \rightarrow 0$, it is important to use the mesh-points located symmetrically with respect to $E$ in the vicinity of the singular point $x_j \sim E$. If an equidistant grid is used, obviously many grid points have to be used for the case $E \rightarrow 0$. In principle, more elaborate methods using variable grid steps may be used. Then, however, additional information on the integrand must be added. In that case more analytical approaches could be also used. The sophisticated numerical methods may not allow direct matrix inversion due to the varying number of mesh points and thus require some iterative procedure and implicit interpolation. Regardless of the modifications, the essence of the grid method consists in an
expansion (we assume an equidistant mesh size \( \Delta \)),

\[
f(x) \simeq \sum_n f_n b_n(x), \quad b_n(x) = \delta(x - x_n) \theta(x_{n-} \leq x \leq x_{n+}) \Delta, \quad f_n = f(x_n),
\]

in which the principal value integral of the basis functions is

\[
P \int_0^\infty \frac{b_n(x)}{E-x} dx = \Delta \frac{1}{E-x_n}.
\]

(IV.A.62)

Such expansion ignores the singularity completely and converges very slowly as \(1/N\), \(N\) being the number of mesh-points. In fact, the following two conditions are tacitly assumed for the grid method to work:

1. The integrated function must change very slowly in the vicinity of the singularity.
2. A large number of grid points are needed, if the singularity approaches the limits of integration.

Instead, after the substitution (IV.A.25), we use Chebyshev polynomials as the basis set \(b_n(x)\). If the integrated function is smooth, we can assume rapidly decreasing coefficients \(f_n\) within this basis. Taking the identity from the Amendment as an example (using Eqs. (V.A.3) and (V.A.5)), a new energy dependent quadrature with mesh-points independent from the location of the singularity can be introduced. First, the integrand is expanded into the Chebyshev polynomials numerically by taking the projection on a grid \(x_j\), and then the principal value integral is evaluated analytically. Changing the order of summation, we get the quadrature weight at the point \(x_i\) when singularity is located at \(y\) as

\[
2 \sum_{n=1}^{N} T_n(x_i) U_{n-1}(y) \rightarrow N^{-\infty} \frac{1}{x_i - y}.
\]

(IV.A.64)

The limit in Eq. (IV.A.64) can not be reproduced numerically, and the identity above is to be understood in the generalized sense. In fact, the main advantage of this method is that small number of polynomials \(N_{pol}\) enables us to reproduce the Cauchy type singular integral accurately. It is not necessary to recalculate either the singularity or the integrated function at a different grid whenever the energy changes. This is important especially for the scattering calculations.

To manifest the difference between both methods we evaluated the principal value integral (IV.A.59) in the open and close channel regions with the singularity close to the limit of integration which means the low energy limit. Equidistant grid points and the trapezoidal quadrature rule are used for the integration. The grid is centered around the singularity (Cauchy type of integral) and its limits are chosen in such a way that the numerical error arising from neglecting the exponentially small integrand tail does not enter the displayed digits. As a minimum, two mesh-points are always used.
In the following we compare results of the grid method with the Chebyshev
type calculation based on Eq. (V.A.8). The number of polynomials is equal to
the number of quadrature points, which are used to project the function \( f \) into
the polynomials. We have chosen the values \( a = 1, \ b = 1, \ C = 2.5 \) and the
results are given in Table 1 for \( E = \epsilon_n + 0.05 \) (principal value integral) and in
Table 2 for \( E = \epsilon_n - 0.05 \) (regular integral).

From these tables we can make the following conclusions:
1. The Chebyshev method converges quickly for both energies studied in this
   paper and in general. As low number as \( N = 10 \) gives results correct to 3-4
   significant digits. This is also true for other energies.
2. The grid method yields reasonable, but much more slowly converging results,
   for middle energies. It almost fails in the low energy case, which is essential for
   MQDT, when the singularity approaches the limit of the integration. Note the
   plateau in the Table 1 around the values \( N \sim 200 - 300 \), where the calculation
   seemingly converged. A wrong answer might be obtained if the calculation was
   stopped at this point, since the accuracy of the grid method is basically only
   \( \sim 1/N \).

In the following, we investigate the non-separable coupling case using the full
\( K \)-matrix numerical solution, whilst the results due to the separable approxi-
mation (see Fig. 16) are computed from the on-shell quasi-separable analytical
solution (OSQS) and the first order perturbation theory (FOPT). Following Tak-
agi [71] we adopt 10 vibrational channels (see Fig. 17) in all the calculations and
choose \( n = 3 \) for the threshold \( \epsilon_n \). The number of closed channels is important
when solving \( K \)-matrix equation, since they enter the summation in the second
term on the right-hand side of Eq. (IV.A.11). The statistical factor \( g \) in Eq.
(IV.A.19) equals 1/4. Finally, the quantum defect function is taken from [72].

In Fig. 18, the eigen phase shifts \( \delta(\epsilon) \) are plotted as a function of the relative
electronic coupling strength \( \lambda \in (0, 1) \) for a fixed value of the total energy using
the separable electronic coupling. The FOPT results (crosses) start to differ from
the exact ones at \( \lambda \sim 0.05 \), far below the actual electronic coupling strength
\( \lambda = 1 \). Fig. 19 shows the energy dependence of the eigen phase shifts. In both
Figs. 18 and 19, the separable approximation can not be practically distinguished
from the exact non-separable results (solid lines).

In Figs. 20 the DR cross sections for \( v = 0 \to d \) are shown. Fig. 20a presents
the result of the separable approximation (OSQS), which is confirmed to coincide
with the exact one as in the case of phase shift. This guarantees that the present
separable approximation can very much simplify the analysis of DR processes.
It should be noted that the solution of the \( K \)-matrix equation can be obtained
almost analytically under this approximation. Fig. 20b depicts the result of
FOPT which differs noticeably from Fig. 20a. This fact has been pointed out by
Takagi in ref. [73] by using the grid method. The difference in resonance shape is
due to indirect electronic mechanism omitted in FOPT and has been discussed
in detail by GubernM and Ginsti-Suzor in ref. [59]. We have also confirmed the
previous FOPT result based on energy-independent constant electronic coupling (Figs. 4 and 6a of ref. [72]). We note, that even in the FOPT case the results differ depending on whether some closed channels are considered or not.

V.5 Closing remarks

In this section we used a new technique for solving principal value integral equations that appear as a substantial part of the MQDT formalism of dissociative recombination. It enables us to treat the equations very efficiently, removing the problems of the conventional methods. Particularly, there is no need to change the grid and thus to recalculate or interpolate the coupling as well as the dissociative wave functions to re-express the kernel whenever the energy is changed. The resulting linear system for the $K$-matrix was shown to be of much smaller size compared to that of the grid method. The "on-shell quasi-separable" approximation in the Lippmann-Schwinger equation, arising from the separable electronic coupling, was discussed and a formal analytical $K$-matrix solution was introduced. Summarizing, the present method can make the MQDT treatment of various dynamic processes of super-excited molecular states as well as DR [55] very efficient. It is important especially for detailed calculations, when the rotational degree of freedom has to be taken into account, as well as for the case that more than one dissociative states are considered. We omitted these additional channels in this work since their incorporation can be done in a straightforward manner and they are not necessary for the demonstration of our method. Calculations of the $\text{H}_2^+ + e$ dissociative recombination process including also the additional channels has been carried out by Takagi [73] by using the grid method.

It was recognized to be important to consider the electronic coupling as a function of the internuclear distance as well as the continuous electron energy. We have to be careful about the constant coupling approximation. Changes of the $K$-matrix amplitudes, resulting from different types of approximations, influence the DR cross sections substantially. Separability of the coupling is useful because of the available analytical solution. This was found to be a very reasonable approximation which considerably facilitates the numerical calculation. Roughly speaking, the first order perturbation theory is justified when the electronic coupling is smaller than $5 \times 10^{-3}$ a.u. Precise estimates for the applicability of FOPT need to take into account also the particular functionality of the electronic coupling. If the magnitude of all dimensionless quantities defined in Eq. (IV.A.56) is small, $|\pi_{\text{int}}|_1 \ll 1$, FOPT method works well. The grid method is less efficient than the analytical treatment of the principal value integral, as we have pointed out. It can be improved using the iteration type of solution and the variable grid size. The most elaborate way is, however, to use such a numerical technique that adopts the integration weight on a stable grid accurately and treats the singularity within a special class of integrand functions. The present work is an example of such a strategy for a particular expansion prescription. Our new method can
facilitate the DR calculations very much even for general diatomic molecules by incorporating into the general procedure developed in ref. [58].

Amendment

Here we provide the mathematical background for section V.

V.A. Chebyshev polynomials

First, some basic relations of the Chebyshev polynomials are summarized [16].

1. Recursion relation for the first kind of polynomials:

   \[ T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x), \quad x \in (-1, 1), \quad n \in \mathbb{N} \cup \{0\} \]  

   \[ T_0(x) = 1, \quad T_1(x) = x. \]  

   The same recursion relation holds for the second kind of Chebyshev polynomials with 

   \[ U_{-1}(x) = 0, \quad U_0(x) = 1. \]  

2. Orthogonality for both sets of polynomials on \((-1, 1)\) with the weight

   \[ d\mu(x) = \frac{dx}{\sqrt{1-x^2}}. \]  

   The norm is \(\pi/2\) for all the polynomials except \(T_0\), norm of which is \(\pi\).

3. Numerical quadrature

   \[ \int_{-1}^{1} f(x) \frac{dx}{\sqrt{1-x^2}} \approx \sum_{i=1}^{N} w_i f(x_i). \]  

   where

   \[ w_i = w = \frac{\pi}{N}, \quad x_i = \cos \left[ \left( i - \frac{1}{2} \right) w \right]. \]

   in which orthogonal relations are valid for indices \(n, m \leq N\). Next, let us summarize some principal value integrals.

1. Chebyshev principal value integral for \(|y| < 1\) [63]

   \[ P \int_{-1}^{1} \frac{T_n(x)}{x-y} \frac{dx}{\sqrt{1-x^2}} = \pi U_{n-1}(y). \]  

2. Chebyshev integral for \(|y| > 1\)

   \[ \int_{-1}^{1} \frac{T_n(x)}{x-y} \frac{dx}{\sqrt{1-x^2}} = 2\pi \frac{Y^{n+1}}{Y^2 - 1}. \]
where
\[ Y = \begin{cases} \sqrt{y^2 - 1} - \frac{y}{\sqrt{y^2 - 1}} & y > 1 \\ -\frac{y}{\sqrt{y^2 - 1}} & y < -1 \end{cases} \quad |Y| < 1 \quad (V.A.7) \]

We have developed the two following quadratures:

(3) Principal value integral with non-Chebyshev weight
\[ P \int_{-1}^{1} \frac{T_n(x)}{x-y} dx = \frac{1}{2} (P_{n+1}(y) - P_{n-1}(y)), \quad (V.A.8) \]

where
\[ P_n(y) \equiv P \int_{0}^{\pi} \frac{\sin(n \theta)}{\cos \theta - y} d\theta, \quad y \in (-1, 1), \quad P_{-n}(y) \equiv -P_n(y), \quad (V.A.9) \]

\[ P_n(y) = -\pi \frac{T_n(y)}{\sqrt{1-y^2}} + 2 \left[ \sum_{m=0}^{n-1} \frac{1}{n-m-1} \left( 1 + (-1)^{n-m} \right) U_m(y) + \left( \ln \frac{1-y}{1+y} + \frac{\pi y}{2 \sqrt{1-y^2}} \right) U_{n-1}(y) - \frac{\pi}{2} \frac{1}{\sqrt{1-y^2}} (U_{n-2}(y) - \delta_{n,0}) \right]. \]

This shows clearly the divergence at \( y = \pm 1 \), where the operation of principal value stops to be defined. The following formula may be useful for numerical computations:

\[ P_{n+1} = \frac{2}{n} (1 - (-1)^n) + 2yP_n - P_{n-1} \quad |y| < 1. \quad (V.A.10) \]

(4) Integral with non-Chebyshev weight
\[ \int_{-1}^{1} \frac{T_n(x)}{x-y} dx = (I_{n+1}(y) - I_{n-1}(y)), \quad I_{-n}(y) \equiv -I_n(y), \quad (V.A.11) \]

where (cf. Eq. (V.A.7))
\[ I_n(y) = \frac{S_n(Y_1) - S_n(Y_2)}{Y_1 - Y_2}, \quad Y_1 < 1, \quad Y_2 > 1 \]

with
\[ S_n(Y) \equiv \sum_{i=0}^{[\frac{n-1}{2}]} \frac{Y^{n-2i+1}}{2i+1} - Y^n \ln \left( \frac{1+Y}{1-Y} \right) Y^{\geq 1} - 2 \sum_{i=\left[ \frac{n-1}{2} \right]}^{\infty} \frac{Y^{n-2i+1}}{2i+1}. \]

(5) Following Domcke [74], we have
\[ P \int_{0}^{\infty} \frac{E^{\alpha}}{E - dE'} \exp(-E') dE' = \exp(-E) \left( \frac{\pi E^{\alpha}}{\tan(\pi \alpha)} - \Gamma(\alpha) \Gamma(\alpha - 1, -\alpha, E) \right), \quad (V.A.12) \]

\[ \alpha > 0, \quad \alpha \neq n. \]

The singular case \( \alpha = n \) can be treated by the formulae (V.A.8) and (V.A.11).
VI Conclusion

We have completed the semiclassical theory of nonadiabatic transitions in the exponential potential model. In particular, we solved the repulsive potential case and re-expressed the nonadiabatic transition matrix in terms of contour integrals of adiabatic momenta in the complex coordinate plane. Such formula has the conceptual advantage of being free from the parameters pertinent to the exponential potential model. On the basis of Meijer G functions we derived the first quantum mechanical exact analytical solution of a diabatically avoided crossing model and analyzed this model semiclassically. The semiclassical conditions for the complete transmission and the complete reflection in some two-state quantum systems common in molecular physics were given. We developed a powerful technique for solving integral equations with a singular kernel useful in the framework of Multi-channel Quantum Defect Theory and suggested a separable approximation for the electronic coupling, under which we derived an exact analytical solution of Lippman-Schwinger Equation. We also proposed applications of formalism used in physics to economics, in particular the concept of a potential and the concept of nonadiabatic transition.
Illustrations

Figure 1 Bessel transformation contours in the complex $p$-plane.

Two contours ($C_{i1}$, $i = 1, 2$) wind the branch cuts at the lower complex half-plane of $p$ and go to $+i\infty$. While the two others ($C_{i2}$, $i = 1, 2$) wind the branch cuts at the upper half-plane and go to $-i\infty$. The numbering of contours, $C_{ij}$, corresponds to the Hankel functions, $H^{(i)}$, and the WKB wave functions, $F^{(j)}$. 
Figure 2 Contours $L_i$.

The two contours $L_1$ and $L_2$ define the parameters $\phi_i$ of Eqs. (II.64) and (II.65) in the complex $p$-plane. These are shown both for the repulsive case, $L_i^+$ (branch cuts on the imaginary axis), and for the attractive case, $L_i^-$ (branch cuts on the real axis), (see Eq. (II.H.6)).
Figure 3 Contours in the complex $\rho^2$-plane (attractive case).

The two closed contours correspond to $L_1^-$ and $L_2^-$ of Fig. 2 when transformed to the $\rho^2$ plane. The bold line is the contour for $\delta_1$ while the contour for $\delta_2$ (thin line) winds around the complex crossing points denoted by stars. The adiabatic momenta, integrated on the respective parts of the contours, are denoted as $k_1$ and $k_2$, and $t_i$ ($i = 1, 2$) stands for the corresponding turning points $-\nu^2/c_i$. Branch cuts of adiabatic potentials are plotted as a dashed line. The overall integration result, $\delta = \delta_1 + \delta_2$, is the sum of integrals of $k_1$ and $k_2$ on two contours that encircle $\rho^2 = 0$ ($x = \infty$) in opposite directions.
The contours for $\delta_i$ in the $x$-plane. Turning points $x_i'$ are located out of the real axis. As a result, the integral for $\delta_1$ (bold line) can be reduced to the integration on the dotted contours. In the repulsive case $3x_i' = 0$, the complex conjugate turning points merge together, and the sum of the two contour integrals equals zero.
Figure 5 Contours in the complex $\rho^2$-plane (repulsive case).

a) Integral for $\delta_1$. The full line corresponds to the contour $L^*_1$ (cf. Eq. (II.H.2) with $i=1$). The dotted line shows how the contour can be distorted without changing the integration result (see Eq. (II.H.10)). The point $\rho_0^2$ corresponds to $\rho^2_0 = 0$ which does not contribute to $\delta_1$ (see Eq. (II.H.4)). Stars denote the adiabatic crossing points which are connected by a branch cut (dashed line). $t_1$ and $t_2$ are the turning points. The contour for $\delta_1$ can be finally reduced to the double-dot-dashed line.

b) Integral for $\delta_2$. Not only the same contour (double-dot-dashed) as in a) except that $i = 2$ in Eq. (II.H.2) but also the closed dotted contours arising from Eqs. (II.H.11) and (II.H.4) contribute to $\delta_2$. 
Figure 6 Accuracy of the semiclassical $S^R$ matrix.

a) The transition probability $P(E)$ (see Eq. (II.74))
b) The scattering phase $\Phi(E)$ (see Eq. (II.75))
c) The scattering phase $\Psi(E)$ (see Eq. (II.76))

In the Figs. a)-c) the lower plot is a detail of the upper one.

The potential parameters are $V_1 = -30$, $V_2 = -40$, $V = 20$, $U_1 = 0$ and $U_2 = -15$ which represent a system with big asymptotic energy level separation. That is why the condition in Eq. (II.73) is fulfilled for the energy which is above the scale in this Figure. The total transition probability (Eq. (II.74)) and the rescaled $S^R$-matrix phases (Eqs. (II.75) and (II.76)) are plotted against the dimensionless energy. The full line is the exact quantum solution and the circles show the analytical result from Eq. (II.62). Energy of the diabatic crossing point is 45, while the energy at the reference point (the average of adiabatic potentials) is $\sim 5.2$. 
Figure 7 Accuracy of the semiclassical $S^R$ matrix.

The same as in Fig. 6 except that we chose $V_1 = -0.1$, $V_2 = -0.1002$, $V = 0.005$, $U_1 = 0$ and $U_2 = -0.1$. This is an example of almost parallel potentials with small asymptotic energy level separation. Energy of the diabatic crossing point is 50, while the energy at the reference point is $\sim 0.95$. 
Figure 8 Diabatically avoided crossing model.

(a) The potential curves: the two diabatic potentials (thin lines, arabic numbers) do not intersect and have a constant nonadiabatic coupling. Adiabatic potentials are shown in bold. The sharp potential curves are obtained by cutting and rotating the Rozen-Zener-Demkov model by the angle of $\pi/4$. Arrows and letters indicate the important adiabatic phases. (b) The semiclassical diagram: arrows denote the direction of adiabatic wave (arabic number) propagation. The rectangles represent the two nonadiabatic transition regions with the transition matrix $J$ (from left to right) or its transpose, $J^\dagger$ (from right to left).
Figure 9 Double crossing NT-type model.

(a) The potential curves: the notation is the same as in Fig. 8a. We distinguish energy above the top of the barrier, a) (for the semiclassical diagram see Fig. 8), and energy below the barrier top, b). The roman numbers denote the three important coordinate regions; arabic numbers index the adiabatic potentials. (b) The semiclassical diagram (energy below the top of the barrier): same as in Fig. 8b. The matrix $M$ stands for the tunneling through the central potential barrier (see Fig. 9a).
Figure 10 Three channel tunneling model.

(a) The potential curves: the notation is the same as in Fig. 9a. (b) The semiclassical diagram: the notation is the same as in Fig. 9b.
Figure 11 Transmission in DAC model.

Transmission coefficient as a function of energy. In the dimensionless units of Eq. (III.55) the model parameters are (U = 0): (a) $C = 0.2$ and $V = 1$ (b) $C = 6$ and $V = 1$ (c) $C = 2$ and $V = 0.1$ (d) $C = 2$ and $V = 3$. The bottom $E_b$ (top $-E_b$) of the upper (lower) adiabatic potential is given by $\sqrt{V^2 + C^2}$, i.e. $E_b \sim 1.02$ (a), 6.08 (b), 2.00 (c), and 3.61 (d).
Figure 12 Semiclassical analysis of DAC model.

Semiclassical (circles) and exact (full line) transmission coefficient as a function of energy. The potential constants, $C = 2$ and $V = 10^{-3}$ in the units of Fig. 11, are chosen so that the potential is flat around $x = 0$ and a sequence of two RZ transitions takes a place. Confer with Eqs. (III.49) and (III.B.1).
Figure 13 Transmission in double crossing NT case.

The asymmetric model potential is defined by Eq. (III.17). (a) Transmission coefficient as a function of energy (overall feature). (b) Magnification of Fig. 13a ($V_{12} = 5 \times 10^{-5}$). Solid circles represent the semiclassical results from Eqs. (III.49) and (IV.A.1). (c) The same as Fig. 13b except for $V_{12} = 1 \times 10^{-3}$. (d) The same as Fig. 13b except for $V_{12} = 8 \times 10^{-2}$. 
Figure 14 Fano type resonance in the Vardi-Shapiro case [46].

The model potentials are given by Eqs. (III.18)-(IV.A.22). There appear complete reflection and transmission below the top of the central barrier (maximum of $V_{11} \simeq 4.71 \times 10^{-2}$). The thin line corresponds to the potential given in the text; while the bold line is the transmission coefficient for an artificially magnified central barrier to such an extent that the tunneling can be neglected.

Figure 15 Transmission in 3-channel tunneling case.

The transmission coefficient as a function of energy for the model potentials given by Eq. (III.22) with (1) $V_{12} = 4.59 \times 10^{-2}$ (full line) and (2) $V_{12} = 5.0 \times 10^{-3}$ (dotted line). The vertical dashed line indicates the energy of the barrier top.
Figure 16 Separable approximation of the electronic coupling of $\text{H}_2$ ($^1\Sigma_g^+(2p\sigma_u)^2$).

The abscissa $\epsilon$ is the energy of the continuous electron, the ordinate measures the electronic coupling $V_e(R)$. The three curves correspond to $R = 1.4, 2.0, 2.6$ in the increasing order of magnitude. Circles show the data by Hara and Sato [70] and the full lines indicate the separable approximation.

Figure 17 Ionic and dissociative potential curves of $\text{H}_2$.

The dissociative and ionic potentials are plotted as a function of internuclear distance $R$. $\text{H}_2^+$ vibrational levels and corresponding wave functions are also drawn for convenience.
Figure 18 Coupling strength dependence of the eigen-phase shifts.

The coupling has been redefined as $\lambda V_I(\epsilon, R)$ and the $K$-matrix eigen-phase shifts $\delta_i(E; \lambda)/\pi$, $i = 1 \sim 11$ are plotted against $\lambda$ for the fixed total energy $E = -0.575$. The exact numerical results for the general non-separable case appear in full lines. The OSQS (on-shell quasi-separable analytical solution) results coincide with the exact ones, and crosses denote the two symmetric FOPT (first order perturbation theory) phase shifts (other $N_{vib} - 1$ phase shifts degenerate to zero in this case).

Figure 19 Energy dependence of the eigen-phase shifts.

The notation is the same as in Fig. 18 except for the horizontal abscissa, which now denotes the total energy $E$ ($\lambda = 1$).

Figure 20 The DR cross section for $H_2^+(v = 0) + e \rightarrow H + H$ as a function of electron energy (in eV).

The incident electron energy is measured in a logarithmic scale, $-(\log \epsilon - \log(0.02))/\log(0.02)$, and the cross section (in cm$^2$) is also measured in logarithmic scale, $\log_{10}(\sigma_{v=0\rightarrow 0})$.
(a) The general non-separable case and the separable approximation (indistinguishable). (b) The result of the first order perturbation theory.
Tables

Table 1: Principal Value Integrals by Chebyshev and Grid Methods. $E = \epsilon_n + 0.05$ is the total energy in Eq. (IV.A.59), $N$ is the highest Chebyshev polynomial index in the expansion (IV.A.40) as well as the number of mesh-points in Eq. (V.A.4). $PvI_{\text{Chebyshev}}$ denotes the principal value integral evaluated by the means of Chebyshev polynomial expansion and $PvI_{\text{Equi-grid}}$ stands for the result obtained from the grid method.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$PvI_{\text{Chebyshev}}$</th>
<th>$PvI_{\text{Equi-grid}}$</th>
<th>$N$</th>
<th>$PvI_{\text{Equi-grid}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.13721765 × 10^1</td>
<td>-0.08059284</td>
<td>40</td>
<td>-0.98221158</td>
</tr>
<tr>
<td>2</td>
<td>-0.11716273 × 10^1</td>
<td>-0.08059284</td>
<td>50</td>
<td>-0.10336974 × 10^1</td>
</tr>
<tr>
<td>3</td>
<td>-0.10172041 × 10^1</td>
<td>-0.16427398</td>
<td>60</td>
<td>-0.10646586 × 10^1</td>
</tr>
<tr>
<td>4</td>
<td>-0.12895849 × 10^1</td>
<td>-0.23024873</td>
<td>70</td>
<td>-0.10833267 × 10^1</td>
</tr>
<tr>
<td>5</td>
<td>-0.12194187 × 10^1</td>
<td>-0.28652549</td>
<td>80</td>
<td>-0.10946005 × 10^1</td>
</tr>
<tr>
<td>6</td>
<td>-0.11288320 × 10^1</td>
<td>-0.33635902</td>
<td>90</td>
<td>-0.11014157 × 10^1</td>
</tr>
<tr>
<td>7</td>
<td>-0.11689960 × 10^1</td>
<td>-0.38141667</td>
<td>100</td>
<td>-0.11055386 × 10^1</td>
</tr>
<tr>
<td>8</td>
<td>-0.11803151 × 10^1</td>
<td>-0.42268321</td>
<td>200</td>
<td>-0.11118244 × 10^1</td>
</tr>
<tr>
<td>9</td>
<td>-0.11685195 × 10^1</td>
<td>-0.46080023</td>
<td>300</td>
<td>-0.11118664 × 10^1</td>
</tr>
<tr>
<td>10</td>
<td>-0.11701910 × 10^1</td>
<td>-0.49621710</td>
<td>400</td>
<td>-0.11395432 × 10^1</td>
</tr>
<tr>
<td>11</td>
<td>-0.11711006 × 10^1</td>
<td>-0.52926658</td>
<td>500</td>
<td>-0.11395825 × 10^1</td>
</tr>
<tr>
<td>12</td>
<td>-0.11709391 × 10^1</td>
<td>-0.56020603</td>
<td>600</td>
<td>-0.11495396 × 10^1</td>
</tr>
<tr>
<td>13</td>
<td>-0.11710051 × 10^1</td>
<td>-0.58924165</td>
<td>700</td>
<td>-0.11495749 × 10^1</td>
</tr>
<tr>
<td>14</td>
<td>-0.11706390 × 10^1</td>
<td>-0.61654334</td>
<td>800</td>
<td>-0.11546952 × 10^1</td>
</tr>
<tr>
<td>15</td>
<td>-0.11709514 × 10^1</td>
<td>-0.64225435</td>
<td>900</td>
<td>-0.11547260 × 10^1</td>
</tr>
<tr>
<td>16</td>
<td>-0.11709120 × 10^1</td>
<td>-0.6649777</td>
<td>1000</td>
<td>-0.11578406 × 10^1</td>
</tr>
<tr>
<td>17</td>
<td>-0.11707939 × 10^1</td>
<td>-0.68938100</td>
<td>2000</td>
<td>-0.11642504 × 10^1</td>
</tr>
<tr>
<td>18</td>
<td>-0.11708963 × 10^1</td>
<td>-0.71099895</td>
<td>3000</td>
<td>-0.11664228 × 10^1</td>
</tr>
<tr>
<td>19</td>
<td>-0.11708665 × 10^1</td>
<td>-0.73143638</td>
<td>4000</td>
<td>-0.11675156 × 10^1</td>
</tr>
<tr>
<td>20</td>
<td>-0.11708547 × 10^1</td>
<td>-0.75076966</td>
<td>5000</td>
<td>-0.11681735 × 10^1</td>
</tr>
<tr>
<td>21</td>
<td>-0.11708699 × 10^1</td>
<td>-0.76906809</td>
<td>6000</td>
<td>-0.11686130 × 10^1</td>
</tr>
<tr>
<td>22</td>
<td>-0.11708638 × 10^1</td>
<td>-0.78639496</td>
<td>7000</td>
<td>-0.11689274 × 10^1</td>
</tr>
<tr>
<td>23</td>
<td>-0.11708645 × 10^1</td>
<td>-0.80280836</td>
<td>8000</td>
<td>-0.11691634 × 10^1</td>
</tr>
<tr>
<td>24</td>
<td>-0.11708642 × 10^1</td>
<td>-0.81836183</td>
<td>9000</td>
<td>-0.11693471 × 10^1</td>
</tr>
<tr>
<td>25</td>
<td>-0.11708652 × 10^1</td>
<td>-0.83310492</td>
<td>10000</td>
<td>-0.11694942 × 10^1</td>
</tr>
<tr>
<td>26</td>
<td>-0.11708645 × 10^1</td>
<td>-0.84708363</td>
<td>20000</td>
<td>-0.11701569 × 10^1</td>
</tr>
<tr>
<td>27</td>
<td>-0.11708644 × 10^1</td>
<td>-0.86034076</td>
<td>30000</td>
<td>-0.11703782 × 10^1</td>
</tr>
<tr>
<td>28</td>
<td>-0.11708650 × 10^1</td>
<td>-0.87291626</td>
<td>40000</td>
<td>-0.11704883 × 10^1</td>
</tr>
<tr>
<td>29</td>
<td>-0.11708645 × 10^1</td>
<td>-0.88484746</td>
<td>50000</td>
<td>-0.11705546 × 10^1</td>
</tr>
<tr>
<td>30</td>
<td>-0.11708646 × 10^1</td>
<td>-0.89616934</td>
<td>100000</td>
<td>-0.11706870 × 10^1</td>
</tr>
</tbody>
</table>
Table 2: Regular Integrals by Chebyshev and Grid Methods. The notation is the same as in Table 1, except for $E = \epsilon_n - 0.05$, which corresponds to a regular integral. The singular point of the integrand is outside of the integration interval. $I_{\text{Chebyshev}}$ denotes the integral evaluated by the means of Chebyshev polynomial expansion and $I_{\text{Equi-grid}}$ stands for the result obtained from the grid method.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$I_{\text{Chebyshev}}$</th>
<th>$I_{\text{Equi-grid}}$</th>
<th>$N$</th>
<th>$I_{\text{Equi-grid}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.42395680</td>
<td>-0.10452720x10^2</td>
<td>40</td>
<td>-0.11053738x10^1</td>
</tr>
<tr>
<td>2</td>
<td>-1.29288040</td>
<td>-0.10452720x10^2</td>
<td>50</td>
<td>-0.10741976x10^1</td>
</tr>
<tr>
<td>3</td>
<td>-0.94351396</td>
<td>-0.52589808x10^1</td>
<td>60</td>
<td>-0.10539170x10^1</td>
</tr>
<tr>
<td>4</td>
<td>-0.96417443</td>
<td>-0.36025258x10^1</td>
<td>70</td>
<td>-0.10396865x10^1</td>
</tr>
<tr>
<td>5</td>
<td>-0.96732836</td>
<td>-0.28270204x10^1</td>
<td>80</td>
<td>-0.10291588x10^1</td>
</tr>
<tr>
<td>6</td>
<td>-0.95413852</td>
<td>-0.23894798x10^1</td>
<td>90</td>
<td>-0.10210596x10^1</td>
</tr>
<tr>
<td>7</td>
<td>-0.95949466</td>
<td>-0.21123854x10^1</td>
<td>100</td>
<td>-0.10146384x10^1</td>
</tr>
<tr>
<td>8</td>
<td>-0.96090360</td>
<td>-0.19225837x10^1</td>
<td>200</td>
<td>-0.98643418</td>
</tr>
<tr>
<td>9</td>
<td>-0.95918080</td>
<td>-0.17850365x10^1</td>
<td>300</td>
<td>-0.97731111</td>
</tr>
<tr>
<td>10</td>
<td>-0.95943212</td>
<td>-0.16810552x10^1</td>
<td>400</td>
<td>-0.97280793</td>
</tr>
<tr>
<td>11</td>
<td>-0.95974924</td>
<td>-0.15998326x10^1</td>
<td>500</td>
<td>-0.97012557</td>
</tr>
<tr>
<td>12</td>
<td>-0.95956551</td>
<td>-0.15347130x10^1</td>
<td>600</td>
<td>-0.96834567</td>
</tr>
<tr>
<td>13</td>
<td>-0.95957362</td>
<td>-0.14813857x10^1</td>
<td>700</td>
<td>-0.96707844</td>
</tr>
<tr>
<td>14</td>
<td>-0.95961237</td>
<td>-0.14369424x10^1</td>
<td>800</td>
<td>-0.96613029</td>
</tr>
<tr>
<td>15</td>
<td>-0.95958881</td>
<td>-0.13993522x10^1</td>
<td>900</td>
<td>-0.96539420</td>
</tr>
<tr>
<td>16</td>
<td>-0.95959192</td>
<td>-0.13671560x10^1</td>
<td>1000</td>
<td>-0.96480619</td>
</tr>
<tr>
<td>17</td>
<td>-0.95959667</td>
<td>-0.13392791x10^1</td>
<td>2000</td>
<td>-0.96216962</td>
</tr>
<tr>
<td>18</td>
<td>-0.95959311</td>
<td>-0.13149133x10^1</td>
<td>3000</td>
<td>-0.96129422</td>
</tr>
<tr>
<td>19</td>
<td>-0.95959407</td>
<td>-0.12934391x10^1</td>
<td>4000</td>
<td>-0.96085718</td>
</tr>
<tr>
<td>20</td>
<td>-0.95959443</td>
<td>-0.12743740x10^1</td>
<td>5000</td>
<td>-0.96059516</td>
</tr>
<tr>
<td>21</td>
<td>-0.95959387</td>
<td>-0.12573367x10^1</td>
<td>6000</td>
<td>-0.96042056</td>
</tr>
<tr>
<td>22</td>
<td>-0.95959413</td>
<td>-0.12420222x10^1</td>
<td>7000</td>
<td>-0.96029589</td>
</tr>
<tr>
<td>23</td>
<td>-0.95959412</td>
<td>-0.12281833x10^1</td>
<td>8000</td>
<td>-0.96020242</td>
</tr>
<tr>
<td>24</td>
<td>-0.95959405</td>
<td>-0.12156178x10^1</td>
<td>9000</td>
<td>-0.96012973</td>
</tr>
<tr>
<td>25</td>
<td>-0.95959411</td>
<td>-0.12041588x10^1</td>
<td>10000</td>
<td>-0.96007158</td>
</tr>
<tr>
<td>26</td>
<td>-0.95959409</td>
<td>-0.11936672x10^1</td>
<td>20000</td>
<td>-0.95981003</td>
</tr>
<tr>
<td>27</td>
<td>-0.95959409</td>
<td>-0.11840261x10^1</td>
<td>30000</td>
<td>-0.95972288</td>
</tr>
<tr>
<td>28</td>
<td>-0.95959410</td>
<td>-0.11751368x10^1</td>
<td>40000</td>
<td>-0.95967931</td>
</tr>
<tr>
<td>29</td>
<td>-0.95959409</td>
<td>-0.11669151x10^1</td>
<td>50000</td>
<td>-0.95965317</td>
</tr>
<tr>
<td>30</td>
<td>-0.95959406</td>
<td>-0.11592890x10^1</td>
<td>100000</td>
<td>-0.95960090</td>
</tr>
</tbody>
</table>
Glossary

PHYSICS Natural science about the physical world noun
MATHEMATICS Self enclosed science noun
SYSTEM Subject of our interest and investigation noun
MODEL Way of our description of the system noun
STATE Set of conditions determining the system uniquely noun
MEASUREMENT Set of actions performed on the system noun
QUANTITY Property of the system which can be mathematically formalized noun
1. QUANTUM Unit of the quantity\(^2\) noun
2. QUANTUM Having the quantum adjective
1. VARIABLE Changeable adjective
2. VARIABLE Variable quantity noun
SCALAR A quantity fully described by one number noun
TIME AND CLOCK Time is a scalar quantity measured by the clock nouns
ISOLATED Self contained adjective
ENERGY Scalar quantity conserved in the isolated system noun
EIGEN Proper adjective
1. POTENTIAL Possible adjective
2. POTENTIAL Potential energy noun
ADIABATIC Defined with respect to a fixed quantity adjective
ADIABATIC POTENTIAL Adiabatic eigen potential shortcut
ADIABATIC STATE Adiabatic eigen state shortcut
NONADIABATIC Not adiabatic adjective
DIABATIC Not necessarily adiabatic adjective
TRANSITION Change of the state noun
COORDINATE Way of ordering by numbers noun
PLANE Mathematical entity with two independent coordinates noun
COMPLEX Composed adjective
CROSSING Intersection noun
VELOCITY Time change of coordinate noun
MASON Scalar quantity measuring inertia noun
MOMENTUM Scalar product of mass and velocity noun
DISSOCIATION Decomposition noun
DISSOCIATIVE Of dissociation adjective
CHARGE Scalar quantity measuring electricity noun
ATOM AND MOLECULE Atoms are units of which molecules are composed nouns
RECOMBINATION Repeated combination noun

The important compound words in the thesis are:

\(^2\)which eventually can not be further decomposed
**Nonadiabatic transition** Transition in which the adiabatic state is changed

**Avoided crossing** Crossing of adiabatic potentials which does not occur

**Diabatically avoided crossing**
Crossing of diabatic potentials which does not occur

**Dissociative recombination** Recombination of charge and dissociation of molecule \(^3\).

---

\(^3\)the list of terms is not comprehensive
List of Papers


---

*these articles were written during my Monbusho fellowship period at the Graduate University of Advanced Studies in Japan*
Appendix

Application of the Concept and Theory of Nonadiabatic Transition to Economics

Here we review our achievements in application of physical formalism to economics. The full account is given in the Papers 5 and 6.

The time evolution of trade-off like (TOL) problems is investigated. It is shown that the efforts of an authority to eliminate an initial fluctuation can cause a quasi-periodic oscillations (on adiabatic states). We can also treat the case of more than two groups of TOL problems. In a real system the choice of such groups is ambiguous to a certain extent, because the quantities usually influence each other (due to nonadiabatic coupling). That is why the initial fluctuation can be transmitted between different adiabatic states as time evolves (i.e. nonadiabatic transition). A partial account of a formalism developed for this purpose in the field of quantum physics is given.

I. INTRODUCTION

Two state dynamical problems which can be described by a set of linear differential equations are well known from different fields [7] and such a linear approximation can be viewed as a first order expansion of a more general (unknown) functional. Here we show that the general formalism developed to treat such problems in quantum physics widely applies in economics, too. We expect that the semiclassical Zhu-Nakamura theory for linear curve crossing [5] could be used.

II. FORMALISM

Let us define a pair of dimensionless quantities $q_i$

$$q_i = (Q_i - \bar{Q}_i)/\bar{Q}_i, \quad i = 1, 2, \quad (V.A.13)$$

as a relative variation of a quantity $Q$ from the equilibrium value, $\bar{Q}$. As an example from the monetary policy, be $-q_1$ the money market rate and $q_2$ the money supply. If $q_2 > 0$ then $q_1$ increases, the proportionality factor $\alpha(t)$ being in general time dependent. At the same time if $q_1 > 0$, the central bank attempts to respond by a proportional ($\sim k$) decrease of $q_2$. In such a regime the reason and consequence are difficult to distinguish. The corresponding differential equations read

$$\frac{d}{dt}q_1(t) = \alpha(t)q_2(t), \quad \frac{d}{dt}q_2(t) = -k\alpha(t)q_1(t). \quad (V.A.14)$$
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It is natural to rescale the quantities,
\[ q_1(t) \rightarrow q_1(t)/\sqrt{k}, \quad \alpha(t) \rightarrow \alpha(t)\sqrt{k}, \]  
and to introduce a complex quantity,
\[ z = q_1 + i q_2, \]  
which better describes the periodic processes. Then Eq. (V.A.14) and the corresponding solution have the form
\[ i \frac{d}{dt} z(t) = \alpha(t) z(t) \Rightarrow z(t) = C_z e^{-i \int_0^t \alpha(t') dt'}, \]  
and the quantities \( q_1(t) \) periodically develop with a shifted phase and the common frequency
\[ \omega(t) = \frac{1}{t} \int_0^t \alpha(t') dt'. \]  
Let’s take one more pair of quantities from the fiscal policy, the economic growth \( x_1 \) and the net government spending, \( x_2 \). Using the same analysis,
\[ \frac{d}{dt} x_1(t) = \beta(t) x_2(t), \quad \frac{d}{dt} x_2(t) = -\beta(t) x_1(t), \]  
we again define a complex quantity,
\[ y = x_1 + i x_2 \]  
and solve the differential equations,
\[ i \frac{d}{dt} y(t) = \beta(t) y(t) \Rightarrow y(t) = C_y e^{-i \int_0^t \beta(t') dt'}. \]  
The monetary and fiscal policy can not exist free from each other. The real economy couples them together, say with a proportionality function \( V(t) \). Then Eqs. (V.A.17)) and (V.A.21) are transformed into
\[ i \frac{d}{dt} z(t) = \alpha(t) z(t) + V(t) y(t) \]  
and
\[ i \frac{d}{dt} y(t) = \beta(t) y(t) + V(t) z(t). \]  
In order to eliminate the diagonal terms the following representation is made,
\[ z(t) \equiv Z(t) e^{-i \int_0^t \alpha(t') dt'}, \]  
and
\[ y(t) \equiv Y(t) e^{-i \int_0^t \beta(t') dt'}. \]
This results in
\[ i \frac{d}{dt} Z(t) = V(t) e^{i \int (\alpha(t') - \beta(t')) dt'} Y(t), \] (V.A.26)
and
\[ i \frac{d}{dt} Y(t) = V(t) e^{i \int (\beta(t') - \alpha(t')) dt'} Z(t), \] (V.A.27)
which represents a system of equations well treated in quantum physics.

The qualitative explanation of phenomena described by Eqs. (V.A.26) and (V.A.27) is as follows. The initial periodic fluctuation or population is, as time passes, distributed to the other states due to the coupling with certain probability. The transition is well described as a local phenomenon in time, if we use the adiabatic representation in which the basic states are the instantaneous eigenstates obtained by diagonalizing the matrix
\[
\begin{pmatrix}
\alpha(t) & V(t) \\
V(t) & \beta(t)
\end{pmatrix}
\] (V.A.28)
at each moment \( t \). The transition is induced by the coupling among them called nonadiabatic coupling, and occurs most effectively where \( \alpha(t) \) and \( \beta(t) \) cross or come close together.

The final distribution can be analytically predicted from the shape of the three quantities, \( \alpha(t), \beta(t) \) and \( V(t) \). This can be done without solving the differential equations above, just by using the particular characteristics such as an elasticity.

Let us examine Eqs. (V.A.26) and (V.A.27) more in detail. If the coupling \( V(t) \) vanishes, \( Z(t) = C_z \) and \( Y(t) = C_y \). From Eqs. (V.A.24) and (V.A.25) the conservation rule follows,
\[ q_1(t) \frac{d}{dt} q_1(t) + q_2(t) \frac{d}{dt} q_2(t) = 0, \quad \text{ditto } x_i(t). \] (V.A.29)
The magnitude of \( q_i \) \( (x_i) \) oscillation is limited by \( |C_z| \) \( (|C_y|) \). When the coupling is nonzero, there is a transition mechanism between the cycles. Due to the properties of Eqs. (V.A.26) and (V.A.27) the conservation of the total flux can be written as
\[ \sum_{i=1,2} \left( q_i(t) \frac{d}{dt} q_i(t) + x_i(t) \frac{d}{dt} x_i(t) \right) = 0. \] (V.A.30)
Suppose that we start with the initial conditions
\[ Z(t_-) = C_z \exp(i\phi), \quad t_- \to -\infty \] (V.A.31)
and
\[ Y(t_-) = 0. \] (V.A.32)
If the coupling is localized in time, say around \( t = 0 \), then there exists a limit
\[ |Z(t_+)| = \sqrt{1 - pC_z}, \quad 0 \leq p \leq 1. \] (V.A.33)
and

$$|Y(t_+)\rangle = \sqrt{p}C_z \equiv C_y, \quad t_+ \to \infty.$$ (V.A.34)

Here $\sqrt{p}$ is a converged transmission ratio between the two cyclic processes. The above time limit can be taken for any initial condition unlike from that of Eqs. (V.A.31) and (V.A.32) and also the phases of each separated cycle at $t_+$ can be obtained. For our purpose here it suffices to consider only the rate $\sqrt{p}$. This quantity controls the efficiency of different policies on treating TOL problems as it formally follows from Eq. (V.A.34). In general it is a functional,

$$p(\alpha[ \ ], \beta[ \ ], V[ \ ]),$$ (V.A.35)

that has to be optimized. Numerous models and analytical techniques [1,75] have been developed in order to get the functional in Eq. (V.A.35). Here we just mention the most important linear mode, [76] which is exactly solvable. Taking Taylor expansions of general functions $\alpha$, $\beta$ and $V$ to the lowest orders, the model reads

$$\alpha(t) = U - F_\alpha t,$$ (V.A.36)

$$\beta(t) = U - F_\beta t,$$ (V.A.37)

and

$$V(t) = V.$$ (V.A.38)

The ratio $p$ was obtained as

$$p = \exp \left( -2\pi \frac{V^2}{|F_\alpha - F_\beta|} \right).$$ (V.A.39)

The main advantage of the above approach is that qualitative understanding of the dynamical processes can be nicely made in terms of the nonadiabatic transitions that are localized in time and the yield of which is given analytically. It is also important to note that the linear approximation to economic processes does not necessarily hold globally, but can give a good interpretation of the local phenomena.

III. CONCLUDING REMARKS

We have introduced the so called two-state problem (Eqs. (V.A.26) and (V.A.27)). However, the above theory covers also many-state problems, higher order differential equations, and can be generalized for different couplings of $Y(t)$ and $Z(t)$. In general, if there is a time dependent problem, which can be described by the linear equations such as

$$i \frac{d}{dt} \left( \begin{array}{c} u_1(t) \\ u_2(t) \\ \vdots \end{array} \right) = \left( \begin{array}{ccc} V_{11}(t) & V_{12}(t) & \cdots \\ V_{21}(t) & V_{22}(t) & \cdots \\ \vdots & \vdots & \ddots \end{array} \right) \left( \begin{array}{c} u_1(t) \\ u_2(t) \\ \vdots \end{array} \right).$$ (V.A.40)
then we have a formalism that enables analytical analysis and understanding of
the dynamical processes and thus their efficient control. We would like to stress
here that the linearity of equations in quantum physics does not mean linearity
in the phenomena. Similar approaches have been discussed in JCIS 2000 also in
the case of (continuous) neural networks, a system which can not be regarded as
either quantum or linear.

In physics, using the idea of an external field, the multi-channel processes
can be controlled with 100% yield [38]. This can be done by using the above
formalism. The results of such an approach in the context of economics (finance)
are planned to be reported in future. We appreciate any comments, suggestions
and cooperation.
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