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Abstract

This dissertation investigates a new modeling of cosmic dust distribution inside the Earth’s orbit mainly based on in-situ dust measurement data by the Arrayed Large-Area Dust Detectors in INterplanetary space (ALADDIN) onboard the Interplanetary Kite-craft Accelerated by Radiation of the Sun (IKAROS). In addition to the modeling work, laboratory calibration experiments with the ALADDIN flight-spare were conducted with hypervelocity microparticle accelerators and a nanosecond pulsed laser. Furthermore, analysis and reduction of the measurement data from the ALADDIN are also presented as part of the dissertation.

Recent optical observation results suggest that orbital trapping of 10–100’s-µm-sized dust particles by planets’ mean motion resonances (MMRs) and dust-dust collisions are key roles in sculpting morphology of debris disks in exo-planetary systems. As is the case with extrasolar planetary systems, dust disks in our Solar System, i.e., zodiacal dust cloud and Edgeworth-Kuiper belt, are also predicted to have the characteristic morphology governed by the dust-planet MMRs and the dust-dust collisions. In order to establish a general reference model for debris disks in planetary systems, some dust distribution models in the Solar System have been developed and validated mainly from optical observation results. However, optical observation faces difficulty in revealing fine structures of the dust disk such as local size distribution, attributed to fundamental characteristics of the optical observations such as physical complexity of visible light scattering and thermal infrared emission of dust particles, which are superimposed brightness from various sized dust particles that exist in an observer’s line of sight. Moreover, optical observations from the vicinity of the Earth are not suited to investigate the inner planetary region than the Earth’s orbit because of the sunlight interference. In order to uniquely determine the size distribution and investigate the fine structure within dust disks, in-situ dust impact detection along the trajectory of spacecraft is a more promising option. Nevertheless,
the dust distribution inside the Earth’s orbit has not been well investigated even by in-situ detection until now, because of the lack of sufficient flight opportunities. Furthermore, all the past in-situ dust detectors have had only too small sensor areas to measure sparse distribution of the 10–100’s-µm-sized dust particles, which are likely to be trapped in the planets’ MMRs.

In these situations, the large-area in-situ dust detector based on PVDF named ALADDIN has been developed for IKAROS mission, in order to reveal the dust distribution between 0.7–1 AU. This study contributes to reveal and to model the size distribution and the fine structure of dust distribution, especially focusing on ≥10-µm-sized dust particles inside the Earth’s orbit mainly by using measurement data of the IKAROS-ALADDIN during its 16 months orbiting around the Sun from 0.7 to 1 AU.

This thesis presents results of laboratory calibration of the ALADDIN flight spare with three types of experiments: hypervelocity (>1 km/s) microparticle impacts at the 2 MV Van de Graaff dust accelerator, hypervelocity (>1 km/s) 100’s-µm-sized particle impacts with the two-stage light gas gun, and laser irradiation with the nano-second pulsed Nd:YAG laser. Considering the characteristics of analog signal processing of the ALADDIN’s detector electronics, A modified signal acquisition system and signal analysis method, which utilizes signals measured at intermediate points of the analog circuits were developed. As the results of these calibration methods, it was verified that the detection size range of the dust particles onto the ALADDIN corresponds to 3–37 µm at the average impact velocity of 20 km/s at 1 AU heliocentric distance while representative dust density is 2.0 g/cm³.

In addition to the laboratory calibration experiments focusing on the ALADDIN’s analog signal, the ALADDIN measurement data were analyzed and reduced, by investigating the digital circuit characteristics of the ALADDIN electronics, multi-flagged features of some obtained data, and possible thermal degradation of the PVDF sensors. Based on the signal sampling rate of the analog-to-digital converter inside the digital electronics, sampling probabilities were calculated for a given amplitude of analog signal. Thus, it was found that impact events showing ≥4 V of measured signal amplitude, which are thought to be generated by impacts of ∼30-µm or larger dust particles at 20 km/s, can be straightforwardly interpreted with the probabilistic sampling effect. A large portion of the ALADDIN space data have indicated multi-flagged features, which show more than one channels are flagged despite being caused by a single dust impact.
These multi-flagged events have recorded appropriate event rate as dust impact frequency in the interplanetary space. From its reproductive experiment on the ground and careful analysis of the flagged signal pattern, 736 high-confidence dust impact data at ≥4 V signal were determined on the ALADDIN’s 20-μm-thick large sensors, among all the transmitted ∼4500 data obtained during 16-month measurement in the Earth-Venus region.

In order to estimate the size of the detected dust particles at each IKAROS position of heliocentric distance, the in-flight thermal degradation of PVDF sensitivity were investigated through impact experiments of the heated large PVDF sensor. As the result, the possible thermal degradation of the ALADDIN PVDF seems not to affect significantly on the detectable size of impacting dust particles. Consequently, a total amount of such large dust particles detected by the ALADDIN measurement is more than 10 times of that of the past in-situ dust detectors. Thus, the applicability of the ALADDIN to measuring ≥10-μm-sized dust particles inside the Earth’s orbit was verified. The dust particles in this size range correspond to the dust particles observed by optical observations and also the dominant-sized dust in the characteristic dust distribution governed by the planets’ MMRs.

The number density calculated with part of the reduced ALADDIN data in the Earth’s trailing region was compared with the existing standard dust flux model (Grün flux) at 1 AU heliocentric distance, which was established on the in-situ measurement at the vicinity of the Earth. It was found that there was a clear discrepancy between them which should be caused by the dust-Earth MMRs and the dust-dust collisions. In order to reproduce the observed azimuthal discrepancy, a new dust distribution model was developed by combining the existing MMRs-only model and the collision-only model. The new model has an ability to simultaneously handle the effect of the dust-planet MMRs and the dust-dust collisions for the dust distribution modeling in the interplanetary space. As the result, the newly developed model demonstrates a better estimate than the past MMRs-only model or the collision-only models for azimuthal variation of the dust number density at 1 AU heliocentric distance observed by the ALADDIN. In the future, this model calculation will be expanded to the Venus orbit for interpreting the ALADDIN data measured around its closest approach to Venus, and then a new comprehensive view of the cosmic dust distribution between the two planets-MMRs regions by the Earth and Venus can be achieved.
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Chapter 1

Introduction

1.1 Debris Disks

Circumstellar dust disks, or debris disks, have been observed around Sun-like stars by astronomical telescopes with infrared and submillimeter wavelengths [Holland et al., 1998; Su et al., 2013]. These debris disks are made from condensation of nebula gas and dust and continually replenished by outgassing and collisions among planetesimals. Fig. 1.1 shows a few examples of the observed disks.

These disks often show inhomogeneous morphology: asymmetric, shifted, warped, and ringed structures. It is believed that these inhomogeneities reflect the temporal state of planetary formation and existence of embedded planets inside the disks (e.g., Ozernoy et al., 2000; Zuckerman, 2001). Specifically, mean motion resonances (MMRs) between dust particles and planets, and dust-dust mutual collisions are key roles in evolution of the disk morphology (Stark and Kuchner, 2008; Wyatt, 2005; Wyatt et al., 1999). MMR is defined that the orbital periods of two celestial bodies are in some integer ratio.

Dust particles inside the disk transit from the source region to the central star under the radiation and wind drag forces, i.e. Poynting-Robertson (PR) effect (Robertson, 1937). The PR effect results in the decrease of the semi-major axis, $a$, and the eccentricity, $e$, of a dust particle’s orbit according to Wyatt and Whipple (1950):
\[ \dot{a} = -\left(\frac{\alpha}{a}\right)(2 + 3e^2)/(1 - e^2)^{3/2} \]  
\[ \dot{e} = -2.5\left(\frac{\alpha}{a^2}\right)e/(1 - e^2)^{1/2} \]

where \( \alpha = 6.24 \times 10^{-4} \beta \) AU yr\(^{-1} \), and \( \beta \) is the ratio of radiation pressure force to the gravitational force on the dust particle. For spherical particles, \( \beta \) is given by

\[ \beta = \frac{3L_\star Q_{PR}}{16\pi GM_\star c \rho_s} \]

where \( L_\star \) is the stellar luminosity, \( M_\star \) is the stellar mass, \( G \) is the gravitational constant, \( c \) is the speed of light, \( \rho \) is the mass density of a grain, \( s \) is the grain radius, and \( Q_{PR} \) is the radiation pressure coefficient (Burns et al. 1979).

A specific portion of the migrated dust particles, which have typical diameters of 10–100’s-\( \mu \)m-sized in spherical silicates, is captured into external MMRs with planets and form ring structures along the planets’ orbit, clumps at the leading and trailing positions of the planet, and a gap region nearby the planet (e.g. Dermott et al. 1994). Fig. 1.2 shows an example of the
Fig. 1.2. The results of numerical calculation showing the orbital evolution of 12-µm-sized dust particles spiraling towards the Sun under the PR effect (Dermott et al., 1994). When the dust particles approach the Earth’s external MMRs, a part of the particles get captured into each ratio of resonance.

The orbital evolution of dust particles that are temporarily captured by the Earth’s external MMRs.

While transiting through the interplanetary space, dust particles are exposed to dust-dust mutual collisions. The size distribution of the collisional fragments is given by

$$\frac{dN}{d \log m} = c_1 m^{-\eta} \quad (m \leq m_L)$$  \hspace{1cm} (1.4)

where $\frac{dN}{d \log m}$ is the differential number density at log bin of dust mass, $c_1$ is a constant, $m_L$ is the mass of the largest fragment, and $\eta$ is the power law index which is ranging between 0.7–1.1 at hypervelocity (>1 km/s) impacts (Asada, 1985; Fujiwara et al., 1977; Gault and Wedekind, 1969; Nakamura and Fujiwara, 1991; Takasawa et al., 2011). These mutual collisions should naturally change the size distribution within the dust disk from location to location. Furthermore, higher number density of dust particles increased by MMRs stimulates the mutual
collisions.

Therefore, for comprehensive understanding of planetary formation and discovery of the embedded planets inside the dust disk that infer the mass and orbital elements of the planets, a realistic model of dust disk morphology considering both the effects of MMRs and dust-dust collision is required.
1.2 Solar System Dust Disks as References to Debris Disks

Dust disks in our solar system, known as zodiacal cloud and Edgeworth-Kuiper belt, are the best benchmark for validation of the dust disks morphology model because we can directly and closely observe or measure the dust distribution in detail. Also, we are well acquainted with the dynamical properties of planets orbiting inside the disks.

Several models for describing either dust-dust collisions or MMRs in the solar system dust disk have been proposed (Dermott et al., 1994; Ishimoto, 2000; Kelsall et al., 1998; Stark and Kuchner, 2008, 2009). These models are mainly validated by the observation results from visible to infrared telescopes onboard earth-orbiting satellites. For example, circumsolar dust accumulation accompanied with the asymmetric dust distribution at the trailing and leading side of earth was discovered and modeled by observational data from the Infrared Astronomical Satellite (IRAS). Fig 1.3 shows a model of discovered circumsolar dust distribution.

Optical observation in the dust disk of solar system is much closer compared to looking far out into the universe for exo-planetary disks. Nevertheless, there are fundamental difficulties in optical observation of dust distribution. The physics of light scattering and thermal infrared emission of dust particles are rather complicated, so it is difficult for optical observation to uniquely determine the size distribution of the dust disk. In addition, the brightness measured by optical instruments is a superimposed contribution from various sizes of the dust particles that exist in an observer’s line of sight. These prohibit optical observations from detecting the fine variation of spatial number density and size distribution at given spatial positions.

In-situ dust impact detection is a more promising option in order to reveal the fine structure and size distribution within the dust disk in the interplanetary space. Also, in-situ detection is, in principle, not subjected to the sunlight interference, hence dust measurements at any given solar angles are possible.

Since the earliest stage of the solar system exploration in 1960’s, in-situ dust measurements have provided valuable information about the size distribution and the fine component of dust in the solar system. In-situ dust detectors orbiting around earth contributed to determining the size distribution of incoming dust onto the Earth (e.g., Grün et al., 1985). Several detectors bound to the outer solar system discovered dust streams nearby the outer planets (Grün et al., 1993).
Fig. 1.3. Model of circumsolar dust ring around Earth’s orbit composed of asteroidal dust particles (Dermott et al., 1994).

Kempf et al. (2005). However, the small sensor area of the conventional in-situ dust detectors onboard deep space exploration probes only posed insufficient flux of >10-µm-sized dust particles which preferably form the MMRs structure with planets. Therefore, in order to determine the fine structure and size distribution inside MMRs accumulation, there is a need for in-situ dust detectors having much larger sensor area for larger dust particles of >10-µm-sized than the past detectors. Moreover, there has been little flight opportunity for in-situ measurement inside 1 AU. As a result, information about large-sized dust distribution sensitive to MMRs inside 1 AU is highly valuable.
1.3 Objectives and content of the thesis

The primary objective of this thesis is to develop a new hybrid model, which simultaneously handles both the dust capturing by MMRs and the dust-dust mutual collisions, by combining existing MMRs models and collisions models for estimating dust distribution in the solar system, particularly within Earth orbit. The new model has revisited a standard model for dust distribution at 1 AU from the Sun (Grü n model: Grü n et al., 1985) and can be extended to 0.7 AU heliocentric distance in order to reveal dust distribution structure around Venus. The model flux calculated with given parameters such as initial size distribution and collisional fragment size distribution was compared with the dust flux measured in-situ by the Arrayed Large-Area Dust Detectors in INterplanetary space (ALADDIN) onboard the Interplanetary Kite-craft Accelerated by Radiation of the Sun (IKAROS), together with several results from the past in-situ dust detectors.

In order to properly assess the dust distribution model, the performance of the ALADDIN as an in-situ dust detector was investigated through laboratory calibration experiments using Van de Graaf dust accelerators, two-stage light gas guns, and a nano-second pulsed Nd:YAG laser. Also, the space data from ALADDIN were analyzed and reduced in order to extract the dust impact data from all the measurement data of ALADDIN transmitted to the ground station.

This thesis consists of 6 chapters including this introduction. Chapter 2 reviews optical observations, in-situ dust measurements, and dust distribution models inside the Earth’s orbit. Chapter 3 describes the characteristics of the ALADDIN dust detector and the results of laboratory calibration experiments. In chapter 4, screening and reduction process and interpretation of the ALADDIN space data are presented. Chapter 5 proposes the new MMRs-collision hybrid model and describes the dust distribution at 1 AU from the Sun. Finally, Chapter 6 discusses conclusions and future works including the measurement results of ALADDIN at its Venus flyby and possible expansion of the new model to the Venus orbit.
Chapter 2

Past Observations, Measurements, and Distribution Models of Dust inside the Earth’s Orbit

In this chapter, we will review the results and limitation of past optical observations, in-situ measurements, and dust distribution models inside the Earth’s orbit. Because of fundamental characteristics in optical observations, e.g., light scattering theory, and small sensor area of detectors in in-situ measurements, detailed distribution of 10–100-µm-sized dust particle described in Chapter 1 has not been understood well.

2.1 Optical Observations for Dust Distribution within 1 AU from the Sun

Optical observations for dust distribution in the Solar System have been conducted by measuring visible light scattering and thermal infrared emission of dust particles. The diameter of dust particles contributing in these wavelengths is ranging from approximately 10 to 100 µm (Reach et al., 2003; Röser and Staude, 1978). Therefore, the optical observations in Solar System measure the superimposed brightness from 10 to 100-µm-sized dust particles that exist in an observer’s line of sight. However, the sunlight, which is the most luminous body at the both wavelengths in the Solar System, have prevented us from optical observations of dust distribu-
2.1.1 The Helios Photometers

Helios 1 and Helios 2 (also known as Helios-A and Helios-B) are a pair of spacecrafts to study the solar activity orbiting around the Sun between 0.3 and 1 AU heliocentric distance. After its launch in the middle of 1970s, photometers for the U-, B-, and V-bands (364 nm, 442 nm, and 540 nm, respectively) onboard Helios 1 and Helios 2 had made “in-situ” optical observation of interplanetary dust for 10 years (Leinert et al., 1981). Fig 2.1 shows radial increase of brightness observed by the photometer onboard Helios 2. The more brightness, the higher spatial number density of dust particles. The spatial number density of interplanetary dust calculated from the brightness-density conversion scheme is proportional to $r^{-1.3}$, $r$ is radial distance from the Sun, as shown in Fig 2.1. Furthermore, Helios observation revealed asymmetric structure of the zodiacal dust disk induced by giant planets’ secular perturbation (Leinert et al., 1980).

Leinert et al. (1983) proposed a dust-source distribution model based on the results from Helios 1 and Helios 2, and collisional evolution algorithm by Dohnanyi (1969). As a result, The source extended 0.1 AU $\geq a \geq$ 10 AU to 20 AU with the semimajor axes distributed $\sim a^{-1.0}$ or $\sim a^{-1.1}$ reproduce the observed number density profile along the heliocentric distance. However, MMRs between dust particles and planets is not considered in this model.

Leinert and Moster (2007) reanalyzed the Helios observation data around Venus orbit and suggested the existence of dust accumulated ring along Venus’ orbital path.

Fig. 2.3 shows the trajectory of the Helios 2 spacecraft and Fig. 2.4 represents 5-year-averaged brightness variation around the Venus’ orbit. The brightness is attributed to dust particles with 10–100 μm sized (Leinert et al., 1983). The observed brightness increased at Venus orbit crossing every time during the mission. They attributed the brightness increase to the ringed structure formed by 10–100 μm sized dust particles. The width of ring was estimated as 0.06 AU.
Fig. 2.1. Radial increase of the brightness observed by Helios 2 [Leinert et al., 1983]. The unit of brightness is S10. The elevation of the line of sight was 15°.

Fig. 2.2. Radial dependence of spatial number density of interplanetary dust inferred by Helios 1 and Helios 2 observations [Leinert et al., 1983].
Fig. 2.3. Trajectory of the Helios 2 spacecraft in the J2000 inertial coordinate system. The ecliptic longitude corresponding to the range of horizontal axis in Fig. 2.4 are shown.
Observation results and dust distribution model
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2.1.2 The Clementine Star Tracker Camera

Star tracker camera onboard the Clementine spacecraft observed brightness in visible wavelength (500–900 nm) due to dust distribution in the range of 10 solar radii to 0.6 AU by means of the Moon to occult the Sun. The results indicated \( r^{-1.45} \) dependence on the number density (Fig 2.5) that is consistent with the Helios observation \( r^{-1.3} \) [Hahn et al., 2002]. The asymmetry of zodiacal dust distribution due to the giant planets’ secular perturbation was found similar to Helios’ observation. However, the brightness map does not reveal any other subtle features such as dust bands associated with asteroid families or dust trails associated with individual comets.

Considering inclination distribution of dust suppliers, [Hahn et al. (2002)] estimated contribution ratio from three dust sources; 1) low inclination group (asteroids and Jupiter-family comets), 2) high inclination group (Halley-type comets) and 3) isotropic group (Oort Cloud comets). The estimated ratio of low:high:isotropic is 0.45:0.5:0.05. This Hahn model does not include MMRs between dust particles and planets nor dust mutual collisions to simulate the observed brightness.

Fig. 2.5. The surface brightness observed by the Clementine star tracker camera [Hahn et al., 2002]. A bulge region colored from blue to red corresponds to 0.05–0.6 AU.
2.1.3 The STEREO Imager

Heliospheric Imager instrument (HI-2) -A and -B onboard NASA STEREO-A and -B spacecraft remotely observed from near 1 AU the ring structure just outside the Venus orbit (Jones et al. 2013). The charge-coupled device (CCD) of the HI-2 has sensitivity to 400–1000 nm and dominant diffuse source in the image is solar radiation scattered by dust particles with 10–100 μm in radii.

The observation geometry of the HI-2 and obtained surface brightness are shown in Fig. 2.6. Both the HI-2A and HI-2B tangentially looked at the dust ring with some range of ecliptic latitude. The obtained surface brightness shows enhancement around the orbit of Venus, which expands 5 or larger degree in both helioecliptic longitude and latitude. The estimated ring width, ~0.05 AU is consistent to that estimated by the Helios observation (0.06 AU). Also, they suggested the existence of trailing blob behind Venus, comparing the brightness profile whether the presence of Venus in the field of view or not.

The observation of dust ring by the STEREO HI-2 has delivered valuable knowledge about MMRs effect on dust distribution around the orbit of Venus. Nevertheless, detailed structure of trailing blob can not be revealed with the superimposed brightness along a line of sight.

Fig. 2.6. Observation geometry of Heliospheric Imager instrument onboard the STEREO spacecraft (left) and obtained surface brightness (right) (Jones et al. 2013). The point A and B denote the position of STEREO spacecraft (A and B) and in this case a ring at Venus orbit is observed tangentially from B along the line of sight crossing at T. The observed surface brightness indicates double-peaked enhancement of dust number density at the orbit of Venus. For more details about the information of STEREO observation, see Jones et al. (2013).
2.2 In-situ measurements for Dust Distribution within 1 AU from the Sun

In-situ dust measurements have been performed mainly by impact ionization detectors (IIDs), which measures induced charge on the electrode of the detector’s target generated by hypervelocity (> 1 km/s) impact of dust particles. IIDs has ability to obtain separately mass and velocity information of impacted dust particle and optionally chemical composition using time-of-flight mass spectrometry. However, increasing its sensor area brings higher weight of detector system than other type of in-situ dust detectors. Furthermore, IIDs need a room inside the detector to separate impact-generated plasma into negative ions and electrons and positive ions, so geometric factor of IIDs becomes narrow. Hence, it is not suitable for measuring the distribution of 10’s-µm-sized dust particles in the interplanetary space. All the following three in-situ dust detectors are IIDs, measuring dust impact flux within 1 AU from the Sun.

2.2.1 The Helios 1 Dust Detector

The dust detector onboard Helios 1 performed the first and still only-one in-situ dust measurements reaching inward 0.3 AU from the Sun (Grün 1981; Grün et al. 1980). Fig 2.7 illustrates the schematics of the Helios spacecraft installed with the dust detector and the trajectory of the spacecraft. The total sensor area of the Helios 1 dust detector consisting of the ecliptic sensor and the south sensor is 0.012 m². With this relatively small sensor area, the detector revealed the increase of number density of dust particles having mass range from $10^{-14}$ to $10^{-10}$ (0.2–5 µm in diameter) with decreasing heliocentric distance. The measured dust flux of larger than $10^{-12}$ g along heliocentric distances is depicted in Fig 2.8. Note that the Helios fluxes are averaged values over 10 revolutions around the sun during 5 years. Therefore, it is impossible to discuss MMRs structure formed by 10’s micron dust with the measurement data of the Helios detector.
Fig. 2.7. Schematic of the Helios spacecraft installed with the dust detector and the trajectory of the spacecraft (Grün et al., 1980).

Fig. 2.8. Cumulative flux of $>10^{-12}$g dust along with heliocentric distance measured by the Helios in-situ dust detector (Grün, 1981). The vertical error denotes 1σ of Poisson statistics. The corresponding diameter is about 1 µm at the material density of 2.0 g/cm³.
2.2.2 The Galileo Dust Detection System

The Dust Detection System (DDS) onboard NASA’s Galileo spacecraft has 10 times larger sensor area (∼0.1 m²) than that of Helios 1, so some numbers of 10-μm-sized dust impacts were recorded. The Galileo spacecraft executed twice Earth swingby and once Venus swingby to head to Jupiter, hence the DDS measured dust impact flux inside 1 AU toward 0.7 AU of heliocentric distance. Fig [2.9] is a photograph of the DDS sensor and electronics box. The aperture of detector was nominally oriented toward anti-sun direction while the spacecraft orbited within 2 AU from the Sun. Impact flux of dust particles larger than 10-μm-sized measured by the DDS is shown in Fig [2.10]. The data were recorded while the first inbound and outbound orbit of the Galileo spacecraft at its Venus flyby. The error bars of fluxes expand to one order or larger.

![Fig. 2.9. The photograph of sensor and electronics box of the Galileo Dust Detection System (Grün et al., 1992).](image-url)
Fig. 2.10. Flux of 10-µm-sized dust particle (10^{-9} g in mass) along heliocentric distance measured by Galileo-DDS (from NASA Planetary Data System and Grün et al. [1995]). The vertical error denotes 1σ of Poisson statistics.
2.2.3 The Cassini Cosmic Dust Analyzer

The Cosmic Dust Analyzer (CDA) of NASA’s ongoing Cassini mission has nearly same sensor area as the DDS and a function of time-of-flight mass spectrometer inside the detector. The Cassini spacecraft took twice Venus swingby and once Earth swingby to reach Saturn, so the CDA measured dust impact flux inward to 0.7 AU same as the Galileo spacecraft. However, the CDA could not avoid photoelectron noise from sunlight irradiation on the sensor surface due to the attitude of the spacecraft. As a consequence, the CDA detected only 20 interplanetary dust particles of $\sim 10^{-16}$ kg ($\sim 0.5$ µm in diameter) and 12 interstellar dust particles of $5 \times 10^{-17}$ kg to $10^{-15}$ kg (0.4–1 µm in diameter) (Altobelli et al., 2003). Fig 2.11 shows the trajectory of the spacecraft and the direction of sensor axis when the CDA detected dust impacts. The CDA in-situ dust measurements have provided valuable information about interstellar dust penetrating into the inner solar system, but it is hard to model the dust distribution with its measurement data.

![Fig. 2.11. The trajectory of the Cassini spacecraft and the direction of sensor axis at the dust impact detection (from NASA Planetary Data system, R. Srama (private communication), and Altobelli et al., 2003). The vertical error denotes 1σ of Poisson statistics. The dotted line of the trajectory denotes inactive state due to sunlight interference and the spacecraft maneuver.](image-url)
Chapter 3

The ALADDIN Dust Detector

3.1 PVDF-Based Dust Detectors

3.1.1 Polyvinylidene Fluoride (PVDF)

Polyvinylidene fluoride (PVDF) is a type of semicrystalline, ferroelectric polymer composed of repeated chain of CH₂CF₂. Fig. 3.1 depicts the structural formula of PVDF. After uniaxial extension and polarization treatment, the processed PVDF film shows high piezoelectricity and pyroelectricity (Kawai, 1969; Wada and Hayakawa, 1976). In addition to the electrical properties, its mechanical strength and material flexibility make PVDF widely-utilized in various industrial products such as microphonic sensors or piezo actuators (e.g., Harsanyi, 1995). In the field of space science, Simpson and Tuzzolino (1984) started to investigate availability of PVDF sensors for detecting super-heavy charged nuclei since 1980’s.

![Structure of PVDF](image)

Fig. 3.1. Structural formula of PVDF.
3.1.2 Theory of Charge Production from PVDF at Hypervelocity Impacts and Nanosecond Laser Irradiation

Concurrently with research for charged nuclei detection by PVDF sensors, Simpson and Tuzzolino had probed the sensor response to hypervelocity impacts of micron-sized dust particles and short-pulsed laser irradiation (Simpson and Tuzzolino, 1985, Tuzzolino, 1983).

However, mechanism of charge production from PVDF at hypervelocity (>1 km/s) particle impacts has not been firmly established, some plausible theories have been presented (Poppe et al., 2010; Simpson et al., 1989; Simpson and Tuzzolino, 1985). Those theories all say that the charge fraction from piezo- and pyro-electricity of PVDF is negligible, while the main mechanism at hypervelocity impact is called “local depolarization”.

Fig. 3.2 taken from Fig. 1 in Simpson and Tuzzolino (1985) represents a schematic drawing of a hypervelocity impact on a polarized PVDF sensor connected to a readout circuit. When a dust particle impacts on the PVDF sensor at hypervelocity, a crater or a penetration hole is formed on the PVDF within nanoseconds order. Upon the cratering or penetrating process, local rapid removal of dipoles, which is called “local depolarization”, from inside the crater or hole volume causes a pulse current in short duration (nano-seconds order).

Fig. 3.2. Schematic diagram of hypervelocity impacts on a polarized PVDF sensor connected to a readout circuit (Simpson and Tuzzolino, 1985). The PVDF sensor of thickness L has a volume polarization directed along the x-axis. There is no external bias. A dust particle impact generates a fast current pulse I(t) in the readout circuit.

Based on the “local depolarization” theory, Simpson and Tuzzolino (1985) and Simpson...
et al. (1989) have expressed the generated charge as a function of electrical properties of PVDF, specifically dielectric constant and polarization magnitude, and geometric properties of crater or penetration hole, i.e. the diameter and the depth.

In recent years, Poppe et al. (2010) have proposed a new theory for PVDF charge production at non-penetrating hypervelocity impacts. They have adopted a effect of fringing electric field at the crater formation, which modifies the surface charge density on the electrodes, and they have shown a better agreement with experimental results than the previous work by Simpson and Tuzzolino (1985). More theoretical works will be developed together with revealing works for cratering or penetration process on the PVDF film (e.g., Shu et al., 2013).

In spite of the dedication to development of a generic theory, these theories are not still exactly matched with the performance of specific PVDF-based detectors. Hence, empirical calibration is required for each specific PVDF-based dust detector by using, e.g., micro-particle accelerators. The calibration experiments of ALADDIN are presented in Section 3.5. A will be discussed in Section 3.6.2, the calibration of ALADDIN is related to only penetration impacts not cratering impacts.

Nano-second pulsed laser has been widely used in order to simulate hypervelocity impacts not only for development of dust or heavy nuclei detectors but also for simulation of hypervelocity impact phenomena in the solar system (Yamada et al., 1999).

Tuzzolino (1983) mentioned that the charge production from PVDF with pulsed laser irradiation is attributed to both piezoelectricity and pyroelectricity of the material. These two contributions have different time scale of charge production with the piezoelectric response to the acoustic energy being much faster than the pyroelectric response to the thermal energy. In his experiment with 0.4-µs-pulsed laser irradiation, signal response having <100 µs was observed.

In our case, we used nano-second pulsed laser in order to reproduce signal waveform being similar to that observed at hypervelocity impacts (Section 3.5.3). The fundamental mechanisms of charge production between hypervelocity impacts and short-pulsed laser irradiation summarized above are different, but we focused on the similarity of signal waveform and a total impact energy only and resulting signal waveforms seemed to be consistent in our experiments.
3.1.3 The Past PVDF-Based Dust Detectors

PVDF-based dust impact detectors have been utilized for a number of previous spacecraft, thanks to its mechanical and thermal stability, radiation hardness and non-responsiveness to energetic particle impacts. Here is a short list of such PVDF detectors in the past: the Dust Counter and Mass Analyzer (DUCMA) instrument (Simpson et al., 1986) onboard the Vega 1 and 2 spacecraft for comet Halley; the High Rate Detector (HRD) onboard the Cassini spacecraft for the Saturn system (Srama et al., 2004); the Dust Flux Monitor Instrument (DFMI) onboard the Stardust spacecraft (Tuzzolino et al., 2003); the Space Dust (SPADUS) instrument onboard the Earth orbiting Advanced Research and Global Observation Satellite (ARGOS) (Tuzzolino et al., 2005); the Venetia Burney Student Dust Counter (SDC) onboard the New Horizons spacecraft (Horanyi et al., 2008) for the Pluto system and the Edgeworth-Kuiper belt region; and the Cosmic Dust Experiment (CDE) onboard the Earth orbiting Aeronomy of Ice in the Mesosphere (AIM) satellite (Poppe et al., 2011). The ALADDIN onboard the IKAROS spacecraft has realized the largest sensor area among any previous PVDF-based dust detectors listed above (Fig. 3.3).

These PVDF-based dust detectors, including our ALADDIN, do not directly provide information about respective physical parameters of an impacted dust particle such as mass or impact velocity. In our case, general approach of measurement data analysis is to estimate the mass of impacted dust particles by presuming typical impact velocity and the material density of interplanetary dust particles.

3.2 Configuration and Characteristics of ALADDIN onboard IKAROS

The ALADDIN system consists of 8-channel PVDF sensors (ALDN-S) and the electronics box for impact signal processing (ALDN-E) (Yano et al., 2014; Yano et al., 2011). ALDN-S is attached on the anti-sun face of IKAROS’s polyimide sail membrane, while ALDN-E is stored in the main body of the spacecraft and connected to the IKAROS’s bus instrument called the SAIL-I/F through thin flexible harnesses. Fig. 3.4 shows a photograph of ALDN-S and the
schematic configuration on the IKAROS membrane. Four odd-numbered channels of ALDN-S correspond to the PVDF sensors of 20-µm-thick and 25 cm × 50 cm area and four even-numbered channels correspond to those of 9-µm-thick and 10 cm × 10 cm area, respectively. Their total sensor area of ALADDIN is 0.54 m². A pair of both sensors is allocated on each of 4 petals of the IKAROS sail membrane.

The 9-µm sensors were installed with the aim of measuring the different size of dust from the 20-µm sensors. However, in this study, our scientific priority is to measure the ≥10-µm-sized dust distribution, which is too sparse to be detected by the “small” 9-µm sensors. According to an interplanetary dust flux model by Grün et al. (1985), the 9-µm sensors (0.04 m² in total) detect one 10-µm-sized dust particle per 3 months at 1 AU. Therefore, we focused on the calibration tests for the 20-µm sensors.

Fig. 3.5 illustrates the multi-layered structure of the IKAROS sail membrane on which ALDN-S is attached. The normal of the membrane surface is almost vertically faced to the Sun in order to receive solar photon irradiation. This pointing had been controlled by tacking maneuver and varied to 30° at the maximum during the ALADDIN measurement.

In order to reduce alteration of its detection sensitivity at temperature change, the PVDF sensors of all the ALDN-S flight models and flight spares were thermally-aged at +100°C at their manufacturing process. Details of in-flight sensor temperature and thermal degradation of
Fig. 3.4. Photograph of ALDN-S installed on the IKAROS membrane (left) and the configuration on the membrane viewed from the sun face (right). The Reflectivity Control Device (RCD) and thin film solar cells are also attached on the sun face, while the ALDN-S arrays are installed on the anti-sun face. Diagonal length of IKAROS membrane is 20 m.

PVDF will be presented in Chapter 4.
Fig. 3.5. The multi-layered structure of a part of IKAROS membrane on which the ALDN-S sensors are attached. For electrodes, the sensor side of PVDF film is coated with 50 nm of aluminum. PVDF films are known to be gently curled by alteration of the material temperature. Therefore, in order to compensate the curl of the anti-sun face PVDF sensor, the same size of PVDF support structure is attached on the sun-face of the membrane.


3.3 Functional Sequence

Fig. 3.6 depicts functional sequence of the ALADDIN-IKAROS system. When a dust particle impacts onto one channel of ALDN-S, depolarization charge is generated on its surface. The charge is processed via the analog circuit and then the peripheral interface controller (PIC) including analog-to-digital converters (ADC), which generates a digitized pulse signal and measures amplitude (dV) ranging from 0.03421 to 5 V and sampling counts (dt) as an indicator of signal duration for each of the 8 channels. If the sampled signal voltage exceeds the fixed threshold of 19.6 mV, the PIC generates event information that consists of dV, dt, clock time of the event occurrence, and the threshold voltage level. At the end, SAIL-I/F produces a packet data containing the event information to be transmitted to the ground station via the IKAROS telemetry. Consequently, the dV and dt values are obtainable output items on the ground.

![Fig. 3.6. Functional block diagram of the ALADDIN. Analog circuit is provided separately for each 8 channels of ALDN-S.](image)

3.4 Analog Signal Processing

The signal processing of the ALADDIN is different from the past PVDF-based dust detectors in order to deal with its unique characteristics of charge production, which is probably attributed to the multi-layered structure of the IKAROS sail membrane as illustrated in Fig. 3.5. Here, we describe the processing procedure of analog signals within ALDN-E in detail. Also, we provide a brief explanation about uniqueness of a multi-layered PVDF sensor.

Fig. 3.7 shows the sequence of signal processing in the analog circuit and typical signal waveforms at each stage of the signal processing. The output signal of its charge sensitive
preamplifier (CSA) shows oscillating waveforms. If the magnitude of microparticle impact is large enough, the CSA output signal starts to saturate and then a component of specific frequency corresponding to the saturated part is extracted via the CR-RC band-pass filter. Next the shaper forms a full-wave rectified signal. At the end of the analog circuit, the voltage amplifier magnifies the formed signal and generates a final signal output. It is noted that an exceedingly large impact causes a final signal output having a multi-peaked waveform because, with such large impact, the CSA output signal should become saturated not only at the first fall of the signal but also at the following rises and falls. In fact, well-saturated and disturbed CSA signals were observed at the impact experiments with LGG.

The output signal of CSA within ALDN-E shows the oscillating waveforms, while past PVDF-based dust detectors such as DUCMA and SDC generates the transient signal at their output of CSA (Horanyi et al., 2008; Simpson et al., 1989). We think that major difference between ALADDIN and the past detectors, which triggers different mode of charge production, is the structure of sensor membrane in thickness direction. As is reasonably possible, impacts onto the multi-layered PVDF sensor such as ALDN-S would cause somewhat complicated impact energy dissipation inside the multi-layered structure where reflected shockwaves may be generated at the boundaries. In contrast, impacts onto the monolithic PVDF sensor can be regarded as transient phenomenon due to simple energy dissipation. Hence, the PVDF sensor of ALADDIN may be affected by disturbances of its backside layers at particle impacts and thus shows the different mode of signal generation compared to the past PVDF-based dust detectors.
3.5 Calibration Experiments

Calibration experiments should be conducted to determine the detector performance because there is no theory applicable to specific PVDF-based dust detectors as mentioned in Section 3.1. In-situ dust detectors, not only PVDF-based, are calibrated by hypervelocity impact experiment with dust-simulant small particles. For calibration of ALADDIN, we used Van de Graaff accelerators (VdG), Light Gas Guns (LGG), and nano-second pulsed Nd:YAG laser (nsPL).

3.5.1 Van de Graaff Dust Accelerator

As seen with a schematic in Fig. 3.8, general configurations inside the target vacuum chambers of both VdG and LGG experiments are very similar. As for the ALADDIN calibration tests with the VdG, we employed two facilities such as the High Fluence Irradiation Facility of the University of Tokyo (HIT) in Japan (Hasegawa et al., 2001; Shibata et al., 2001) and the Max-Planck-Institut für Kernphysik (MPIK) in Heidelberg, Germany (Mocker et al., 2011). Both accelerators are based on the same principle and they can accelerate electrically conductive dust grains of sub-micron to several microns in diameter up to \( \geq 10 \) of km/s in impact velocity. Acceleration voltage in nominal operation we used were 1 MV at HIT and 1.8 MV at MPIK. At the HIT experiment, carbon and silver particles were used while at MPIK iron particles were accelerated. Target was the 20-\( \mu \)m-thick ALDN-S at both HIT and MPIK facilities.

Fig. 3.9 shows mass-velocity distribution at these VdG experiments. As a consequence no identifiable signal was observed even in the quite low signal to noise environment. This is not surprising, however, because the single sensor area of each piece of 20-\( \mu \)m-thick ALDN-S, which dictates its detector capacitance, is by far larger than that of any past PVDF-based dust detectors that were calibrated with VdG, aiming for dynamic ranges suitable mainly for micron-sized dust. In general, noise floor is proportional to the detector capacitance for CSA (Spieler, 2005) so that the VdG particles were too small to be detected by the ALADDIN which aims for \( \geq 10-\mu \)m-sized dust. Consequently, we have found that the ALADDIN system is better suited for detecting dust particles at larger mass and velocity ranges than those achievable by the VdG facilities.
Fig. 3.8. Schematic diagram of microparticle impact experiments using VdG and LGG. The flight spares of the 20-μm-thick ALDN-S were placed inside a vacuum chamber and electronics including the flight spare of ALDN-E were outside the chamber. When a projectile from the acceleration part impacts vertically on the surface of ALDN-S at the velocity above 1 km/s, depolarization charge is processed in ALDN-E. Then a pulsed signal is generated and recorded in a digital storage oscilloscope. Measurement units for projectile mass and velocity for the VdG facility are a pair of cylindrical capacitors to estimate particle mass and velocity from induced charge signals. In particular at MPIK, a system for real-time mass and velocity selection of particle is equipped (Mocker et al. 2011). The LGG facility equips a pair of the laser curtains for estimation of particle velocity. The vacuum level at the VdG experiment was nominally less than $1 \times 10^{-3}$ Pa, while at the LGG experiment 10 Pa on average.

Fig. 3.9. Particle mass and impact velocity distribution of our experiments at both HIT and MPIK. Plots are results of the 20-μm-thick ALDN-S: silver particles at HIT (asterisk), carbon particles at HIT (open square), and iron particles (open triangle). Corresponding diameter ranges are 0.7–3.2 μm for silver particles (density: 10.5 g/cm$^3$), 1.7–6.1 μm for carbon particles (density: 1.9 g/cm$^3$), and 0.2–4.5 μm for iron particles (density: 7.9 g/cm$^3$).
3.5.2 Two-Stage Light Gas Gun

In order to accomplish acceleration of larger dust particles than those achievable by VdG, we first employed two LGG facilities, each of which belongs to the Institute of Space and Astronautical Science (ISAS) in Japan and the University of Kent at Canterbury (UKC) in U.K. (Burchell et al., 1999), respectively. As mentioned in Section 3.1, the schematic configuration of these LGG experiments is illustrated in Fig. 3.8. Both LGGs can shoot a single sub-mm projectile by means of a splitted sabot. The ISAS-LGG has a good track record of accelerating a single spherical projectile in down to 300-µm-diameter, made of soda-lime glass, while the UKC-LGG can accelerate a stainless steel particle in 800-µm-diameter as the smallest single projectile. At these experiments several different combinations of size, and velocity particles were tested. We only used the 20-µm-thick ALDN-S as a target because of a higher priority of larger areas of 20-µm-thick ALDN-S over smaller areas of 9-µm-thick ones.

Fig. 3.10 shows examples of the obtained signals from these LGG experiments. We found that for particles at the above size ranges in up to ~6 km/s, the LGG impacts generate saturated signals well beyond the saturation threshold of the ALADDIN, even with a relatively small impact of 300-µm-glass particle at several km/s. However, it qualitatively represents that larger impact magnitudes generate signals with higher amplitudes and longer pulse widths (i.e., decay time duration). In addition it clearly demonstrates that substantially large impacts could cause the multi-peaked features on their signal waveforms due to the ALADDIN’s unique characteristics of signal processing described in Section 3.4. As the result, it is found that the single LGG particles are much larger than saturation threshold of the ALADDIN dynamic range in contrast to the VdG particles.

Obviously, unsaturated signals within its valid dynamic range are required in order to develop a calibration curve for the ALADDIN. Therefore, we adapted two more complimentary calibration methods: (1) the use of signals measured at the input terminal of the voltage amplifier within ALDN-E and (2) high energy irradiation experiments with a nsPL.

As for the method (1), Fig. 3.11 shows the signals simultaneously measured at the output and input terminals of the voltage amplifier within ALDN-E. We have found that unsaturated signals can be obtained at the input terminal even for large impacts by LGG. Considering the signal processing of the ALADDIN system described in Section 2.4, we regarded that all peaks of the
signal represent the magnitude of each impact. Therefore, we calculated time-integration of the input signals in order to sum up the contributions from all the peaks of the individual impact signal. Fig. 3.12 shows an example of such an integrated signal. Intensities after the removal of influence from the base voltage offset is defined as $I_s$, which has an arbitrary unit. Thus, from the LGG experiments we could obtain the signal parameter of the ALADDIN regarded as a function of impact conditions, such as particle mass and impact velocity. Impact conditions and results at the LGG experiments are summarized in Table 3.1. In addition to normal impacts on the target, we obtained three oblique impacts in order to investigate the angular dependence of the signal output.
Fig. 3.11. Signals measured at output (black) and input (red) terminals of the voltage amplifier and output of the CSA (green) for the same impact in the LGG experiment. Multiple peaks of the input signal is corresponding to the saturated portion of the CSA output signal (see Section 3.4).

Fig. 3.12. The time-integrated input signal and definition of $I_s$. Shaded areas denote the contribution from base voltage offset. The unit of $I_s$ is arbitrary.
Table 3.1. Impact conditions and results of signal acquisition at the LGG experiments: shot number (No.), particle material, particle mass \((m)\), particle diameter \((d)\), impact velocity \((v)\), impact angle \(\theta\) (deg), and the signal parameter of ALADDIN \((I_s)\). The density of soda-lime glass and stainless steel particle used are 2.5 g/cm\(^3\) and 7.8 g/cm\(^3\), respectively. The impact angle, \(\theta\), is measured from the surface of the target.

<table>
<thead>
<tr>
<th>No.</th>
<th>(m) (kg)</th>
<th>(d) ((\mu)m)</th>
<th>(v) (km/s)</th>
<th>(\theta)</th>
<th>(I_s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Particle material: Soda-lime glass</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>130329-1</td>
<td>(1.64 \times 10^{-7})</td>
<td>500</td>
<td>3.11</td>
<td>0</td>
<td>3880</td>
</tr>
<tr>
<td>130329-3</td>
<td>(1.64 \times 10^{-7})</td>
<td>500</td>
<td>6.77</td>
<td>0</td>
<td>11290</td>
</tr>
<tr>
<td>130329-6</td>
<td>(1.64 \times 10^{-7})</td>
<td>500</td>
<td>5.30</td>
<td>30</td>
<td>5450</td>
</tr>
<tr>
<td>130401-1</td>
<td>(3.53 \times 10^{-8})</td>
<td>300</td>
<td>3.33</td>
<td>0</td>
<td>1080</td>
</tr>
<tr>
<td>130401-2(^a)</td>
<td>(8.28 \times 10^{-10})</td>
<td>100</td>
<td>5.14</td>
<td>0</td>
<td>390</td>
</tr>
<tr>
<td>131025-1</td>
<td>(3.53 \times 10^{-8})</td>
<td>300</td>
<td>3.19</td>
<td>0</td>
<td>780</td>
</tr>
<tr>
<td>131025-4</td>
<td>(1.64 \times 10^{-7})</td>
<td>500</td>
<td>3.04</td>
<td>0</td>
<td>4940</td>
</tr>
<tr>
<td>131025-5</td>
<td>(1.64 \times 10^{-7})</td>
<td>500</td>
<td>5.10</td>
<td>0</td>
<td>7460</td>
</tr>
<tr>
<td>131028-5(^a)</td>
<td>(8.28 \times 10^{-10})</td>
<td>100</td>
<td>5.50</td>
<td>0</td>
<td>370</td>
</tr>
<tr>
<td>131029-1</td>
<td>(1.64 \times 10^{-7})</td>
<td>500</td>
<td>5.53</td>
<td>45</td>
<td>6950</td>
</tr>
<tr>
<td><strong>Particle material: Stainless steel</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>130123-1</td>
<td>(2.08 \times 10^{-6})</td>
<td>800</td>
<td>5.57</td>
<td>0</td>
<td>12500</td>
</tr>
<tr>
<td>130123-2</td>
<td>(2.08 \times 10^{-6})</td>
<td>800</td>
<td>5.60</td>
<td>0</td>
<td>6620</td>
</tr>
<tr>
<td>130123-3</td>
<td>(2.08 \times 10^{-6})</td>
<td>800</td>
<td>5.62</td>
<td>0</td>
<td>12000</td>
</tr>
<tr>
<td>130124-1</td>
<td>(2.08 \times 10^{-6})</td>
<td>800</td>
<td>3.51</td>
<td>0</td>
<td>7750</td>
</tr>
<tr>
<td>130124-3</td>
<td>(2.08 \times 10^{-6})</td>
<td>800</td>
<td>5.64</td>
<td>30</td>
<td>6350</td>
</tr>
<tr>
<td>130125-1</td>
<td>(7.01 \times 10^{-6})</td>
<td>1200</td>
<td>5.36</td>
<td>0</td>
<td>12530</td>
</tr>
<tr>
<td>130123-2</td>
<td>(7.01 \times 10^{-6})</td>
<td>1200</td>
<td>5.39</td>
<td>0</td>
<td>16500</td>
</tr>
<tr>
<td>130125-3</td>
<td>(2.08 \times 10^{-6})</td>
<td>800</td>
<td>7.63</td>
<td>0</td>
<td>14160</td>
</tr>
</tbody>
</table>

\(^a\) These data were serendipitously obtained at a shot of 300-\(\mu\)m-glass projectile. At the shot the main projectile of 300-\(\mu\)m-glass sphere did not impact on the target because of failure of sabot separation. Instead a perforating hole with 100-\(\mu\)m diameter made by a fragment of glass projectile or nylon sabot. Therefore we introduced an uncertainty on its mass considering the difference of density between soda-lime glass (2.5 g/cm\(^3\)) and nylon (1.0 g/cm\(^3\)).

\(^b\) The unit of \(I_s\) is arbitrary.
3.5.3 Nano-Second Pulsed Nd:YAG Laser Irradiation Experiment

As described in the previous section, we now can estimate the relation between $I_s$ and their impact conditions from the LGG experiments. However, an unsaturated signal of the output of voltage amplifier is still required because data packets measured by the ALADDIN and received from the IKAROS telemetry on the ground does not contain the $I_s$ values but the $dV$ value ranging from 0.03421–5 V (see Section 2.3) only. In other words, the correlation between $I_s$ and the output signal amplitude must be estimated with an appropriate method for simulating intermediate particle impacts, namely larger than that of VdG results and smaller than that of LGG results.

In order to solve this condition, we employed a nsPL at the Planetary Exploration Research Center (PERC) of Chiba Institute of Technology in Japan. Fig. 3.13 shows the schematic of the nsPL experiment and Table 3.2 lists technical properties of the instrument. At the experiment we irradiated infrared laser beam directly onto the 20-$\mu$m-thick PVDF target of ALADDIN flight spare and recorded their signals using the DSO in the same manner as the LGG experiments. The pulse energy was fixed at about 20 mJ for stabilization of the nsPL output. To adjust the actual irradiation energy on the target, we set glass slides on the beam line as energy absorbers (attenuation rate of each slide is $\sim$13%) and altered the number of the absorber. The nsPL beam was focused on the target by a lens with a focal length of 85 mm to a focal point of about 1 mm in diameter. Irradiation timing was manually controlled and triggering of DSO was coincided with the nsPL shot by synchronized signal from the nsPL controller. We measured the pulse energy at the front of the target using a pyroelectric power sensor several times before and after each shot due to the lack of a beam splitter. The experiment was conducted in the atmosphere.

Here, we present applicability of the use of a nsPL for compensating intermediate signals generated between the VdG and the LGG impacts. Comparison of signals obtained at the LGG and the nsPL experiment is shown in Fig. 3.14. The amplitude of the LGG signal is slightly larger than that of the nsPL signal but the two signals show a good consistency in their waveforms.
Fig. 3.13. Schematic of the nano-second pulsed Nd:YAG laser irradiation experiment.

Table 3.2. Specification of nsPL at the experiments. The pulse energy was adjusted by altering the number of energy absorber.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse energy</td>
<td>15–20 mJ</td>
</tr>
<tr>
<td>Wavelength</td>
<td>1064 nm (IR)</td>
</tr>
<tr>
<td>Pulse width</td>
<td>7 ns</td>
</tr>
<tr>
<td>Pulse frequency</td>
<td>Singel pulse (manual)</td>
</tr>
<tr>
<td>Beam diameter</td>
<td>1 mm&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup> The value is after focusing and averaged over the number of absorber.
Fig. 3.14. Comparison of signals obtained at the LGG (left) and nsPL (right) experiments. The signals measured at the output (black) and input (gray) terminals of the voltage amplifier are displayed. Zoomed signals at input terminal are also displayed. This LGG signal generated the smallest $I_s$ among our LGG experiments while the nsPL signal represents one of the largest case. The rise times of the LGG ($\sim 30$ $\mu$s) and nsPL ($\sim 50$ $\mu$s) are comparable.

Signal waveforms in question are determined by their rise times and fall times if their amplitudes are in the same level. First, the fall time is determined in principle by the time constant of the CR-RC shaper included in the ALDN-E analog circuit; thus there should be no difference between particle impacts and laser irradiation. Next, the rise time is thought to depend on not only characteristics of signal processing but also time scale of charge production. Physical phenomena of charge production between hypervelocity impacts of solid particles and laser excitation of target materials must be different, although a formation duration of microcratering/penetration and energy dissipation of nsPL irradiation should be in the similar time scale (Yamada et al., 1999). In fact, the rise times of the two methods were comparable each other in Fig. 3.14. Therefore, we consider in the ALADDIN calibration that the nsPL irradiation is a reasonable emulator for the waveform of a single-pulsed signal caused by a microparticle impact between the VdG and LGG mass-velocity ranges.

By adjusting a total number of absorbers, we obtained unsaturated output signals covering from 0.4 V to 4.8 V in peak voltage of signal, $V$. We also analyzed the input signals in the same manner as the LGG impact signals and then estimated $I_s$ accordingly. The experimental conditions and results of the nsPL experiment are summarized in Table 3.3.
Table 3.3. Experimental conditions and results of the nsPL experiments: run number (No.), number of energy absorber \((n)\), averaged laser energy \((E_{\text{avg}})\), deviation of the nsPL energy \((E_{\text{dev}})\), the signal parameter of ALADDIN \((I_s)\), and peak amplitude of the output signal \((V)\). \(E_{\text{avg}}\) and \(E_{\text{dev}}\) are calculated from several test shots before and after each irradiation to the target.

<table>
<thead>
<tr>
<th>No.</th>
<th>(n)</th>
<th>(E_{\text{avg}}) (mJ)</th>
<th>(E_{\text{dev}}) (mJ)</th>
<th>(I_s)</th>
<th>(V) (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>130522-1</td>
<td>0</td>
<td>19.96</td>
<td>0.351</td>
<td>442</td>
<td>6.3963a</td>
</tr>
<tr>
<td>130522-2</td>
<td>0</td>
<td>20.02</td>
<td>0.327</td>
<td>330</td>
<td>4.6796</td>
</tr>
<tr>
<td>130522-3</td>
<td>0</td>
<td>19.82</td>
<td>0.228</td>
<td>358</td>
<td>4.7726</td>
</tr>
<tr>
<td>130522-4</td>
<td>0</td>
<td>20.12</td>
<td>0.130</td>
<td>350</td>
<td>4.7680</td>
</tr>
<tr>
<td>130522-5</td>
<td>0</td>
<td>19.96</td>
<td>0.288</td>
<td>292</td>
<td>4.2246</td>
</tr>
<tr>
<td>130522-6</td>
<td>0</td>
<td>20.10</td>
<td>0.200</td>
<td>303</td>
<td>4.3552</td>
</tr>
<tr>
<td>130522-7</td>
<td>0</td>
<td>19.98</td>
<td>0.471</td>
<td>240</td>
<td>3.4802</td>
</tr>
<tr>
<td>130522-8</td>
<td>0</td>
<td>20.13</td>
<td>0.411</td>
<td>252</td>
<td>3.6302</td>
</tr>
<tr>
<td>130522-9</td>
<td>0</td>
<td>20.10</td>
<td>0.480</td>
<td>270</td>
<td>3.8865</td>
</tr>
<tr>
<td>130522-10</td>
<td>0</td>
<td>20.26</td>
<td>0.344</td>
<td>284</td>
<td>4.0740</td>
</tr>
<tr>
<td>130522-11</td>
<td>1</td>
<td>17.34</td>
<td>0.288</td>
<td>108</td>
<td>1.4944</td>
</tr>
<tr>
<td>130522-12</td>
<td>1</td>
<td>17.42</td>
<td>0.239</td>
<td>78</td>
<td>1.0865</td>
</tr>
<tr>
<td>130522-13</td>
<td>1</td>
<td>17.52</td>
<td>0.217</td>
<td>99</td>
<td>1.3595</td>
</tr>
<tr>
<td>130522-14</td>
<td>1</td>
<td>17.62</td>
<td>0.228</td>
<td>117</td>
<td>1.5910</td>
</tr>
<tr>
<td>130522-15</td>
<td>1</td>
<td>17.60</td>
<td>0.274</td>
<td>129</td>
<td>1.7938</td>
</tr>
<tr>
<td>130522-16</td>
<td>2</td>
<td>14.86</td>
<td>0.195</td>
<td>50</td>
<td>0.6091</td>
</tr>
<tr>
<td>130522-17</td>
<td>2</td>
<td>15.20</td>
<td>0.187</td>
<td>40</td>
<td>0.4580</td>
</tr>
<tr>
<td>130522-18</td>
<td>2</td>
<td>15.14</td>
<td>0.182</td>
<td>36</td>
<td>0.3850</td>
</tr>
<tr>
<td>130522-19</td>
<td>2</td>
<td>15.26</td>
<td>0.270</td>
<td>49</td>
<td>0.5975</td>
</tr>
</tbody>
</table>

\(^a\) This was inferred from input signal amplitude by considering the gain of the voltage amplifier \((\times \sim 87.6)\).
3.6 ALADDIN Performance as an In-situ Dust Detector

Before starting the development of the calibration curve of the ALADDIN, we discussed the dynamic range of $I_s$ corresponding to 0.03421–5 V in $dV$. As explained in Section 2.3, the actual observational information in the space data does not include $I_s$ but $dV$ (practically equivalent to $V$ here). Therefore, we estimated the correlation between $I_s$ and $V$ by using the nsPL experiment data. Fig. 3.15 shows the $I_s$–$V$ correlation. The fitting curve is given by

$$\log I_s = 0.145 (\log V)^2 + 0.858 \log V + 1.87.$$  \hspace{0.5cm} (3.1)

Noted that Eq. (3.1) is valid only when the impact magnitude is small enough, because much larger impacts generates multi-peaked signals at which peak voltages cannot be defined. For example, an impact of 100-µm nylon or glass particle at 5 km/s shows a single-peaked signal (see Fig. 3.14) while 500-µm glass-particle impact at 3 km/s generates a multi-peaked signal (see Fig. 3.11).

![Fig. 3.15. The $I_s$–$V$ correlation in logarithmic scales fitted by the second-order polynomial function. The dynamic range of $V$ and the dynamic range of $I_s$ are indicated.](image-url)
3.6.1 Calibration Curve

Having noted the signal processing characteristics of the ALADDIN discussed in Section 2.4, we started with a traditional form to develop a calibration curve for the ALADDIN, i.e., a signal parameter of the detector is a function of particle mass and impact velocity (Simpson and Tuzzolino, 1985).

In addition, we introduced density of the impacting particle to the calibration in order to include the effect of penetration hole area on charge production from PVDF. Simpson et al. (1989) suggest that the charge produced by a particle penetration depends on the hole area. Poppe et al. (2010) also present a theoretical derivation of PVDF response to hypervelocity microparticle impacts based on crater dimension but focusing on non-penetrating impact. To make the initial analysis simple, we just assume that signal parameters of the detector are proportional to cross-sectional area of the impacting particle at the same mass and impact velocity. The cross-sectional area of a particle ($\propto r^2$ where $r$ is radius of particle) can be expressed as $\rho^{-2/3}$ where $\rho$ is density of particle, at a given mass.

Finally, we consider that the calibration law of the ALADDIN can be empirically formulated as

$$I_s = am^b v^c \rho^{-2/3}$$  \hspace{1cm} (3.2)

where $m$ and $v$ are mass and impact velocity of an impacting particle, respectively, and $a$, $b$, and $c$ are empirical coefficients.

We estimated the coefficient $c$ independently, by using the results of the LGG experiments. The relations of $I_s$–$v$ at the same mass and density (500-µm glass particles and 800-µm stainless steel particles) are shown in Fig. 3.16. We found a certain discrepancy of slopes between the curves from glass and stainless steel particles. Since the ALADDIN system cannot discriminate the composition of impacted dust particles, we adopt their averaged value of 0.952 as the coefficient $c$.

Then, we correlated $I_s v^{-0.952} \rho^{2/3}$ and $m$ of the LGG data and determined the remaining coefficient $a$ and $b$ by fitting to the LGG plot. Fig. 3.17 shows the $I_s v^{-0.952} \rho^{2/3} - m$ correlation.
Fig. 3.16. The relation between $I_s$ and $v$ plotted in logarithmic scales: 500-µm glass particle (upper) and 800-µm stainless steel particle (bottom). The data plots were obtained at the LGG experiments. The slopes of calibration curves are 1.165 for glass particle and 0.741 for stainless steel particle, respectively.

Hence the calibration law for ALADDIN can be represented by using the signal parameter $I_s$, and impact conditions $m$ (kg), $v$ (km/s), and $\rho$ (g/cm$^3$) as

$$I_s = 6.34 \times 10^6 m^{0.52} v^{0.952} \rho^{-2/3}. \quad (3.3)$$

The nsPL data has been extrapolated onto the calibration curve of Eq. (3.3) by calculating $I_s v^{-0.952} \rho^{2/3}$. The values of $I_s$ are referred from Table 3.3, while for $v$ and $\rho$ we assumed 20 km/s as an average impact velocity at 1 AU (Grün et al., 1985), and 2.0 g/cm$^3$ as a representative bulk density of cosmic dust (Nesvorny et al., 2010). Under these assumptions of $v$ and $\rho$, we found that the nsPL irradiation corresponds to $6.2 \times 10^{-13}$ kg–$1.0 \times 10^{-10}$ kg in mass (8–46 µm in diameter).

Since the VdG particles did not generate any identifiable signals, the corresponding region of VdG particles is automatically determined only by the mass distribution at a given velocity (see Fig. 3.9) and Eq. (3.3) ($I_s v^{-0.952} \rho^{2/3} = 6.34 \times 10^6 m^{0.52}$). The striped area in Fig. 3.17
indicates the signal range of the VdG particles having about 20 km/s and \(4.0 \times 10^{-17}\) kg–1.0 \(\times 10^{-16}\) kg referred from the mass-velocity distribution in Fig. 3.9.

A horizontal dashed-and-dotted line indicates \(V = 1\) mV at 20 km/s and 7.9 g/cm\(^3\) drawn by using Eq. (3.1), which means “detection threshold”, a rough boundary of detectable or undetectable by the DSO at the ground experiments. Noted that this boundary can be varied in accordance with combined values of velocity and density of an impact particle; therefore the boundary lined in Fig. 3.17 is valid only for particles of 20 km/s in velocity and 7.9 g/cm\(^3\) in bulk density. With this point above in mind, the developed calibration law reconfirms its consistency with the experimental results that no signal was observed at the VdG experiments.

The data of oblique impacts are also plotted in Fig. 3.17 and all those are included in the scattering of the normal impact data. For an isotropic flux of meteoroids, mean impact angle of incidence on a body is 45° and “shallow” impacts (e.g., less than 15°) have a probability of occurring of only 6.7% (Pierazzo and Melosh, 2000). Therefore, we conclude that the developed calibration law with the normal impacts data can be used without the consideration for angular dependence of the signal output.

Uncertainty in mass determination of the calibration law is about a factor of 2–6 as estimated from the prediction band of 1\(\sigma\). We calculated which space impact data by the ALADDIN are generated by 10-\(\mu\)m-sized or larger \((m > 1.0 \times 10^{-12}\) kg at 2.0 g/cm\(^3\)) dust particles that are our primary scientific objective to reveal fine spatial-temporal structures of zodiacal cloud along the IKAROS trajectory. By considering this uncertainty, \(\log (I_s V^{-0.952} \rho^{2/3}) > 0.85\) corresponds to \(m > 1.0 \times 10^{-12}\) kg. From Eq. (3.1) we found that \(V > \sim 1\) V is generated by impact of dust particles having \(m > 1.0 \times 10^{-12}\) kg at 20 km/s.
Fig. 3.17. Calibration curve of the ALADDIN. Plots denote the LGG data at ISAS (closed circle), the LGG data at UKC (open circle), the oblique impacts data (cross), and the nsPL data at PERC (open diamond). The error bar of the mass of “LGG-ISAS” denotes the uncertainty of its impactor material (see Table 3.1). The dashed-and-dotted line indicates a detection threshold line equivalent to $V = 1 \text{ mV}$ by a 7.9 g/cm$^3$-particle impact at the velocity of 20 km/s. The nsPL plots are determined by Eq. (3.3) under the assumptions that the dust impact velocity and density are 20 km/s and 2.0 g/cm$^3$, respectively.
3.6.2 Dynamic Mass-Velocity Range

From Eqs. (3.1) and (3.3) we estimated the dynamic mass-velocity range of the ALADDIN corresponding to the dynamic range of $V$. Fig. 3.18 is the mass-velocity diagram containing the detection and saturation thresholds of the ALADDIN, the impact conditions of the calibration experiments, the nsPL data converted to equivalent impacts by dust particles at 20 km/s, and the mass-velocity range on which we focus as primary scientific objective, corresponding to $\geq 10$-µm-sized dust of impact velocity above 10 km/s. Consequently, the dynamic mass range of the ALADDIN system corresponds from $2.5 \times 10^{-14}$ kg to $5.2 \times 10^{-11}$ kg (3–37 µm in diameter at density of 2.0 g/cm$^3$) at the average impact velocity of 20 km/s around 1 AU (Grün et al., 1985). We found that the dynamic range of ALADDIN covers the intended mass-velocity range as our primary scientific objective.

We discuss here the validity of extrapolation from the LGG particle impact to several-micron particle impact. Simpson et al. (1989) reveals the clear difference in the coefficient of calibration curve for their PVDF-based dust detector between stopping and penetrating impacts on PVDF films. Although the signal processing of ALADDIN is different from theirs, the different mode of charge production Simpson et al. (1989) found should be considered for the calibration of our detector.

According to a micro-cratering study on PVDF films by Shu et al. (2013), impacts of a particle of 2 µm in diameter at 20 km/s velocity onto 52-µm-thick PVDF film result in a crater with 19-µm depth. We do not provide here comprehensive analysis of non-penetrating, micro-crater formation onto the ALADDIN-PVDF. However, it is possible to presume the validity of extrapolating from the LGG experiment results to at least 10-µm-diameter dust impacts which ensure complete penetration on the 20-µm-thick sensor of ALADDIN.
Fig. 3.18. Mass-velocity diagram composed of the results from all the VdG experiment (cross), all the LGG experiments (open circle) and the nsPL experiments (open diamond); the estimated dynamic range of the ALADDIN; and the range corresponding to our scientific objective. The mass of nsPL plots are taken from Fig. 3.17 under the assumption of impact velocity of 20 km/s. Detection threshold \( (V = 0.03421 \, \text{V}) \) and saturation threshold \( (V = 5 \, \text{V}) \) at 20 km/s and 2.0 g/cm\(^3\) are indicated by dotted line and dashed line, respectively. Shaded area denotes the mass-velocity range corresponding to 10–100 \( \mu \text{m} \) sized dust of impact velocity above 10 km/s (see text).
Chapter 4

Noise Screening and Reduction of the ALADDIN Space Data

In this chapter, processes to screen noise events and to reduce the measured raw data by the ALADDIN to physical parameters of impacted dust particles are presented. We obtained 4356 raw data measured by the ALADDIN between 0.7 and 1.1 AU from July 2010 to October 2011 with a total observation period of \( \sim 300 \) days. The noise screening and data reduction processes are based on following 5 factors: 1) an operation history of the IKAROS spacecraft, 2) feature analysis of the measured raw data such as frequency of event occurrence, 3) results of laboratory impact calibration experiments with the ALADDIN flight spare (Section 3.5), 4) an effect of signal sampling probability attributed to the sampling rate of analog-to-digital converter (ADC) used for the ALADDIN electronics, and 5) estimate of thermal degradation of PVDF.

A flow chart for the noise screening and data reduction processes is shown in Fig. 4.1. According to the operation history of IKAROS and features of the measured raw data, we identified and removed false events caused by crosstalk noise and a malfunctioning channel. By analyzing the measured data after screening these noise events, we identified the actual dust-impacted sensor type (20-\( \mu \)m-thick “large” sensor or 9-\( \mu \)m-thick “small” sensor) and classified them by the signal amplitude level (dV), which is recorded in the measured data. At the laboratory calibration of ALADDIN, we verified correlation between the signal amplitude level and properties of dust particles, i.e., mass, impact velocity, and density \cite{Hirai et al., 2014}. From the results
of laboratory impact calibration tests, we can estimate the mass of impacted dust particles assuming typical impact velocity and material density of interplanetary dust. At the laboratory calibration tests, we only focused on the analog response of the ALADDIN electronics to hypervelocity microparticle impacts. However, in order to fully interpret the measured raw data by the ALADDIN, its digital characteristics, specifically the sampling rate of ADC, must be considered. Therefore, we investigated the probabilistic effect due to the signal sampling rate of the ALADDIN electronics. Furthermore, in order to assess an effect of thermal of PVDF on the sensor sensitivity, we obtained the laboratory calibration data of thermal-degraded PVDF sensors.

4.1 Noise Screening and Data Extraction for Scientific Discussion

4.1.1 Noise Screening

We found that the measured raw data from the ALADDIN includes false events caused by crosstalk noise coincided with operation of some specific instruments onboard IKAROS and malfunction of a particular channel of the ALADDIN. From the feature of measured data such as pattern of flagged channel and timing of event occurrence, we can identify and remove these false events.

The crosstalk noise events occurred when charge sensors for measuring membrane charge of IKAROS, Plasma Patch (PP) and Reaction Control System (RCS) were operated. Table 4.1 shows examples of the crosstalk noise events. The charge measurement by the PP were conducted on each petal of IKAROS in order. A feature of the PP crosstalk events is that the flagged channels are coincident with petals on which the charge measurement was conducted. On the other hand, the RCS crosstalk events occur at 30-second interval that corresponds to the time of thruster ejection.
Fig. 4.1. Flow chart of the noise screening and data reduction process for the ALADDIN measurement data.
Table 4.1. Examples of crosstalk noise events. The odd-numbered channels are the large sensors (L) while the even-numbered are the small sensors (S). The values for each channel is dV (V). The time lag between the noise events of ALADDIN and the operation time of PP is about 1 minute that is just difference of their own internal clocks.

<table>
<thead>
<tr>
<th>Event time (UTC)</th>
<th>Ch.1 (L)</th>
<th>Ch.2 (S)</th>
<th>Ch.3 (L)</th>
<th>Ch.4 (S)</th>
<th>Ch.5 (L)</th>
<th>Ch.6 (S)</th>
<th>Ch.7 (L)</th>
<th>Ch.8 (S)</th>
<th>Operation time of PP/RCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010/07/05 7:17:32</td>
<td>4.92669</td>
<td>0.03421</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010/07/05 7:16:34</td>
</tr>
<tr>
<td>2010/07/05 7:17:47</td>
<td>0.2737</td>
<td>0.03421</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010/07/05 7:16:49</td>
</tr>
<tr>
<td>2010/07/05 7:19:35</td>
<td>0.03421</td>
<td>4.37928</td>
<td>0.30792</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010/07/05 7:18:38</td>
</tr>
<tr>
<td>2010/07/05 7:19:50</td>
<td></td>
<td>3.75367</td>
<td>0.03421</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010/07/05 7:18:53</td>
</tr>
<tr>
<td>2010/07/05 7:21:18</td>
<td></td>
<td></td>
<td>4.10068</td>
<td>0.34702</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010/07/05 7:20:21</td>
</tr>
<tr>
<td>2010/07/05 7:21:35</td>
<td></td>
<td></td>
<td>0.54741</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010/07/05 7:20:37</td>
</tr>
<tr>
<td>2010/07/05 7:23:36</td>
<td></td>
<td></td>
<td>0.62072</td>
<td>0.38612</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010/07/05 7:22:37</td>
</tr>
<tr>
<td>2010/07/05 7:23:54</td>
<td></td>
<td></td>
<td>4.10068</td>
<td>0.34702</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2010/07/05 7:22:55</td>
</tr>
</tbody>
</table>

In conjunction with the RCS operation

<table>
<thead>
<tr>
<th>Event time (UTC)</th>
<th>Ch.1 (L)</th>
<th>Ch.2 (S)</th>
<th>Ch.3 (L)</th>
<th>Ch.4 (S)</th>
<th>Ch.5 (L)</th>
<th>Ch.6 (S)</th>
<th>Ch.7 (L)</th>
<th>Ch.8 (S)</th>
<th>Operation time of PP/RCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010/11/12 0:32:57</td>
<td>4.84848</td>
<td>0.4741</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Gas ejection every 30 sec&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2010/11/12 0:33:28</td>
<td>4.84848</td>
<td>4.84848</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/11/12 0:33:58</td>
<td>4.84848</td>
<td>1.24633</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/11/12 0:34:28</td>
<td>0.43011</td>
<td>0.1173</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/11/12 0:34:58</td>
<td>4.84848</td>
<td>1.95015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/11/12 0:35:28</td>
<td>4.84848</td>
<td>2.34604</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/11/12 0:35:58</td>
<td>4.84848</td>
<td>0.93842</td>
<td>0.03421</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/11/12 0:36:28</td>
<td>0.07331</td>
<td>3.87097</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> RCS was nominally operated by programmed sequential command so that the specific time information of each gas ejection is not provided. About 30-second thrust was preset for the each gas ejection at the time.
The specific cause of these crosstalk noise has not been confirmed by laboratory simulations, but we suspect that unstable electric connections between the IKAROS system (SAIL-I/F) and the ALADDIN occurred after the launch of spacecraft. At the spacecraft integration test on the ground, there were no crosstalk noise between these instruments and the ALADDIN. The PP is also connected to the SAIL-I/F along with ALADDIN, so the failure in the ALADDIN-IKAROS connection may likely pick up some interferences from the PP operation. We confirmed the generation of event data from ALADDIN with the RCS “no-gas” operation, which indicates that the RCS crosstalk is not caused by gas blowing on ALDN-S but by electrical problem between the RCS and the ALADDIN. Whatever the cause is, these noise events are not used for scientific discussions and we have dealt with them by temporary suspending of the ALADDIN operation during the PP and RCS operation.

Malfunction of a particular channel, specifically Ch.2, was identified by the dt information and occurrence frequency. Table 4.2 lists the examples of noise events due to malfunctioning Ch.2. Most of the dV were 0.03421, which is the minimum value of dV while dt shows error values, 0 or 769. Furthermore, the occurrence frequency sometimes becomes exceedingly higher than any other channel. According to these features, it seems that the single event of Ch.2 is caused by fluctuation of base voltage. We suspect that the mechanical connection of Ch.2 sensor on the IKAROS membrane might have become unstable at the deployment of membrane and it caused such noise event on the Ch.2. Therefore, we regard the Ch.2 as an invalid sensor and remove the sensor area, 0.01 m², from total sensor area of the ALADDIN.

Table 4.2. Examples of noise events due to the malfunctioning Ch.2 noises.

<table>
<thead>
<tr>
<th>Event time (UTC)</th>
<th>dV (V)</th>
<th>dt</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010/07/26 2:45:53</td>
<td>0.03421</td>
<td>0</td>
</tr>
<tr>
<td>2010/07/31 9:04:22</td>
<td>0.05865</td>
<td>0</td>
</tr>
<tr>
<td>2010/08/04 7:11:36</td>
<td>0.03421</td>
<td>769</td>
</tr>
<tr>
<td>2010/08/07 2:32:55</td>
<td>0.03421</td>
<td>0</td>
</tr>
<tr>
<td>2010/08/07 20:38:16</td>
<td>0.3421</td>
<td>0</td>
</tr>
</tbody>
</table>
4.1.2 Data Extraction for Scientific Discussion

After removing noise events from all downlinked 4356 data, there remain 2778 data as candidates of dust impact events. Among these dust candidate data, single channel should be flagged because the probability of simultaneous impacts of multiple dust particles is infinitely small in the interplanetary space. Nevertheless, about 70% of the dust candidate data show “multi-flagged” feature. First 10 multi-flagged events obtained in space are listed in Table 4.3. Note that the dt values of the flagged channels were almost “9” and partly the error value “0” or “769”. The combination of channels seem to be random except for small numbers of flagged Ch.6 and Ch.8.

In order to confirm repeatability of the multi-flagged events, we conducted laboratory impact experiments. It is difficult to prepare the full set of the ALDN-S flight-spares and reproduce the in-flight configuration on the deployed solar sail in the vacuum chamber of the LGGs. Therefore, we only used flight spare of the large (20-µm thick) and the small (9-µm thick) ALDN-S for only the impact target sensor and employed a 10 cm × 10 cm PVDF sensor piece for the simplified, alternative dummy sensor. The target sensor was connected to Ch.1 of ALDN-E while the dummy sensor to Ch.2. The projectile material used were soda-lime glass and tungsten carbide. The diameter of projectiles was 300 µm. The projectiles were impacted on the target sensor as single shot at 2–6 km/s accelerated by the LGG of ISAS. The obtained 6 data are shown in Table 4.4. We observed only one multi-flagged event (101020-1) among the 6 data. In 101020-1, dV of Ch.1 shows two orders larger value compared to that of Ch.2 and the signals were sampled three times on Ch.1 (dt = 27) and once on Ch.2 (dt = 9).
Table 4.3. First 10 multi-flagged events obtained in space. The odd-numbered channels are the large sensors (L) while the even-numbered are the small sensors (S). The values are dV (V) of each channel.

<table>
<thead>
<tr>
<th>Event time (UTC)</th>
<th>Ch.1 (L)</th>
<th>Ch.2 (S)</th>
<th>Ch.3 (L)</th>
<th>Ch.4 (S)</th>
<th>Ch.5 (L)</th>
<th>Ch.6 (S)</th>
<th>Ch.7 (L)</th>
<th>Ch.8 (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010/06/30 14:35:12</td>
<td>0.03421</td>
<td>4.37928</td>
<td>1.36852</td>
<td>0.07331</td>
<td>4.92669</td>
<td>0.03421</td>
<td>0.07331</td>
<td></td>
</tr>
<tr>
<td>2010/06/30 15:37:00</td>
<td>4.92669</td>
<td>0.03421</td>
<td>0.38123</td>
<td>0.07331</td>
<td>4.92669</td>
<td>0.03421</td>
<td>0.07331</td>
<td></td>
</tr>
<tr>
<td>2010/06/30 18:51:04</td>
<td>0.46921</td>
<td>4.38416</td>
<td>0.77713</td>
<td>4.84848</td>
<td>0.03421</td>
<td>0.07331</td>
<td>0.07331</td>
<td></td>
</tr>
<tr>
<td>2010/07/03 4:49:11</td>
<td>4.92669</td>
<td>1.55425</td>
<td>4.96579</td>
<td>1.55914</td>
<td>0.38612</td>
<td>0.07331</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/07/03 17:44:24</td>
<td>1.79863</td>
<td>4.84848</td>
<td></td>
<td>0.07331</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/07/04 10:44:05</td>
<td>0.03421</td>
<td>0.1173</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/07/04 22:20:24</td>
<td>4.92669</td>
<td>0.03421</td>
<td>0.2346</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010/07/05 2:12:52</td>
<td>2.34604</td>
<td>0.38612</td>
<td>1.17302</td>
<td>1.57869</td>
<td>0.46921</td>
<td>1.23167</td>
<td>3.16227</td>
<td></td>
</tr>
<tr>
<td>2010/07/05 15:15:12</td>
<td>1.59824</td>
<td>0.07331</td>
<td>1.95015</td>
<td>0.30792</td>
<td>0.93842</td>
<td>0.69892</td>
<td>0.07331</td>
<td></td>
</tr>
<tr>
<td>2010/07/05 18:06:01</td>
<td>4.92669</td>
<td>4.06158</td>
<td>0.54741</td>
<td>1.95015</td>
<td>0.93842</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4.4. Event data obtained at the laboratory impact experiment aimed at reproducing the multi-flagged event. WC is tungsten carbide. The values for each channel correspond to $dV/dt$.

<table>
<thead>
<tr>
<th>No.</th>
<th>Target sensor</th>
<th>Projectile material</th>
<th>Projectile mass (kg)</th>
<th>Impact velocity (km/s)</th>
<th>Ch.1</th>
<th>Ch.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>101018-3</td>
<td>20 µm</td>
<td>WC</td>
<td>$2.38 \times 10^{-7}$</td>
<td>5.89</td>
<td>4.84848/18</td>
<td></td>
</tr>
<tr>
<td>101019-3</td>
<td>9 µm</td>
<td>WC</td>
<td>$2.38 \times 10^{-7}$</td>
<td>2.70</td>
<td>4.84848/27</td>
<td></td>
</tr>
<tr>
<td>101019-4</td>
<td>9 µm</td>
<td>WC</td>
<td>$2.38 \times 10^{-7}$</td>
<td>2.76</td>
<td>4.84848/18</td>
<td></td>
</tr>
<tr>
<td>101019-5</td>
<td>9 µm</td>
<td>Glass</td>
<td>$3.53 \times 10^{-8}$</td>
<td>1.90</td>
<td>0.2346/9</td>
<td></td>
</tr>
<tr>
<td>101019-6</td>
<td>9 µm</td>
<td>Glass</td>
<td>$3.53 \times 10^{-8}$</td>
<td>1.90</td>
<td>4.84848/18</td>
<td></td>
</tr>
<tr>
<td>101020-1</td>
<td>9 µm</td>
<td>Glass</td>
<td>$3.53 \times 10^{-8}$</td>
<td>1.93</td>
<td>4.84848/27</td>
<td>0.07331/9</td>
</tr>
</tbody>
</table>
Comparing between Table 4.3 and Table 4.4, we found that the multi-flagged events at the laboratory experiment occur with a remarkably low frequency, on contrary to in space (70% in space while 17% at the laboratory). However, according to the only example of multi-flagged event at the laboratory experiment (101020-1 in Table 4.4), we may be able to consider a channel that generates the maximum dV among the other channels as the impacted channel. On the other hand, dt of the laboratory experiment were relatively large compared to typical value of the space data (“9”). The reason of this is considered due to that the projectiles at the LGG experiment are significantly larger than dust particles detected by the ALADDIN in space, hence signal decay time at the laboratory experiment becomes longer.

Consequently, the laboratory experiment does not reproduce the situation in space too well. We also did not observe multi-flagged events at the pre-launch operation tests, so the cause of such events should be happened in space. Recalling the crosstalk noise with the operation of some instruments on IKAROS and malfunction of Ch.2 (see Section 4.1.1), the root of these troubles may be common and something related to electrical circuit/ground problem between the ALADDIN and IKAROS system.

Based on the identification method of impacted channel for the multi-flagged events, we extracted specific data from the 2778 dust candidate data for further scientific discussion about cosmic dust. Fig. 4.2 is a tree diagram of the data extraction. With several criteria explained below, each event are sorted into impact data on the large sensors or the small sensors.

Fig. 4.2. The tree diagram for extracting the dust impact data for further scientific discussion.

As will be explained in Section 4.3 and this section, we only used the data of dV ≥ 4 V on the large sensors for further scientific discussion at present. With the criterion of dV ≥ 4 V, 74 single-flagged data and 1121 multi-flagged data were obtained from the 2778 dust candidate data.
data. The single-flagged data can be easily divided into each sensor type (large or small).

As for the multi-flagged data, sorting process is different depending on the number and combination of maximum dV channels. First, in case of only one maximum dV channel, this type of multi-flagged data can be sorted into each sensor type in the same manner as the single-flagged data. 774 data are categorized as this data type and divided into 376 data on the large sensors and 398 data on the small sensors. Next, even in case there are more than two channels having the same maximum dV values (347 data), the identification of impacted sensor type is straightforward if the combination of those channels is only on large sensor channels or only on small sensor channels. We found 64 data for only large sensors and 35 data for only small sensors, respectively. Finally, if the data has a combination of more than two large and small sensor channels that show the same maximum dV values, we cannot distinguish at present on which sensor the dust particle actually impacted. We counted 248 of such data. Nevertheless, we could estimate the number ratio between the large sensor data and the small sensor data according to the ratio of sensor area and detection sensitivity between each sensor type.

The large/small sensor area ratio is 12.5:1 (see Section 3.2). We have lacked impact calibration data for the small sensors due to restriction of experiment opportunities. Therefore, we refer to experiment results of Tuzzolino et al. (2003) in which they showed the detection sensitivities of PVDF dust sensors that have similar ratio of sensor area and thickness.

They conducted impact calibration experiments with their sensor configuration which consists of a large sensor (28-µm-thick and 200 cm²) and a small sensor (6-µm-thick and 20 cm²), using a plasma drag dust accelerator. The results show that the sensitivities of both type of sensors are nearly the same when the impacted dust particle penetrates the PVDF sensor instead of stopping in the target, i.e., cratering (see their Fig. 9). In our case, we have confirmed that the data of \( dV \geq 4 \text{ V} \) are generated by penetration impacts (Hirai et al., 2014). Therefore, we regard that the detection sensitivities of our large sensors and small sensors beyond their respective threshold levels are almost the same. According to the sensor area ratio, we can divide a total of 248 data into 230 for the large sensors and 18 for the small sensors, respectively.

Thus, the 1195 dust candidate data showing \( dV \geq 4 \text{ V} \) are divided into 736 data on the large sensors and 459 data on the small sensors. If the impacted-sensor identification method demonstrated above is valid, the data number ratio between each sensor should be nearly equiv-
alent to the sensor-area ratio (12.5:1). However, the obtained ratio is far from the sensor-area ratio. Since the large sensors have not represented any malfunctioning signs like Ch.2 (see Section 4.1.1), we presume that there are still some amount of noise data on the small sensors.

Fig. 4.3 shows the event number on each small sensor that have single channel of the maximum dV including single-flagged data. Since Ch.2 is the malfunctioning channel, we neglect it here. Ch.4 and Ch.8 show significantly larger number compared to Ch.6.

![Event number on each small sensor](image)

**Fig. 4.3.** Event number on each small sensor that have single channel of the maximum dV including single-flagged data. The detection numbers of each channel are denoted on each bar.

**Table 4.5.** Event number ratio between the large sensor data and the small sensor data at three measurement terms: the whole term, before IKAROS’s Venus closest approach (VCA) (UTC2010/12/9), and well before VCA (UTC2010/11/1).

<table>
<thead>
<tr>
<th>Sensor type</th>
<th>The whole term</th>
<th>Before VCA</th>
<th>Well before VCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large sensor</td>
<td>736 (1.6)</td>
<td>283 (7.6)</td>
<td>124 (8.3)</td>
</tr>
<tr>
<td>Small sensor</td>
<td>459 (1)</td>
<td>37 (1)</td>
<td>15 (1)</td>
</tr>
</tbody>
</table>

Fig. 4.4 denotes the event rate of Ch.4 and Ch.8 along the heliocentric distance. Impact rate for a given dust detector at the same heliocentric distance is thought to be the same order due to azimuthal smoothness of the zodiacal cloud. However, the event rates of Ch.4 and Ch.8 continue to increase over time, which any other channel has not represented. Moreover, as will be
explained in Section 4.2, the detection number should decrease after perihelion passage at about 0.7 AU due to thermal degradation of PVDF sensor’s sensitivity. These facts suggest that Ch.4 and Ch.8 have become “noisy” such as Ch.2 probably due to exposure to high temperature. We have suspected that there might happen some problem of sensor part, e.g., unstable connection between the sensor terminal and the cable due to thermal deformation or something like that.

Fig. 4.4. The event rate of Ch.4 and Ch.8 along the heliocentric distance between 0.72 AU and 1.1 AU. Each point is plotted per about 0.1 AU. The start of the measurement corresponds to the lower right point. The rate of Ch.4 at the first 0.72-0.8 AU bin dropped to 0.

In order to eliminate these noise data on the small sensors, we estimated the event number ratio between the large sensors and the small sensors in following two terms: before IKAROS’s Venus closest approach (VCA) (UTC2010/12/9, at 0.72 AU) and well before VCA (UTC2010/11/1, at 0.78 AU). Table 4.5 contains the event number ratio at the added two terms and the whole measurement term. The event number ratio well before VCA is nearer to the ratio of large/small sensor area (12.5:1) than that of the whole term, but there is still a bit difference. This might suggest either the small sensors have generated noise data from the beginning of measurement or the detection sensitivity of the small sensors is higher than that of the large sensors unlike the experiment results from Tuzzolino et al. (2003). In either case, our method for identification of impacted sensor seems to be plausible.

Another data analysis seems to support the method for impacted-sensor identification. Fig. 4.5
shows dV histogram of the single-flagged (filled black bar) and the multi-flagged (unfilled red bar) data on the large sensors. Note that these multi-flagged data have single channel of the maximum dV. We can clearly see different distributions between the single-flagged data and the multi-flagged data; the single-flagged data are dominated by low dV values while the multi-flagged data by high dV values. If the multi-flagged events are caused by large charge current on an impacted channel which may interfere with the other not-impacted channels, the difference in dV distributions between the single-flagged data and multi-flagged data can be explained as follow; the single-flagged data implies smaller and more abundant dust impacts, while the multi-flagged data do larger and less frequent dust impacts. The multi-flagged, low dV data are found with a certain amount. We think that these type of data could be caused by fluctuation of the base voltage, which is common to all the channels, since low dV means low signal-to-noise ratio. Note that the signals showing low dV values are suffered from miss-detection due to sampling probability explained in the next section, so impacts of small dust particles should actually occur with higher frequency.

Consequently, based on the method for impacted-sensor identification, the 736 data on the large sensors can be used for further scientific discussion about interplanetary dust. However, as for the large and small mixed 248 data (230 data for the large sensor and 18 data for the small sensor), we cannot distinguish between large and small against individual data. Therefore, we consider 754 data as data on the large sensors, including the indistinguishable 18 data for the small sensor.

4.2 Thermal Degradation of PVDF

Piezoelectric and ferroelectric sensitivities, i.e. dust detection sensitivity, of PVDF are known to be varied depending on its material temperature (e.g., [James et al., 2010]). Furthermore, exposure to a certain level of high temperature causes irreversible degradation of the sensitivity due to disarray of molecular dipole structure in PVDF. We conducted aging heat treatment at 100°C for the flight-model of ALDN-S before its launch in order to mitigate the variation of sensitivity due to temperature change in flight.

Fig. 4.6 shows the temperature history of ALDN-S and a component on the IKAROS mem-
Fig. 4.5. dV histogram of the large sensors. As for the single-flagged (filled black bar) and the multi-flagged (unfilled red bar) data, maximum dV are shown. These multi-flagged data have single channel of the maximum dV.

brane (MEMB2), which has similar emissivity and absorption coefficient and is attached on the same side of IKAROS membrane as ALDN-S, along the first inbound orbit between 0.72 and 1.1 AU of heliocentric distance. Thermometer for ALDN-S (MEMB4) has been failed since about 4 months after the launch, so we refer to MEMB2 at 0.7 AU and 0.8 AU and estimate the ALDN-S temperature by considering the offset from MEMB2. It is found that ALDN-S has experienced temperature from 80 to $\sim$180°C during its orbit around the Sun.

In order to evaluate the thermal degradation of PVDF, we performed LGG impact experiment using the flight-spare of 20-µm-thick ALDN-S heated at 156°C. Experimental condition and results are listed in Table 4.6. For comparison with the sensitivity of aging 100°C-heated sensor, we analyzed the output signals and derived $I_s$ in the same manner as described in Chapter 3.

Fig. 4.7 depicts three types of the calibration curves for and two types of the LGG experiment data. Horizontal line denotes the level of $I_sV^{-1.06}\rho^{2/3}$ calculated from $V = 4$ V, impact velocity of 20 km/s, and material density of 2.0 g/cm$^3$. The calibration curves are for 100°C-, 156°C-, 180°C-heated sensor. Two dashed line denotes the 95% confidence band of the 100°C calibration curve. The experimental data points of the 100°C-heated sensor listed in Table 3.1.
**Fig. 4.6.** The temperature of ALDN-S (MEMB4) and a component on the IKAROS membrane (MEMB2) along the first inbound orbit between 0.72 and 1.1 AU of heliocentric distance. Fluctuation of temperature was up to several degree.

**Table 4.6.** Experimental condition and results of the impact experiment with LGG for investigating the sensitivity of 156°C-heated 20-µm-thick ALDN-S. The material of projectile is soda-lime glass. $I_s$ is arbitrary unit.

<table>
<thead>
<tr>
<th>No.</th>
<th>Projectile mass (kg)</th>
<th>Impact velocity (km/s)</th>
<th>$I_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>101028-1</td>
<td>$1.64 \times 10^{-7}$</td>
<td>3.37</td>
<td>500</td>
</tr>
<tr>
<td>101028-2</td>
<td>$1.64 \times 10^{-7}$</td>
<td>5.48</td>
<td>1950</td>
</tr>
<tr>
<td>101028-4</td>
<td>$3.53 \times 10^{-8}$</td>
<td>3.18</td>
<td>1000</td>
</tr>
</tbody>
</table>

and the 156°C-heated sensor listed in Table 4.6 are also plotted. The calibration curve of 156°C-heated sensor passes through the averaged point of the three experimental data of the 156°C-heated sensor, which is obtained by assuming the same slope of the 100°C calibration curve. Vertical offset between the calibration curves of 100°C and 156°C is 0.485.

By considering the sensor temperature, $T$ (°C), dependence of this offset, we can obtain the calibration curve of the 180°C-heated sensor which may be the highest temperature ALDN-S experienced. Also, the correlation between the offset and $T$ is required to find out continuous decay of the sensor sensitivity during the IKAROS’s first inbound orbit from 1.1 AU to 0.72 AU. By simply assuming that the offset expands linearly with increasing in $T$, the offset can be
represented as $8.66 \times 10^{-3}T - 0.866$. After the first perihelion passage at 0.72 AU, the detection sensitivity is fixed at $T = \sim 180^\circ C$ due to irreversibility of PVDF degradation.

Consequently, the equation of ALADDIN calibration curve including the $T$ effect is formulated as

$$0.145(\log V)^2 + 0.858 \log V + 1.87 = \log(4.08 \times 10^6) - (8.66 \times 10^{-3}T - 0.866) + 0.49 \log m + 1.06 \log v - 2/3 \log \rho.$$  \hspace{1cm} (4.1)

Note that the confidence levels of these calibration curve at $V = 4$ V are quite ambiguous due to a lack of the impact experiment data with 10’s-μm-sized projectiles ($m = 10^{-12} - 10^{-9}$ kg). Furthermore, the slopes of these calibration curves for different temperature are not necessarily the same. Therefore, it is possible that the detection size of the 180°C sensor, which generates $V = 4$ V at $v = 20$ km/s and $\rho = 2.0$ g/cm$^3$, is smaller than the estimated value, $\sim 67$ μm. Eberle and Eisenmenger (1992) reported that a PVDF sensor heated at 180°C recovers its piezoelectric sensitivity to the level of 100°C-heated sensor. As a conclusion, we regards the
detection sensitivity of the 180°C sensor may be open to discuss.

4.3 Sampling Probability

The measurement information of ALADDIN, dV and dt, are obtained by the signal sampling of the ADC inside ALDN-E. The sampling interval, i.e. 600 µs, is somewhat slow for the signals ALADDIN generates. Fig. 4.8 shows an example of signal waveform observed at the LGG experiments. Since the pulse duration is a few milliseconds at the longest, it is difficult for this ADC speed to accurately reproduce the signal waveform. Therefore, in order to estimate the physical properties of impacted dust particles from dV, the signal sampling effect should be considered.

Fig. 4.8. An example of signal waveform obtained at the LGG experiments. The projectile of 500-µm-diameter glass particle was impacted on the flight-spare of 20-µm-thick ALDN-S at 3.11 km/s.

The coarse sampling rate triggers miss-detection against the signals with pulse width of <600 µs. Fig. 4.9 represents the relation between $V$ (the peak voltage of signal defined in Section 3.5) and detection probability by using some of the nsPL experiment data. The detection probability can be calculated by dividing the pulse width of signals by the sampling interval (600 µs). At $V < 1$ V, the half of signals are miss-detected, while nearly 90% of signals can
be detected at about 5 V. Significant large signals, e.g. obtained at the LGG impact experiment (Fig. 4.8), is detected with 100%.

![Figure 4.9](image.jpg)

**Fig. 4.9.** The relation between $V$ and detection probability.

In addition to the miss-detection, dV is not necessarily corresponding to $V$ depending on the signal magnitude and the timing of signal sampling. Typical probability of being sampled as dV bins for various $V$ are listed in Table 4.7. The sum of the probabilities of each $V$ corresponds to the detection probability plotted in Fig. 4.9.

<table>
<thead>
<tr>
<th>$V$ (V)</th>
<th>0.0342–1 V</th>
<th>1–2 V</th>
<th>2–3 V</th>
<th>3–4 V</th>
<th>4–5 V</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.7</td>
<td>51.9</td>
<td>13.1</td>
<td>8.3</td>
<td>6.2</td>
<td>6.8</td>
</tr>
<tr>
<td>3.5</td>
<td>49.9</td>
<td>12.8</td>
<td>8.5</td>
<td>6.0</td>
<td>0</td>
</tr>
<tr>
<td>2.3</td>
<td>53.5</td>
<td>14.4</td>
<td>4.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1.5</td>
<td>52.8</td>
<td>11.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.5</td>
<td>44.7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table 4.7.** Probability of being sampled as dV bins for various $V$.

From the analyses about the probabilistic signal sampling effects, the data of dV $\geq 4$ V are found to be the most robust to interpret. Therefore, at present we will use the measured data of
dV ≥ 4 V for further scientific discussions about cosmic dust.

Considering the signal sampling effect and the calibration law developed in Chapter 3 and Section 4.2, we investigated the physical properties, here especially mass, of the impacted dust particles which generates dV ≥ 4 V. Fig. 4.10 represents the probability distribution of being sampled as dV ≥ 4 V by an impact of dust particle having a certain mass at 20 km/s. These data plots were obtained from the signal data of LGG and nsPL experiments and the inclined solid line is the fitting curve on the plots of probability less than 100%. Probability of each plot was calculated by the pulse width corresponding to the amplitude of ≥4 V. Note that the masses of the LGG data plots are not actual mass but corrected by Eq. (3.3) using v = 20 km/s and ρ = 2.0 g/cm³. The masses of the nsPL data were derived with the same manner as the LGG data. Here, T = 100°C is assumed. It is found that impacts of dust particles ≥∼ 7 × 10^{-11} (~40 µm in diameter) are recorded as dV ≥ 4 V with 100%, while impacts of dust particles having m =∼ 1 × 10^{-11} (~20 µm in diameter) generate the data of dV ≥ 4 V with 1%.

![Fig. 4.10. Probability distribution of being sampled as dV ≥ 4 V by an impact of dust particle having a certain mass at 20 km/s.](image)

We show how to analyze the actual measured data of dV ≥ 4 V obtained during a certain bin of heliocentric distance or observation time. First, we prepare the following parameters: T averaged over the bin, v, and assumed ρ of dust particles. Note that v is estimated by considering
the velocity vector of IKAROS, pointing information of the ALDN-S (direction of normal to the IKAROS membrane), and the distribution of orbital elements of typical zodiacal dust particles (Hirai et al., 2014). Then, we estimate mass by using $V = 4 \, V$ in addition to the prepared $T$, $v$, and $\rho$. This estimated mass is the minimum mass (defined as probability of 1%), which is detectable as $dV \geq 4 \, V$ (i.e. $dV = 4 \, V$) under these $T$, $v$, and $\rho$ conditions. From the relation represented in Fig. 4.10 we can finally find out the mass range of dust particles generating the measured data of $dV \geq 4V$.

For example, at 0.72 AU with $T = 180^\circ$C, $v = 24$ km/s (calculated by Keplerian velocity variation from 20 km/s at 1 AU), and $\rho = 2.0$ g/cm$^3$, the minimum diameter being detected as $dV \geq 4 \, V$ (the probability of 1% in Fig. 4.10) is $\sim 67$ µm.
Chapter 5

New Dust Distribution Model inside the Earth’s Orbit

We calculated cumulative impact flux between 0.72 AU and 1.1 AU using the screened and reduced ALADDIN measurement data. The flux error of ALADDIN is well less than that of the past in-situ detectors. The highly accurate and precise flux by ALADDIN indicates significant discrepancy compared to the standard model of interplanetary dust flux at 1 AU, Grün model (Grün et al., 1985). We consider that this discrepancy is due to azimuthal difference in number density of interplanetary dust, i.e., circumsolar dust ring and blob. In order to reproduce the observed discrepancy of dust impact flux, we developed new hybrid dust distribution model, which can simultaneously handle the MMRs and the dust-dust collisions, by combining the MMRs model provided by Stark and Kuchner (2008) and the collisional evolution algorithm developed by Ishimoto (2000).

5.1 The ALADDIN Measurement Results and Its Interpretation

Using the 754 reduced measurement data of ALADDIN described in Chapter 4, we estimated cumulative flux (impact number of dust particles having ≥ m per unit of time, sensor area, and effective solid angle) and compared with fluxes obtained by the past in-situ dust detectors. We consider that the reduced ALADDIN data at 1 AU are composed of impacts by dust particles with ≥20 µm in diameter. From Fig. 5.1 depicts the cumulative flux obtained by
ALADDIN and the past in-situ dust detectors, the Galileo DDS and the Helios detector, along the heliocentric distance ranging from 0.7 AU to 1.1 AU. Note that the flux of the Helios detector is the averaged value during its 5-year measurement orbiting around the Sun between 0.3 AU and 1 AU, while the ALADDIN’s and the Galileo DDS’s were obtained at single passage in the interplanetary space. The trajectories of the three spacecrafts in the Sun-Earth line fixed coordinate is shown in Fig. 5.2.

The modeled cumulative flux at 1 AU by Grün et al. (1985) and its extrapolated flux profile to 0.7 AU are also shown in Fig. 5.1 as parallelogram boxes denoting the model uncertainty. The Grün model is an empirical mass (size) distribution of interplanetary dust particles based on in-situ flux measurement by Earth orbiting satellites and crater counting of lunar samples (Grün et al., 1985). This model has approximately one-order uncertainty in its flux values. The extrapolation is based on Keplerian velocity and geometrical concentration of number density (Eq. 18 in Grün et al., 1985). This model has been widely-referred for long by various cosmic dust studies not only around 1 AU but also for inferring dust distribution other than 1 AU (e.g., Poppe and Hornyi, 2012).

Note that the flux value of the Grün model in Fig. 5.1 is corrected from original value provided in Grün et al. (1985), in which a factor of gravitational enhancement, 2, is considered. They aimed at establishing an “interplanetary” dust flux model at 1 AU, which means the effect of Earth’s gravity should be removed. Hence, they divided the raw flux value obtained at near-earth environment by the factor of gravitational enhancement. In contrast to their purpose, we need crude flux including Earth’s gravity. Therefore, we corrected their providing flux values in Grün et al. (1985) by multiplying a factor of 2.

The radial concentration of dust number density due to PR effect is observed as upward trend of the measured flux along the heliocentric distance except for the Galileo measurement. It is also found that our ALADDIN shows the most accurate flux data in the past detectors thanks to its large sensor area and viewing angle despite the fact that ALADDIN detected larger (∼ lower number density) dust particles than that detected by the past detectors. The flux of inbound and outbound orbit of ALADDIN are not much different each other. This feature may indicate that the 180°C-heated ALDN-S has been comparable with the sensor on the inbound orbit as suggested in Section 4.2.
The ALADDIN flux shows significant higher flux than the Grün flux, even considering the large uncertainty of the Grün flux. On the other in-situ measurement, their flux are within the uncertainty of Grün flux. The discrepancy found by the ALADDIN measurement may suggest the significant variation in azimuthal number density of large dust particles due to MMRs between Earth and interplanetary dust. Focusing on the dust distribution at 1 AU and using the 20 µm flux obtained by the ALADDIN, we tried to explain the observed discrepancy by use of the Stark model (MMRs-only) and our new hybrid model (MMRs and dust-dust collision).
Fig. 5.1. Flux comparison between (a) ALADDIN, (b) Helios, (c) Galileo, and Grün flux model. The detected size of dust particles by ALADDIN is dependent on the sensor temperature, i.e., heliocentric distance. At 1 AU, the detection threshold size was around $\geq 20 \, \mu m$, and then the sensitivity was gradually degraded. After its perihelion passage, the ALADDIN detected dust particles larger than $\sim 67 \, \mu m$ but it leaves a room for discussion (Section 4.2). The flux of Helios can be calculated with its measurement data of $\geq 1 \, \mu m$ due to its small sensor geometry (Section 2.2.1). The Galileo detector has large sensor area of 0.1 m$^2$, so the flux of $\geq 10 \, \mu m$ can be estimated.
Fig. 5.2. Trajectories of the ALADDIN, Helios, and Galileo in the Sun-Earth line fixed coordinate. The fluxes from ALADDIN and Galileo were obtained in a part of their trajectory, while the flux from Helios is accumulated value along its whole trajectory.
5.2 Development of a New Hybrid Dust Distribution Model

5.2.1 Stark’s Mean Motion Resonances (MMRs) Model

One of most reliable models for evaluating the effect of MMRs based on numerical calculation of substantial number of test particles has been provided by Stark and Kuchner (2008). They have provided their calculation results with various planet mass, test particle size, and semi-major axis of planet. The density of test particle is assumed to be 2.0 g/cm$^3$. The source region of test particles ranges from 3.5 AU to 4.375 AU and initial inclination are ranging in 0–20 degree. This Stark MMRs model does not include effects of dust-dust collisions on the particle distribution and only generates the relative value of the number density.

Fig. 5.3 shows examples of resulting maps of surface number density drawn in the Sun-Earth line fixed co-rotating coordinate system. The diameter of test particles are 8, 25, 80, 250 µm and a 1-earth-mass planet is orbiting at 1 AU around the Sun. It is found that the larger particles represent clearer contrast in number density than the smaller particles. Note that their simulation result of 25-µm-diameter particles is consistent with the ringed feature presented by the past simulation work (Fig. 1.3, Dermott et al., 1994).
Fig. 5.3. Surface number density maps of 8 µm (upper left), 25 µm (upper right), 80 µm (bottom left), and 250 µm (bottom right) in diameter with 1 earth-mass planet orbiting at 1 AU (Stark and Kuchner 2008).
5.2.2 Ishimoto’s Collisional Model

Ishimoto (2000) developed a collisional evolution model for the dust distribution in the inner solar system. The Ishimoto model predicted selective variation of number density with dependence on the mass of dust particles and heliocentric distance. In contrast to the Stark MMRs model, the Ishimoto model does not include density variation due to MMRs.

In the Ishimoto model, the Grün model is used as initial or boundary condition to determine the dust size distribution at 1 AU. Orbital lifetime of dust particles, which is determined by collisional lifetime and PR lifetime, in each mass bin is sequentially calculated for each step of heliocentric distance. Both the collisional and PR lifetime are calculated in the same manner as Grün et al. (1985). Then, in accordance with orbit transition and collisional gain and loss for each mass at each heliocentric distance are calculated with following equations,

\[ n(m, r - \Delta r) = n(m, r)dm - \Delta r \frac{\partial n(m, r)}{\partial r}dm, \]  

\[ \frac{\partial n}{\partial r} = -\frac{n}{r} - \frac{rc}{2\beta\mu} \left[ \frac{dn_g}{dt} - \frac{dn_l}{dt} + \frac{dn_s}{dt} \right] \]  

where \( \frac{dn_g}{dt}, \frac{dn_l}{dt}, \frac{dn_s}{dt} \) are variation rate of number density at unit time by collisional gain, collisional loss, and supply from parent bodies at the heliocentric distance, \( r \).

An example of calculated mass (size) distribution within 1 AU by the Ishimoto model is shown in Fig. 5.4. The example shows decreasing density of large particles (>10^{-6} g, approximately >~100 \( \mu \)m in diameter) and increasing density of intermediate-sized particles (10^{-12}–10^{-6} g) in which range ~20 \( \mu \)m size (10^{-8} g) the reduced ALADDIN measurement data covers is included. These features mean that destructed large particles, which have shorter collisional lifetime than PR lifetime, makes the density of intermediate-sized particles higher. The number density of small particles (<10^{-12} g) drops sharply because these small particles are blown out by the radiation pressure due to its high \( \beta \) value (Eq. (1.3)).
is changed, and the number density decreases while keeping the flux of the two dust populations to be comparable at distance arbitrary solar distance.

On the other hand, an increase in collisional gain raises the number density for smaller dust input has the same radial dependence. This means that the number density distribution in this mass range remains constant if the radial dependence of the dust input. Furthermore, the gap in number density between the hyperbolic and the main particles is larger than that of the IMF model. Furthermore, the gap in resulting flux of the hyperbolic particles in Fig. 7 is still a factor.

However, even if such a transformation is adopted, the treatment is adopted for our model (see the long-dashed lines in Fig. 6). For spherical particles of “astronomical size” with masses \( m \) between 0.5AU and 1AU, the number density distribution for particles in hyperbolic orbits at 1 AU.

The number density distribution of hyperbolic particles at an arbitrary solar distance, as hyperbolic particles with \( m < \sim 10^{-15} \) g and \( \sim 10^{-11} \) g is derived by using the same treatment as in Grün et al. (1985), and our calculated impact velocities for the hyperbolic particles with \( m < \sim 10^{-15} \) g and \( \sim 10^{-11} \) g are of the same order. Hence, the modified non-collision version of Ishimoto model can be expressed as modified Eq. (5.2) as follows:

\[
\frac{\partial n}{\partial r} = - \frac{n}{r} \frac{\partial r}{\partial r}
\]  

(5.3)
where $x$ is a correction coefficient in order to match the number density profile of the Stark model. By using the Stark density maps of 8, 25, 80, and 250 µm in diameter with 1 Earth-mass planet orbiting at 1 AU from the Sun-mass central star, we calculated radial density profiles between 8 and 250 µm at a $r$ step of 0.001 AU and a mass step of 0.1 in $\log m$ (g). Then, we estimated the coefficient $x$ for each $r$ and $\log m$ steps. Finally, by adding collisional and supply term as described in Eq. (5.2), an equation of the new MMRs-collisional hybrid model has been developed as follows:

$$
\frac{\partial n}{\partial r} = \frac{n}{r} x - \frac{r c}{2 \beta \mu} \left[ \frac{dn_g}{dt} - \frac{dn_l}{dt} + \frac{dn_s}{dt} \right]
$$

(5.4)

Fig. 5.5. Radial profiles of normalized number density of 25 µm test particles along the gap line (blue solid line) and the trailing line (red solid line) retrieved from the Stark’s density map. Dashed line denotes the density profile without MMRs nor dust-dust collision (density $\propto r^{-1}$).

Boundary condition and model parameters, i.e., initial distribution, collisional gain and loss algorithm, and dust supply rate from parent bodies, are referred from the past modeling works and in-situ dust flux measurements.

For the boundary condition, we adopted the Grün flux at 1 AU same as the Ishimoto model. We will modify the model parameters in order to fit our calculation result with Grün flux at 1 AU. At this moment, however, we have not finished the parameter adjustment, so it will be completed in the future works.
CHAPTER 5. NEW DUST DISTRIBUTION MODEL INSIDE THE EARTH’S ORBIT

We defined that the calculation is started at 2 AU in order to estimate the dust size distribution within 1 AU. Ten times reduced Grün differential number density is tentatively used as the initial size distribution at 2 AU. Fig. 5.6 shows the differential number density by Grün et al. (1985) at both 1 AU and 2 AU.

![Figure 5.6](image)

Fig. 5.6. The initial number density at 2 AU calculated from Grün flux model (Grün et al., 1985). The differential number density at 1 AU and 2 AU are shown as red-dashed line and blue-solid line, respectively.

Our collisional gain and loss rate, which are equivalent to that of Grün et al. (1985) Ishimoto (2000) also used, can be written as follows:

\[
\frac{dn_g(m,r)}{dt} = \int \int g(m_p,m_t,m)n(m_t,r)n(m_p,r)v_i(r)dm_pdm_t
\]

(5.5)

\[
\frac{dn_l(m,r)}{dt} = n(m,r) \int n(m_p,r)v_i(r)\sigma(m,m_p)dm_p
\]

(5.6)

where \(m_p\) and \(m_t\) are the masses of the projectile and the target, respectively, and \(\sigma\) is the collisional cross section. The mean impact velocity, \(v_i(r)\), can be calculated from 0.53 × \(v_k\) (\(v_k\) is Keplerian velocity at a given heliocentric distance), taking into account dispersion of orbital inclination (∼30°) and orbital evolution due to Poynting-Robertson drag. For example, \(v_i(r)\) at 1 AU equals ∼16 km/s. Note that we have not included dust particles on hyperbolic trajectory. The \(g(m_p,m_t,m)\), which is equivalent to Eq. (1.4), denotes the impact fragment size.
distribution. The slope of size distribution, \( \eta \), is same as \([\text{Grün et al.} (1985)](1985)\), 0.83.

The dust supply rate was determined on the basis of \([\text{Ishimoto} (2000)](2000)\) and \([\text{Economou et al.} (2013)](2013)\) and expressed as follows:

\[
\frac{dn_s(m,r)}{dt} = 1.0 \times 10^{-31} m^{-0.65} r^{-3.5} \tag{5.7}
\]

The heliocentric dependence, -3.5, is referred from \([\text{Ishimoto} (2000)](2000)\), in which they determined it by using the boundary condition of the Grün flux at 1 AU. The increasing supply rate with decreasing heliocentric distance represents the dust supply from comets. They also included the dust supply from asteroids, but it is confined between 2 AU and 3 AU. Since our calculation starts from at 2 AU, we neglected the asteroidal dust supply.

In \([\text{Economou et al.} (2013)](2013)\), the result of in-situ dust measurement at the flyby of Comet 9P/Tempel 1 conducted by Dust Flux Monitor Instrument of Stardust-NExT mission is reported. They estimated the mass dependence of dust particles from the comet as -0.65. According to \([\text{Nesvorny et al.} (2010)](2010)\), the dominant source of cometary dust for zodiacal cloud is due to Jupiter-family comets (JFCs). Since Comet 9P/Tempel 1 is a periodic JFC, so we can consider this mass dependence as typical value for the cometary dust supply.
5.3 Azimuthal Variation of Interplanetary Dust Particles at 1 AU

Using the newly developed MMRs-collision hybrid model, we investigated the observed azimuthal discrepancy in dust number density at 1 AU. The number densities used were calculated from the impact flux on the ALADDIN and the Grün flux. Both the simulation results from the Stark model and the new hybrid model are compared with the in-situ measured flux by the ALADDIN and the Grün model which is based on in-situ measurement around the earth.

Fig. 5.7 shows the trajectory of IKAROS spacecraft superimposed on the Stark 25-µm density map. The density map predicts that the ALADDIN on its inbound orbit detected the trailing clump of the earth.

Fig. 5.8 shows the differential number density of 20 µm obtained and simulated by the in-situ measurement (ALADDIN and Grün flux), the Stark model, and our new hybrid model. The differential number density of in-situ measurements were calculated by the correlation between cumulative flux and differential number density presented in Grün et al. (1985). Note that we used the Grün flux as boundary condition in the calculation of our hybrid model. Hence, the density at 1 AU of heliocentric distance on the gap line is biased to correspond to the Grün flux same as the Stark model (see Section 5.2.1).

The in-situ measurement shows significant difference between the gap and the trailing clump by a factor of 12.6, while the difference estimated by the Stark model and our new model are a factor of 1.7 and 2.1, respectively. However, considering the uncertainty of the number density of in-situ measurements, especially large error bar of the Grün flux, the difference could be 2.8 at the minimum. Consequently, our new model shows better estimate of discrepancy between the gap and trailing clump.
Fig. 5.7. The trajectory of ALADDIN superimposed on the Stark 25-µm density map. The color scale represents relative number density (Stark and Kuchner, 2008).
Fig. 5.8. The comparison of in-situ measurements and model calculations. The in-situ measurement density are obtained by ALADDIN and the Grün flux. The simulation density calculated by using stark model and our new hybrid model are compared with the in-situ measurement density.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

The largest PVDF-based in-situ dust detector, ALADDIN, was calibrated using the extrapolation method with the LGG experiment and complementary experiment with the nsPL. The calibration shows that the ALADDIN has ability to detect \( \geq 10\text{-}\mu m \) sized dust particles within its dynamic range.

From the analysis of the combination and dV value of flagged channels, the measured data of ALADDIN in space can be reduced to the physical properties of detected dust particles. As a specific issue of the ALADDIN, the sampling probability due to the detector electronics and thermal degradation of PVDF at significantly high temperature are also investigated. The reduced ALADDIN data provides the 10 times more accurate flux value of \( \geq 10\text{-}\mu m \) sized dust particles in the past in-situ measurements.

The comparison of the flux obtained by the ALADDIN and the Grün flux model revealed unambiguous discrepancy between the gap region and the trailing clump region at 1 AU distance from the sun. In order to interpret the observed density variation, we developed a hybrid model, which can handle simultaneously the MMRs and dust-dust collision effect in the calculation for the dust number density by introducing an existing dust-dust collision model (Ishimoto model) to the MMRs model (Stark model). The new hybrid model can estimate the density difference between the gap and the trailing clump observed by the ALADDIN measurement and the Grün flux model better than the MMRs-only model or the collision only model.
6.2 Future Works

Orbiting around the Sun between 1 AU and 0.7 AU, IKAROS made Venus closest approach (VCA) close to \( \sim 13 \) Venus radii at its first inbound orbit. Fig. 6.1 shows the trajectory of IKAROS in the Sun-Venus line fixed co-rotating coordinate system. The ALADDIN successfully measured dust impact flux around the VCA. From analyses of these flux data obtained by the ALADDIN at VCA, we will expand our newly developed dust distribution model in order to explain the observed anisotropy in dust distribution around Venus.

In addition to the ringed structure along the Venus orbital path observed by Helios and STEREO (Section 2.1.1 and 2.1.3), our ALADDIN will provide the dust distribution in the vicinity of Venus with its detailed in-situ measurement data. Venus should have gap structure similar to that around the Earth.

![图6.1 IKAROS trajectory at its Venus closest approach plotted in the Sun-Venus line fixed co-rotating coordinate system.](image)

Further investigation of model parameters, such as size distribution at the initial heliocentric distance or the fragment size distribution produced by dust-dust collisions, will give the complete model to reproduce the measured difference of number density at 1 AU. The developed hybrid model for 1 AU can be expanded to estimate the dust distribution at 0.7 AU including gap and clump structures induced by Venus MMRs. Hence, a practical cosmic dust distribution model inside the Earth’s orbit will be developed.
Our distribution model for cosmic dust inside the Earth’s orbit can be also used to estimate dust distribution in the outer region of the Solar System. It has been thought that Neptune has the gap and clump structure caused by MMRs around its orbital trajectory (e.g., [Liou and Zook 1999]). In-situ measurement data will be obtained by the Student Dust Counter onboard NASA New Horizons spacecraft in near future (Han et al. 2011).

Ultimately, our model will provide unique insights about formation and evolution of exozodiacal cloud or dust disks by constraining the mechanisms of interaction between MMRs and dust-dust collisions. Thanks to the knowledge obtained in dust distribution of our Solar System, the physical properties, such as mass or orbital radii, of hidden planets inside the exo-planetary disk can be estimated.
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