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Abstract

This dissertation presents several content-oriented approaches for efficient data transmission in the future Internet. These approaches leverage known properties of contents in various aspects to facilitate content delivery. Our proposed approaches are grounded in two main techniques: 1) Content-Centric Networking (CCN) architecture and 2) QoS-aware routing with network coding. They are used to address problems in particular parts of the Internet, which can be categorized by location into the core and edge areas.

An increasing amount of content retrieval traffic raises concern about network congestion in the core area of the modern Internet. An effective solution to network congestion is network caching, whose basic principle is to store some contents in the storage close to content requesters so that some requests can be solved locally. Available implementation of network caching is often unnecessarily complicated. It requires complex middleware for content-to-location translation since contents are not natively identifiable to the data plane of routers. Content-Centric Networking (CCN), which is also called Named Data Networking (NDN), is a new architecture for the future Internet that solves this issue by substituting host addresses in packets with content names and using caches of routers as in-network caches. One of major challenges in CCN is how to efficiently utilize the in-network caches which have limited storage. We address this challenge with two approaches: an Optimal Cooperative Routing Protocol (OCRP) and a probabilistic caching scheme.

The OCRP is an intra-domain routing protocol that utilizes the content retrieval statistics offered by CCN routers to adjust transmission routes. The OCRP consists of three main processes: (1) Prefix Popularity Observation; (2) Prefix Group (Un)Subscription; and (3) Forwarding Information Base (FIB) Reconstruction. In Prefix Popularity Observation, each CCN router observes popularly cited prefixes to activate Prefix Group (Un)Subscription. Prefix Group (Un)Subscription notifies a central routing controller that which CCN router wants to join or leave which prefix group. A prefix group is the group of the CCN routers that frequently forward requests for the same contents. Based on prefix groups, a central routing controller computes an optimal cooperative path by
solving an integer linear programming. Finally, FIB Reconstruction adjusts the routes by updating the routing tables of the CCN routers involved in a newly computed optimal cooperative path. Simulation results show that the OCRP offers better reduction of server load and round-trip hop distance than the shortest path routing. In addition to the routing scheme, we investigate cache management for CCN because it is another important factor that affects the utilization of in-network caches. The cache management schemes of interest to us are combinations of a probabilistic caching scheme and different cache replacement policies. The cache replacement policies include Least Frequently Used (LFU), Least Recently Used (LRU), Random Replacement (RR), and First In First Out (FIFO) policies. Computer simulations are organized to evaluate the performance of the cache management schemes by using several network topologies. Simulation results show that the performance of in-network caches can be improved by using a probabilistic caching scheme along with LRU. Furthermore, we develop a new analytical model to gain deeper understanding of a probabilistic caching scheme. By using this model, several important properties of the probabilistic caching scheme are established as a function of cache replacement policies and network topologies. We have found that a combination of a probabilistic caching scheme and LRU offers the best performance among considering cache management schemes. However, if a CCN router cannot afford LRU due to a complexity constraint, RR is preferred to FIFO since the former yields better performance than the latter.

We proceed to address data transmission problems in the edge area of the Internet. Specifically, we facilitate reliable data transmission in multi-hop wireless networks, which are increasingly often the front-end accesses to the Internet. Contents can be encoded into multiple data layers to support heterogeneous users’ demands, devices, and network capacities. For acceptable qualities of contents at end-users, data transmission requires quality-of-service (QoS) such as a data rate and a tolerable packet loss rate. Achieving QoS in multi-hop wireless networks is challenging due to unreliable wireless links and scarce link bandwidth. To address the challenge, we introduce QoS-aware routing schemes for unicast and multicast transmissions, with the help of network coding techniques.

We propose a new QoS-aware routing scheme to enable QoS guarantee for unicast transmission in multi-hop wireless networks. This scheme employs cooperative network
coding (CNC) to improve wireless channel usage and consists of two main steps. First, this scheme uses an integer linear optimization to obtain optimal routes of all unicast flows. The constraints of this optimization problem, such as the transmission rate and tolerable error rate of each data layer, are derived for QoS guarantee. Second, the scheme decides whether or not CNC will be applied to different unicast flows at intermediate nodes. The decision criteria are based on the network topology and QoS requirements. In addition to the unicast transmission, we propose a new QoS-aware routing scheme for reliable multicast transmission in multi-hop wireless networks. This scheme solves an integer linear optimization problem for an optimal route of multicast transmission. When packet loss rates of wireless links are high, a multi-source technique is exploited to enable path diversity which improves the reliability of transmitted data. Furthermore, inter-source network decoding is utilized to improve an achievable data rate at client, where a data layer can be recovered by using network-coded data that are not necessarily from the same source. Simulation results show that both of the proposed schemes yield better reliability of data transmission in multi-hop wireless networks than several QoS-oblivious routing schemes.
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Chapter 1

Introduction

This chapter provides the research motivation which is based on problems associated with data transmission in the Internet. The contributions of this dissertation are summarized and the dissertation organization is given at the end of chapter.

1.1 Motivation

Overlooking properties of transmitted data could lead to inefficient data transmission in the Internet. The cause of this issue is rooted in a conflict between a host-to-host communication model of the Internet and what it is used for. The principles of data transmission in the current Internet are based on an architecture which mainly relies on communication between two distant nodes. Data transmission aims to send a bunch of data from one place to another place in a fast, reliable, and secure manner. To achieve the goal, many techniques were implemented on top of the host-to-host communication model. While being effective nowadays, the add-on techniques inevitably impose difficulties of implementation and maintenance, leading to excessive overheads and costs. Properties of data, including the relation between them, are not often taken into account when they are transmitted. The forwarding engine of a router, which is key equipment used in data transmission, merely treats the carriers of data as anonymous packets. It mostly pays attention to only the destination addresses of packets, even though exception holds for some mechanisms that can roughly prioritize packet forwarding based on the data types.
In fact, the data being delivered in the Internet are partly meaningful by themselves. They are often a part of content having some specific properties. In some cases, these properties are highly useful for data transmission.

For instance, data can belong to chunks of a video. If the video is encoded by using a hierarchically structured coding, different pieces of the data may differently contribute to video quality at a client. When network resources are so limited that all data cannot be transmitted to destination equally well, their transmissions should be provided with different priorities based on their importance. In addition, when the video is public and accessible from a group of clients, it may become popular and is accordingly watched by many clients in the group. When a host-to-host communication model is used, the same data are repeatedly transmitted from a video server to these clients one after another, resulting in a large amount of redundant traffic in networks. It is so because the data plane does not realize that it repeats data transmission for the same content. On the other hand, if packets are identifiable by the content names, the data plane will recognize data and could manipulate them more precisely. Network caching could become an inherent part of data transmission, as the individual data can be cached and discoverable to associated content requests directly on the data plane. This approach simplifies a content delivery process and efficiently eliminates redundant traffic. From the above example, we can see that many new opportunities will be open for more efficient data transmission when the properties of content are taken into account.

In this dissertation, we propose several content-oriented approaches for efficient data transmission in the future Internet, by leveraging some known properties of content in various aspects. Our approaches are grounded in two main techniques: 1) Content-Centric Networking (CCN) architecture and 2) QoS-aware routing with network coding. We use them to solve data transmission problems in particular parts of the Internet, which can be categorized by location into the core and edge areas.

In the first half of the dissertation, we address inefficient data transmission in the core area of the Internet. The majority of traffic in the Internet is from content retrieval [1, 2, 3, 4, 5]. Content retrieval broadly denotes activities pertaining to downloading contents on the Internet. Contents are pieces of information stored in various electronic forms such as web objects, documents, images, audio and video files. An increasing amount
of content retrieval traffic raises concern about network congestion, especially at fragile interconnection points between multiple networks as shown in Figure 1.1. When content consumers heavily retrieve contents from a content server, the demand for traffic on a link between networks may exceed the link capacity and network congestion would occur. Network congestion is a main cause of undesired effects such as delay, packet drops, and connection blocking. An overloaded content server could also develop the similar effects.

Provisioning the entire links in the Internet with redundant capacities is an ideal solution to network congestion. However, this approach is impractical, considering the gigantic scale and complexity of the Internet. In content retrieval paths, data often travel across multiple networks. While ones do their best to ensure sufficient network capacity, network congestion would still occur if others do not.

A practical solution to this problem is network caching. Network caching reduces the traffic in networks by fulfilling the requests of content locally. This approach makes use of a fact that many end-users often retrieve the same contents from the Internet.
To enable network caching, in-network caches are placed in networks close to end-users. In-network caches are responsible to temporarily storage, keeping the content that has recently traversed the networks. When clients demand a content recently requested by others, they can retrieve this content from in-network caches, instead of distant original content servers. Efficient in-network caches can reduce not only the traffic in networks, but also the content retrieval time and the content server load.

Existing systems of in-network caches include Web caches (also called proxy servers) and Content Delivery Networks (CDNs) [6]. They have been playing an important role in delivering contents on the Internet to end-users [5]. Nevertheless, their usage is typically restricted to a handful of applications. They also require complicated implementation that involves large infrastructure, middleware for content-to-location translation, and engines for intercepting and redirecting content requests. Importantly, their protocols are based on the application layer, thus causing considerable overheads and latencies. These factors unnecessarily complicate the processes of content retrieval [7, 8].

In this work, we consider Content-Centric Networking (CCN) architecture [7], which is a new architecture for the future Internet, to be a new solution to data transmission in the core area area. CCN is a root of a more recent project called Named Data Networking (NDN)[9]. Hence the terms CCN and NDN are used interchangeably. In CCN, packets are distinguished by unique names and the caches of routers are used as in-network caches. CCN data plane uses the names of packets in packet forwarding and network caching. From a content retrieval point of view, CCN is more efficient than existing host-centric communication model, as the network caching is performed directly in the network layer. However, the caches of CCN routers tend to be small in comparison to the amount of contents on the Internet [10]. Efficient utilization of the in-network caches is therefore a key to efficient data transmission in content-centric networks.

We see opportunities to improve the cache utilization of CCN from the routing and caching points of view, through deliberating over some properties of content retrieval.

CCN packets are typically forwarded in the shortest-path basis [11, 12], which may not fully exploit the caching benefits of CCN routers. Different CCN routers may use disjoint paths to forward their packets, even though these packets contain the same content. In this case, each CCN router would benefit from the cached content that are subject to only
its previously transmitted data. Moreover, when many unique contents arrive at a CCN router, the cache of the CCN router must handle these diverse contents. The contents may be so many that the cache cannot manage them efficiently and would result in poor caching performance. To solve the problem, we introduce cooperative routing scheme for CCN. The CCN routers frequently forwarding requests for the same set contents can cooperatively share a common path. The contents cached by the CCN router on this path are not only useful for a given CCN router but all the participants. In addition, the CCN routers may frequently forward requests of content from the same content publisher. Some contents requested by a CCN router have a high probability that they would be requested by the other CCN routers. In practice, this scenario occurs when a group of end-users tries to access the same website, such as YouTube [4]. Once a popular content is viewed by a client, it is often viewed again by other clients who regularly access the considering website.

Cache management also contributes to the cache utilization. CCN suggests caching all contents that traverse a CCN router, which is called a universal caching scheme, so that the cached contents will fulfill some future requests. Nevertheless, the universal caching scheme does not work well in CCN, as it causes many redundant copies of the same content in networks [13, 14, 15, 16, 17]. Several sophisticated caching schemes are proposed to replace the universal caching scheme [13, 18, 19, 20, 21]. Unfortunately, they often add complexity and overheads to caching systems, which are not suitable for high-speed CCN routers. Among available caching schemes, we observe that randomly caching contents at a certain probability, which is called a probabilistic caching scheme, can overcome some main drawbacks of the universal caching scheme. The probabilistic caching scheme was used as a benchmark policy by several works in literature [13, 14, 15]. However, the insights into the behavior of the probabilistic caching scheme have never been studied. It has been roughly evaluated when it is used with a cache replacement policy, i.e., Least Recently Used (LRU). There has never been a criterion that suggests a decent value of a caching probability as well as its practical limitation. Therefore, we investigate the behavior of the probabilistic caching scheme, aiming to justify the feasibility of using it in cache management for CCN.

In the second half of the dissertation, we focus on data transmission in the edge of
the Internet. In a content retrieval path, content is delivered to end-users through the edge area of the Internet, where wireless networks have become common. This scenario is illustrated in Figure 1.1. Among available wireless networks, our interest is centered in multi-hop wireless networks [22], such as wireless mesh networks [23]. Multi-hop wireless networks offer a multi-hop wireless backbone that interconnects isolated local area networks (LANs) and extends backhaul access to the users who are out of the range of typical access points. Nodes in multi-hop wireless networks are usually stationary and can be permanently power-supplied. Consequently, the main factors affecting data transmission are the quality and capacity of wireless links.

Transmitting data in multi-hop wireless networks without considering the properties of contents may cause end-users dissatisfaction and frustration. Contents can be encoded with layered coding to serve heterogeneous users’ needs, device capabilities, and network capacities. In layered coding, a content is encoded into multiple data layers with different data rates. The quality of content at a client increases with the number of data layers received. Due to the hierarchical structure of layered coding, a lower data layer is more important to decoder than a higher layer data. Decoding of a higher data layer requires that the entire lower data layers must be correctly received [24]. Therefore, quality-of-service (QoS) for layered data transmission is required to ensure acceptable quality of content at a client. QoS can be a combination of the data rate and tolerable packet loss rate of each data layer. However, achieving QoS in multi-hop wireless networks is a daunting task, considering unreliable quality and limited bandwidth of wireless links [25].

Forward Error Correction (FEC) [26, 27] is a coding technique performed by sources to control errors of data transmission over noisy channels. In FEC, a source transmits data encoded with an error-correcting code (ECC) to a destination. The encoded data are larger than the original data as a result of additional redundant bits. The redundant bits allow for a recovery of the original data from received data, whose parts may be lost or corrupted during data transmission. More redundant bits are added when the channel quality becomes worse to guarantee certain data reliability. Therefore, FEC may not be suitable for QoS-sensitive data transmission over unreliable wireless links with limited bandwidth.

On the other hand, QoS-aware routing can be used for providing QoS guarantee to data
transmission. QoS-aware routing, which is also called content importance-based routing from now, considers the importance of contents when it selects transmission routes. This approach rather selects a more reliable route for data transmission that demands stricter QoS, instead of sending data with redundant bits over arbitrary routes. Furthermore, network coding can be employed to improve the utilization of network resources [28]. In this work, we utilize both QoS-aware routing and network coding to achieve QoS guarantee for unicast and multicast transmissions in multi-hop wireless networks.

Efficient unicast transmission in wireless networks can be achieved by leveraging wireless broadcast and cooperative network coding (CNC) [29, 30]. When multiple unicast flows are delivered in a multi-hop wireless networks, CNC can be used to improve the channel utilization and total network throughput. Depending on the network topology, CNC is applied to unicast flows at intermediate nodes in multi-hop wireless networks. However, performing CNC may affect the QoS of data in each unicast flow. This is because the success of a unicast session depends on the other unicast session involved in CNC. Encoding and decoding nodes require that all CNC packets must be delivered successfully. Therefore, achieving high network throughput, data quality guarantee, and efficient channel utilization under unreliable wireless links is challenging.

For reliable multicast transmission, when there is more than one source, data from multiple sources can be used to improve the reliability of transmitted data at terminal nodes. However, if this approach is directly applied to multi-hop wireless networks, it may affect the efficiency of network resource usage. This is because network resource consumption increases with the number of sources participating in the multicast transmission. Network coding can be used to enable inter-source network decoding for more efficient network resource utilization. Inter-source network decoding allows each client to use network-coded packets from multiple sources to recover the original data. The targets of multicast transmission include videos encoded with scalable video coding (SVC) [24]. By using layer coding, SVC encodes a video into a base layer and several enhancement layers [31] to enable scalability for heterogeneous users, devices, and networks. Data of a lower layer contribute to the end-quality of a video more than those of a higher layer. In multi-hop wireless networks, available network resources may not meet the QoS requirements of all data layers. Therefore, prioritizing transmission based on the importance of
data layers is essential.

1.2 Contributions

We propose several content-oriented approaches for efficient data transmission in the core and edge areas of the Internet. Specifically, CCN is used to enable network caching, aiming to eliminate redundant traffic caused by content retrieval in the core area. In the edge area, QoS-aware routing is used along with network coding techniques to enable reliable and efficient data transmission in multi-hop wireless networks. Our main contributions are as follows.

1.2.1 Routing and Caching Schemes for Content-Centric Networking

We introduce a new cooperative routing scheme and a probabilistic caching scheme for CCN. Our ultimate goal is to improve the utilization of in-network caches in content-centric networks.

Cooperative Routing Scheme

We propose a cooperative routing scheme for CCN, focusing on a route optimization based on content retrieval statistics. This routing scheme selectively aggregates multiple data flows onto the same path with a goal to improve the utilization of in-network caches while mitigating cache contention of the CCN routers. We propose an Optimal Cooperative Routing Protocol (OCRP) to sketch an implementation of the cooperative routing scheme on the control plane of CCN. Moreover, we provides a new method for content popularity observation at CCN routers, leveraging a fact that CCN names packets with hierarchical prefix names. An integer linear optimization problem is formulated for calculating an optimal cooperative path for OCRP. Computer simulation is organized to evaluate the performance of OCRP with regard to the reductions of server load and round-trip hop distance, when it is used in mesh network topologies.
**Probabilistic Caching Scheme**

We propose to use a probabilistic caching scheme in cache management for CCN. We evaluate the performance of probabilistic caching systems with various cache replacement policies by means of computer simulation and mathematical analysis. The cache replacement policies consist of Random Replacement (RR), First In First Out (FIFO), Least Recently Used (LRU), and Least Frequently Used (LFU) policies. Computer simulation is conducted by using network topologies derived from several real academic networks and various parameters which include the cache size, content population, and content popularity distribution. We develop a new analytical model to mathematically analyze the probabilistic caching scheme. This model is based on Markov chains under Independent Reference Model (IRM) and Zero Download Delay (ZDD) assumption. By analyzing the results from the computer simulation and the analytical model, we can establish several important properties of a probabilistic caching scheme, drawing up guidelines for lightweight and efficient cache management for CCN.

**1.2.2 QoS-aware Routing with Network Coding in Multi-hop Wireless Networks**

We propose novel QoS-aware routing schemes for unicast and multicast transmissions in multi-hop wireless networks. Network coding is utilized in these routing schemes to improve the utilization of wireless channels while retaining QoS of data transmission.

**Unicast Transmission**

We propose a QoS-aware routing scheme for efficient unicast transmission in multi-hop wireless networks with cooperative network coding. We formulate an integer linear optimization problem for calculating an optimal route for all unicast flows based on QoS requirements. We investigate the effects of performing CNC in lossy wireless networks on the reliability of data transmission. A Cooperative Network Coding Establishment (CNCE) algorithm is proposed for selectively applying CNC to particular unicast flows without QoS violation. We conduct computer simulation to evaluate this routing scheme in terms of throughput and channel utilization, when it is used in different network topologies.
and various parameters.

**Multicast Transmission**

We propose a QoS-aware routing scheme for scalable video multicast in multi-hop wireless networks. The routing scheme selects an optimal path for scalable video multicast transmission based on QoS requirements of each data layers and network resources. Random linear network coding is applied at intermediate nodes for efficient channel utilization. In addition, we propose a more robust and efficient multicast transmission by using source diversity and inter-source network decoding technique. The multiple sources and inter-source network decoding are employed when the reliability of data obtained from the optimal path does not meet QoS requirement. Computer simulation is organized to evaluate the routing scheme in terms of the achievable data rate as well as the objective and subjective qualities of scalable videos at clients.

**1.3 Dissertation Organization**

The rest of the dissertation is organized as follows. Chapter 2 gives some background of architectures and techniques used in this dissertation. The introduction to the Content-Centric Networking (CCN) architecture and network coding techniques is provided along with related work. Chapter 3 presents a cooperative routing scheme and the details of an Optimal Cooperative Routing Protocol (OCRP) for CCN. Chapter 4 presents a comparative study of cache management schemes for content-centric networks. Chapter 5 presents a performance analysis of a probabilistic caching scheme. Chapter 6 presents content importance-based routing in multi-hop wireless networks using cooperative network coding. Chapter 7 presents a framework for robust scalable video multicast transmission in multi-hop wireless networks using inter-source network coding. We provide discussion, conclusion, and future work in Chapter 8.
Chapter 2

Background

This chapter gives some background knowledge about the Content-Centric Networking architecture and network coding. The related work is also provided.

2.1 Content-Centric Networking

Content-Centric Networking (CCN) [7] is a new architecture for the Internet. It is one of the information-centric networking (ICN) architectures [32, 33, 34] proposed for tailoring the Internet to meet requirements of modern applications emerging on the Internet. Note that Named Data Networking (NDN) architecture [9] is a derivative work of CCN and shares the same communication model. For generality, the terms NDN and CCN are used interchangeably in this dissertation.

CCN communication model is centered around the content rather than the locations of hosts. CCN identifies and routes packets with unique and hierarchical prefix names. The prefix name can be based on the Uniform Resource Identifier (URI) Representation [7, 11, 12]. There are two types of CCN packets, Interest and Data. Figure 2.1 shows the formats of Interest and Data packets. An Interest packet contains Content Name, Selector, and Nonce. Content Name is the name of a desired content object. Selector is an optional field for selecting a correct version of interested content object. Nonce is a random number that is used with Content Name to detect looping Interest packets. A Data packet contains Content Name, Signature, Signed Info, and Data. Content Name is the name of Data which is the requested content object. Signature and Signed Info
are security information used for data validation. Having these components in the Data packet, the protection and trust of communication in CCN are the properties of content itself, not the connections on which it travels.

The architecture of a CCN router can be described as follows. Figure 2.2 shows three data structures maintained by a CCN router. The data structures consist of: Forwarding Information Base (FIB), Content Store (CS), and Pending Interest Table (PIT).

- FIB of a CCN router is partly similar to the routing table of a conventional IP router whose destination field is changed into the prefix field of content names. It is used
for determining where an Interest packets is forwarded to.

- CS of a CCN router is similar to the buffer memory of an IP router but has different objective. It is used for caching content objects carried by arriving Data packets so that the CCN router can satisfy some successive Interest packets.

- PIT is responsible for tracking the pending Interest packets that have been forwarded toward content sources. It collects the breadcrumbs left by forwarded Interest packets in a form of PIT entries. The PIT entries give breadcrumb trials for Data packets to reach all of concerning content requesters.

Communication in CCN is driven by exchange of Interest and Data packets. It is initiated by a content requester inserting an Interest packet into a content-centric network. Upon an arrival of the Interest packet at a CCN router, the CCN router searches its CS for Data matching the Content Name of the Interest packet. If there is a matching Data, the CCN router will send a Data packet containing the Data to the content requester. Otherwise, the CCN router checks its PIT whether any Interest packet having the same Content Name has been forwarded. If so, a “Face” where the Interest packet arrives on, denoted by a requesting face, is appended to an existing PIT entry in the PIT. The Face broadly denotes a hardware interface or an application process within a machine. Otherwise, a longest prefix math is performed in FIB to determine where to forward the Interest packet. Then, the CCN router forwards the Interest packet to the next hop and inserts a new PIT entry with the Content Name and the requesting face into its PIT.

When the Interest packet meets a matching Data, in either a CCN router or a content server, a Data packet will be sent to the content requester in a reverse path of the Interest packet. This path is pointed by PITs of the CCN routers involved in transmission of the Interest packet. When the Data packet arrives at a CCN router, the CCN router forwards the Data packet to the next hop through recoded requesting face(s). The associated PIT entry is also erased to indicate that the pending Interest packet has been satisfied. The Data in the Data packet can be stored in the CS of each CCN router that it traverses, depending on a caching scheme. When the CS is in a full state, a cache replace policy selects a content object currently in the CS to be replaced by an arriving one.

A few works comparing CCN to existing content delivery approach are present in
literature [8, 35]. Carofiglio et al. [8] gave a comparison between ICN architectures and Content-Delivery Networks (CDN). The comparison is based on the following metrics: heterogeneity, efficiency, reactivity, and granularity. This work points out that ICN offers many new opportunities of doing more efficient content delivery than CDN, since the limitations of CDN in the mentioned metrics does not apply to ICN architectures. A comparative study of the performance of content-centric and content-delivery networks was carried out by Mangili et al. [35]. This study focuses on the performance in terms of a reduction of the total bandwidth consumed in networks. Interestingly, the study results show that CDN provides slightly better performance than CCN, even though CDN in practice requires a much higher degree of complexity in operation and management than CCN.

2.1.1 Routing Schemes for Content-Centric Networking

Several shortest-path routing schemes for CCN were proposed in [36, 37, 38]. By using different techniques, these routing schemes try to route each content request to a closest content repository in the shortest path basis while addressing the scalability and overhead issues in CCN. They all succeed in offering a robust and efficient mechanism for the shortest path discovery. However, the in-network cache utilization is not considered by these routing schemes.

A popularity-based routing scheme for CCN has been recently proposed in [39]. This routing scheme performs load balancing based on the popularity of the content retrieval. This approach categorizes content objects with their popularity and lets CCN routers implement different cache replacement policies for different content categories. This routing scheme improves the cache utilization but it requires a system resource to observe the popularity of all content objects in a real-time basis, which may not be applicable in practice.

The other work that uses content retrieval statistics in a routing scheme was presented in [12]. In the first step, this scheme lets each CCN router broadcast arriving Interest packets to all faces and wait for corresponding Data packets from a CCN router connected to a content provider, which is called a provider router from now. This process continues for a period of time. In the second step, after the provider router has learned the content
popularity, it floods the prefix announcement messages in the considering content-centric network to construct the FIB tables of other CCN routers. This method effectively addresses a problem of FIB explosion since only the popular prefixes are maintained by FIBs. Nevertheless, the scheme ignores the caching functionality in the CCN architecture.

2.1.2 Cache Management for Content-Centric Networking

Evaluation of caching schemes and replacement policies has been extensively studied in literature. However, caching and replacement methods, which cooperatively manage a caching system, were often evaluated as separate studies.

A number of caching strategies for content-centric networks were proposed in [18, 19, 13, 20, 21, 40]. A content-popularity-based caching scheme was presented in [18]. In this scheme, each node maintains the local content popularity by counting the number of received requests for each content names. When the number of received requests for a content name at a node reaches a threshold, this content is considered a popular content, and this node suggests to neighbor nodes that they should cache the popular content. This scheme has been shown to be more efficient than a universal caching scheme in terms of cache hit rate and content diversity in network. However, this scheme requires that each CCN router maintains the popularity indexes of all contents, introducing large overheads and complexity.

A number of cooperative caching strategies were presented in [19, 13, 20, 21]. In these strategies, the entire nodes in a content-centric network maintain the information of content popularity through synchronization and make a cooperative caching decision based on this information. While being efficient, these sophisticated caching schemes can be hardly implemented in practice because of the large scale of networks, link latency, and communication overheads.

Chai et al. [40] proposed a centrality-based caching algorithm whose caching decision is based on the concept of betweenness centrality. The performance of their caching method was well supported by simulation results but it was evaluated only with a cache replacement policy (LRU).
2.1.3 Performance Analysis of Probabilistic Caching Systems

There are a number of analytical models for performance evaluation of caching systems in literature. King [41] used Markov chains to model caching systems with LRU and FIFO policies. They derived the steady-state performance of the caching systems from the Markov chains. Markov chains were also used by Gelenbe [42] to model caching systems with RR policy. He used his model to show that RR and FIFO policies yield the same steady-state performance of caching systems for an IRM request traffic. By using the Markov chain-based approaches, the performance of caching systems are evaluated at a computational cost that grows exponentially with the cache size and item population.

To improve the scalability of the analytical model proposed by [41], Dan and Towsley [43] proposed an approximate analysis for LRU and FIFO policies. Their approach offers accurate estimations of caching performance at an affordable computational cost.

Garcia-Reinoso et al. [44] used Markov chains to model the behavior of a discrete cache running a probabilistic caching scheme and LRU policy. They developed an iterative algorithm to be used for estimating the cache hit ratio for each item. They showed that a cache hit ratio for most popular items can be improved by decreasing a caching probability. Unlike ours, this analytical model did not address the impacts of a caching probability on RR and FIFO policies.

The in-network caches of content-centric networks can be viewed as cache networks, which are constituted by the caching systems of interconnected CCN routers. Therefore, investigation of the cache networks’ behaviors is useful and necessary. In [45], an algorithm for multi-cache approximation, named as a-NET, was proposed to investigate the behavior of cache networks. The a-NET algorithm is based on a single cache approximation for LRU policy, which was proposed by Dan and Towsley [43]. Nevertheless, the results obtained from empha-NET exhibit nontrivial errors (almost 16%). Authors have concluded that these errors are caused by non-IRM miss streams between caches. Wang et al. [46] developed a multi-cache with aggregation approximation (MCAA) algorithm to obtain the cache miss rate and virtual routing-trip time (VRTT) in content-centric networks. The MCAA algorithm considers the effects of Interest packet aggregations in content-centric networks and offers more accurate results than a-NET. However, both a-NET and
MCAA do not take into account the impacts of a probabilistic caching scheme.

By using Markov chains, Resensweig et al. [47] carried out a study of the ergodicity of cache networks. They pointed out that the steady-state performance of a caching system depends on the initial state of the system for some cache replacement policies such as FIFO policy. The findings address a question of whether or not one must vary the initial state of the caching systems in their experiments for a valid evaluation.

In addition to the approaches based on Markov chains, other analytical modelling techniques have been proposed for evaluating caching systems. Che et al. [48] developed an analytical model for characterizing an uncooperative two-level hierarchical caching system, where each cache locally and independently runs LRU policy. This analytical model is later regarded as Che’s approximation. In the Che’s approximation, the cache miss rate of a caching system can be estimated by assuming exponential sojourn times of items in the caching system. Despite several assumptions, the Che’s approximation can accurately predict the performance of caching systems. Fricker et al. [49] provided a mathematical explanation for the success of the Che’s approximation and derived an approximate model for caching systems with RR policy. However, none of these models consider the caching systems that run a probabilistic caching scheme.

By extending the Che’s approximation, Martina et al. [50] proposed a unified approach to performance analysis of caching systems. Several combinations of caching schemes and cache replacement policies are considered by using this approach. Importantly, the approach can be used to accurately approximate the performance of caching systems with a probabilistic caching scheme and LRU policy. Unfortunately, this work did not address the interplay between a probabilistic caching scheme and other cache replacement policies such as RR and FIFO.

Another work closely related to performance evaluation of probabilistic caching systems was carried out by Bianchi et al. [51]. In this work, a new analytical model is developed to evaluate the performance of caching systems that randomly cache just a fraction of content objects arriving at CCN routers. The motivation of this work is grounded in a security point of view in the CCN architecture. To ensure that CCN routers store only valid content object, content integrity and provenance verification is required. The speed of this verification might be much slower than the data forwarding speed of CCN routers,
thus limiting caching verified content object to a fraction of forwarded ones. They pointed out that a reduction of caching probability may increase or decrease the cache hit rate depending on the amount of temporal locality of the requests. Nevertheless, this analysis focuses only on the caching systems with LRU policy, whereas RR and FIFO policies are out of their study scope.

### 2.2 Network Coding

Network coding was introduced along with max-flow min-cut theorem [28] as a new approach to perform data transmissions in modern computer networks. Many studies have been conducted in various directions to extend this seminal work. The term network coding in this dissertation refers to random linear network coding [52], which is a randomized coding method that maintains a vector of coding coefficients for each of the packets sent from sources. The vector of coding coefficients is updated by each coding node along transmission paths. An example of a vector of coefficients is a vector containing 0’s and 1’s elements, which represent an XOR operation of inputs.

Consider a butterfly network in Figure 2.3(a). Each communication link of the network
can accommodate a packet per transmission time slot. Source node $S$ wants to multicast two packets, $a$ and $b$, to terminal nodes $T_1$ and $T_2$. With traditional transmission scheme in Figure 2.3(b), nodes 3 and 4 must transmit either packet $a$ or packet $b$ to node $T_1$ or node $T_2$ per transmission time slot, as a result of a bottleneck link between nodes 3 and 4. Figure 2.3(c) demonstrates data transmission using network coding. Node 3 produces a new packet by taking an XOR ($\oplus$) operation of packets $a$ and $b$ and transmits the new packet to both terminals through node 4. Taking an XOR operation, node $T_1$ decodes packet $a \oplus b$ using packet $b$ to obtain packet $a$. With the same method, $T_2$ can obtain packet $b$. This example shows an advantage of the network coding technique in terms of throughput improvement. In addition, network coding can be used to improve the robustness to packet losses and link failures, as well as the security of data transmissions [53, 52]. In Chapter 7, we exploit the network coding technique to improve the robustness of multimedia transmissions in multi-hop wireless networks.

Moreover, network coding can be used along with broadcast nature of wireless signal transmitters to improve channel utilization. Katti et al. [29] proposed COPE, which is also regarded as cooperative network coding (CNC) [30], to demonstrate a new concept for utilizing network coding in wireless networks. The design of CNC is based on the theory of network coding, focusing on taking the XOR operation of multiple independent data in certain network topologies. An example of CNC is shown in Figure 2.4. The considering network consists of three wireless nodes, where all nodes have the same transmission range. Specifically, nodes $R_1$ and $R_3$ are in the transmission range of node $R_2$ but node $R_1$ is out of the transmission range of node $R_3$. Node $R_1$ wishes to send packet $a$ to node $R_3$ while node $R_3$ wishes to transmit packet $b$ to node $R_1$. Packets $a$ and $b$ are the same in terms of size.

Define $R_i \xrightarrow{x} R_j$ as a broadcast transmission of packet $x$ from $R_i$ to $R_j$. With a traditional transmission scheme shown in Figure 2.4(a), the two packets are relayed and forwarded to the next terminals by router $R_2$. In other words, we need four broadcast transmissions: $R_1 \xrightarrow{a} R_2$, $R_3 \xrightarrow{b} R_2$, $R_2 \xrightarrow{a} R_3$, and $R_2 \xrightarrow{b} R_1$. To reduce the number of transmissions, we can employ CNC at node $R_2$ as in Figure 2.4(b). That is, node $R_2$ performs an XOR operation of packets $a$ and $b$ to produce packet $a \oplus b$. Packet $a \oplus b$ can be transmitted to nodes $R_1$ and $R_3$ with a single broadcast transmission because
both nodes $R_1$ and $R_3$ are in the transmission range of $R_2$. Nodes $R_1$ and $R_3$ decode their received packets to obtain packets $b$ and $a$, respectively, by using an XOR operation. We can achieve the same goal with just three transmissions: $R_1 \xrightarrow{a} R_2$, $R_3 \xrightarrow{b} R_2$, and $R_2 \xrightarrow{a \oplus b} R_1, R_3$. In this example, CNC reduces the total number of transmissions in the network from four to three, producing a coding gain of $4/3 = 1.33$ [29]. This CNC topology is called an A-B structure.

In addition to the A-B structure shown in this example, there are other topologies in which CNC can be used, such as X, Cross, and Wheel structures [29]. In Chapter 6, we carry out an investigation of the interplay between the reliability of data encoded with CNC and packet loss ratio of lossy channels.

### 2.2.1 Unicast Transmission with Cooperative Network Coding

A number of studies were carried out to show the benefits of network coding in unicast transmissions over wireless channels. Traskov et al. [54] studied network coding for multiple unicast sessions. They proposed code construction techniques for certain connection points that are feasible with a network coding technique called the poison-antidote concept. Li et al. [55] investigated the benefit of network coding in the routing of multiple independent unicast transmissions. They pointed out that the coding advantage is not finitely bounded in directed networks. In undirected networks, they showed that the potential for network coding to increase achievable throughput is equivalent to its potential to increase bandwidth efficiency.

Based on COPE introduced by [29], a study on network coding-aware routing for unicast sessions in wireless networks was carried out by Sengupta et al. [56, 57]. They demonstrated that network coding-aware routing yields better throughput than network
coding-oblivious routing. In [30], a study on CNC-aware routing in multi-rate networks was carried out. This work extends COPE by exploiting spatial diversity in packet routing to improve the opportunity for using CNC. The bound on the throughput gain of network coding and broadcasting in wireless networks was studied in [58]. The authors showed analytically that the benefit was upper bounded by a constant for both the protocol model and the physical model of wireless transmissions. Wei et al. [59] proposed a network-coding-aware routing protocol in lossy wireless networks. This method offers throughput improvement via the structure selection of CNC.

All of the aforementioned studies use optimization problems to obtain their routing solutions. However, they do not consider QoS guarantee for layered data transmissions.

Due to the limited transmission range of a wireless node, it is typical for a source node to transmit data to a destination node by going through several intermediate nodes. Layered video transmission in wireless networks using relay nodes was proposed by Alay et al. [60]. Layered video transmission employs successive refinement of information or scalable coding was considered in [31]. Video streaming using network coding over wireless networks was proposed by Seferoglu et al. [61]. The proposed video-aware opportunistic network coding scheme considers the decodability of network codes by multiple receivers as well as the relative importance and delay of video packets. However, the QoS guarantee issue has not yet been examined in depth in these papers.

Mahapatra et al. [62] proposed a QoS-and-energy-aware routing scheme for real-time traffic in wireless sensor networks. The scheme employs an adaptive prioritized Medium Access Control (MAC) to provide a differentiated service model for real-time packets. However, network coding was not considered in [62]. More recently, Supittayapornpong et al. [63] proposed a framework of layered data multicasting with QoS guarantee, which includes network code assignment to each node in the network. In addition, a practical algorithm which calculates the optimal network code length providing QoS guarantee for wireless multicast was proposed in [64]. However, their framework did not address the issue of network contention due to the co-existence of multiple unicast video streams.

Greco et al. [65] proposed a framework for reliable video streaming in lossy wireless networks using Expanding Window Network Coding (EWNC), Multiple Description Coding (MDC), and a novel Rate-Distortion Optimised (RDO) scheduling algorithm. However,
they assumed that multiple sources transmit the same video to a single receiver. In addition, their framework cannot be applied to the streaming of layered videos. Oh et al. [66] proposed a practical online scheduling algorithm for mobile video streaming to multiple clients. In their work, an access point (AP) constructs and broadcasts the best network code, which is based on the packets of I-frames with high Peak Signal-to-Noise Ratio (PSNR) during a Group of Picture (GoP), to all clients. Their framework well addressed a problem of single-hop video transmissions from an access point to mobile users in lossy wireless networks. However, they did not consider multi-hop transmissions in multi-hop wireless networks.

Yang et al. [67, 68] proposed a network coding-based multipath routing (NCMR) scheme for wireless sensor networks. They used random linear network coding to improve the reliability of the data transmission on braided multiple paths. Their approach was proven to be efficient in terms of energy consumption, which can be shown by a reduced number of transmissions in wireless sensor networks. Nevertheless, the QoS requirement and transmission rate were not primarily considered in their works.

Ning et al. [69] studied the relation between network coding and spatial reuse in wireless mesh network. They pointed out that greedy network coding (i.e., establishing network coding as much as possible) may reduce network throughput because of a decrease in spectrum spatial reuse. To solve the problem, they proposed an optimal network coding-aware scheduling scheme which includes a power control mechanism, taking into account both adaptive relaying method selection and spatial reuse. They formulated an integer linear programming to solve the link scheduling problem. An adaptive power control method with a network coding-aware link scheduling scheme was developed to further improve wireless spectrum utilization. Even though their proposed scheme offers a significant improvement in network throughput, the importance of transmitted data and QoS guarantee were out of their study scope.

Uddin et al. [70] carried out a study of a cross-layer design in random-access-based fixed wireless multihop networks with a physical interference model. They considered ALOHA medium access control protocol for link-layer operation. An optimization problem was formulated for obtaining the maximal throughput, which is provided by an optimal configuration of the routing, access probability, and transmission rate in a slotted ALOHA
system. They also modified the mentioned problem so that it enables XOR-based network coding without opportunistic listening. Because their primary goal is to achieve the maximal throughput, QoS of transmitted data cannot be guaranteed by using their proposed optimization frameworks.

2.2.2 Multicast Transmission with Network Coding

A number of single-source routing schemes for multicast transmission with network coding were proposed in literature. Zhu et al. [71] presented a set of distributed algorithms to improve the achievable data rate of an end-to-end multicast session using network coding. They used redundant paths from a single source to multiple sinks to achieve a better achievable data rate. Sundaram et al. [72] proposed a polynomial-time algorithm for multicasting layered data to heterogeneous receivers using network coding. The algorithm gives a transmission rate equaling max flows of all receivers. Supittayapornpong et al. [63] proposed a framework for multicasting layered data with QoS guarantee. They formulated an optimization problem to select reliable paths for layered data transmission. A heuristic algorithm for selecting static network-codes was also proposed. All above-mentioned works are limited to the case that there is only one source in the network. When the source fails to transmit data, destinations do not have alternative sources to receive the transmitted data. This will cause a service interruption at receivers.

Kim et al. [73] proposed the pushback algorithm for multi-resolution multicast. The goal is to maximize the total rate achieved by all destinations, while guaranteeing the decoding probability of the base layer at each receiver. However, QoS guarantee and packet loss were not considered in their work, which may not reflect the real-world situation. Xu et al. [74] proposed a layered separated network coding scheme that aims at maximizing total layers received by all receivers. They did not consider packet loss, which is an important characteristic of wireless network. Zhao et al. [75] proposed a solution to improve the throughput of an overlay multicast session with slightly higher delay and network resource consumption. However, this work was applied only in lossless environment.

A network may have multiple sources, servers, or even buffered storage units containing replicated contents. To give an example, when a client initiates a data request, it can receive data not only from the servers but also from the surrounding peers that buffer
the same data [76]. The recent work in [7] described an efficient caching mechanism that can improve the transmission of streaming data in multi-source environments. Nodes can cooperate to exploit the diversities of sources and paths to access data in order to improve the reliability of data transmission. Han [77] presented necessary and sufficient conditions for reliable transmission over a network for multicasting multiple correlated sources to multiple sinks in lossy channels. When caching at nodes in a multi-hop wireless network is possible, the video file can have multiple replicas from previous request. Consequently, the newly requesting client might have multiple sources for accessing the video file.

Li et al. [55, 78] set up a route selection method for Video-on-Demand streaming system in a multi-hop wireless networks using the rate/interference-distortion optimization. They proved that the source diversity can improve wireless video streaming quality. Their work aimed at streaming video clips having multiple descriptions generated using multiple description coding (MDC), which is different from scalable video coding in terms of prioritizing hierarchy of data. However, MDC is not widely used because it is not a part of video coding standards. A peer-to-peer (P2P) streaming scheme for scalable video was investigated to enhance video transmission over the Internet [79, 80, 81]. Xu et al. [80] proposed a peer-to-peer video-on-demand system using multiple descriptions and source diversity, where multiple ordinary computers (peers) were used as servers and the client can retrieve different layers of the video file from these peers. Although the transmission scheme could deliver high quality services to users, it consumes a large amount of network resources. Selvam et al. [81] presented a cluster-based approach for multi-source multicast routing protocol in a mobile ad-hoc network. However, reliability was not included in their path selection algorithm. Although path diversity was taken into account, the bandwidth may not be used efficiently since redundant data may be transmitted through paths with a higher packet loss rate.

Ho et al. [52, 82] presented a distributed random linear network coding for transmission and compression of information in a multi-source multicast network. Each node in a network independently and randomly selects linear network codes, which indicate the correlation of input and output information. They proposed a general bound on successful transmission probabilities of such codes for arbitrary networks, showing that the successful decoding probability increases exponentially with the code length. However, this work
considers only lossless environments and uses the exact decoding probability of network coding instead of a bound of probability in designing a transmission system to give more accurate results. Trullols-Cruces et al. [83] proposed an exact decoding probability of random network coding. They computed the exact decoding probability that a receiver obtains $N$ linearly independent packets over $K \geq N$ received packets of random network coding over a Galois Field, where $K$ is the number of transmitted packets from sources. Zhao [84] gave a less complicated derivation of the exact decoding probability. We use the results of [83, 84] to calculate an exact decoding probability of random network coding for our proposed routing scheme in Chapter 7.
Chapter 3

Cooperative Routing for
Content-Centric Networking

This chapter presents a cooperative routing scheme for CCN along with an Optimal Cooperative Routing Protocol (OCRP). The OCRP selectively aggregates flows of Interest packets onto a common path to improve the cache utilization while mitigating cache contention inside CCN routers. Simulation results show that OCRP offers an improvement in server load and round-trip hop distance in comparison to the shortest path routing scheme.

3.1 Introduction

Typically, CCN packets are forwarded in the shortest-path manner [11, 12]. Although this approach is widely used, it may not fully utilize the caching benefits of CCN routers. Different CCN routers may use disjoint paths to forward their packets, even though these packets contain the same content. As a result, each CCN router would benefit from the cached content that are subject to only its previously transmitted data. Moreover, when different contents arrive at a CCN router, the CS of the CCN router must handle all of the diverse contents. The contents may be so many that the cache cannot manage them efficiently and would result in poor caching performance.

In this chapter, we present an Optimal Cooperative Routing Protocol (OCRP) for content-centric networks to improve the utilization of in-network caches in content-centric
networks. The objective of OCRP is to selectively aggregate the multiple flows of Interest packets onto the same path to improve the cache utilization while mitigating the cache contention of the CSs of CCN routers on the routing path. The OCRP consists of three main processes: (1) Prefix Popularity Observation; (2) Prefix Group (Un)Subscription; and (3) FIB Reconstruction. Prefix Popularity Observation lets each CCN router observe the popular prefixes to activate the Prefix Group (Un)Subscription. Prefix Group (Un)Subscription lets the designate router (DR) know which CCN router demands to enter or leave which prefix group. The DR selects an optimal cooperative path based on the prefix groups. FIB Reconstruction updates the FIB entries of the CCN routers involved in the newly computed optimal cooperative path. The optimal cooperative path is obtained by solving an integer linear optimization under flow conservation constraint, cache contention mitigating constraint, and path length constraint. The server load and round-trip hop distance are used to evaluate the performance of OCRP in comparison to the shortest path routing.

The rest of this chapter is organized as follows. Section 3.2 describes OCRP and network requirements. Section 3.3 introduces the integer linear optimization problem that is used for the optimal cooperative path calculation. Section 3.4 presents the performance evaluation of OCRP as well as the discussion on the simulation results. Finally, the conclusion are given in Section 3.5.

3.2 Optimal Cooperative Routing Protocol

The goal of our Optimal Cooperative Routing Protocol (OCRP) is to selectively aggregate multiple flows of Interest packets onto the same path to improve the cache utilization, aiming to mitigate the cache contention of the CSs of CCN routers. Figure 3.1 shows an example of routing path selection for multiple flows of Interest packets based on cooperative routing for CCN.

Two logical types of CCN routers in OCRP are defined as follows.

- **Requester Router** is a CCN router that generates or receives Interest packets from the other CCN routers. A requester router forwards the Interest packets to the next-hop CCN routers if a matching content object is not in its CS table.
• **Provider Router** is a CCN router that originates some name prefixes. The provider router is logically connected to the server of content publisher that generates the content objects corresponding to the name prefixes.

One of highly desirable functions of CCN router is a traffic monitoring capability. Most previous work generally assumed that a CCN router can observe the traffic characteristics at a content chunk-level and used this information to perform either the cooperative caching [13, 18] or the optimal content assignment [85]. However, practical limitations of this approach are from the fact that the number of unique content objects transited by a CCN router is massive. A large memory of each CCN router is necessary for keeping the statistics of the whole content objects. In addition, updating such statistics at high speed brings excessive load to the processor unit of a CCN router. Therefore, we consider another approach, which demands less memory and lower processing cost, to observe the popularity distribution of the content in a flow-level. We propose to observe the popularity of FIB entries, instead of targeting content objects. This approach can be implemented by counting the referencing times of each FIB entry within a certain time interval.

Figure 3.2 depicts an overview of the OCRP. Once the Interest packets that re-
quest for Similar Content are frequently sent out from a CCN router, the router will send a notification message to the Designated Router (DR), which is the central controller of the OCRP, to subscribe to an existing Prefix Group or to request the formation of a new one. The Similar Content refers to the different content objects that are served by the same content publisher. Therefore, their prefix names are in general similar and share some components. For example, com/youtube/sports/8aa994, com/youtube/news/dssf5, and com/youtube/sports/552ql are similar content objects whose prefixes all share com/youtube/. Fundamentally, the FIB entry of com/youtube/ is referenced whenever these content objects are sent from the considering CCN router. The DR can be selected from the CCN router that have the highest graph-related metric, such as Degree Centrality, Betweenness Centrality, or Graph Centrality [86]. A Backup Designated Router (BDR) can be selected for decreasing the load of DR or to be a back up resource. The insights into collaboration between DR and BDR remains an open issue for future investigations. The DR examines the received notification messages and selects the optimal cooperative path for all active Prefix groups. We will discuss the op-
imal cooperative path calculation in Section 3.3. A Prefix Group consists of a provider router, which originates the prefix, and a number of the requester routers that frequently send out the Interest packets carrying the corresponding prefixes.

The optimal cooperative path should yield the following advantages.

- **Cache-Hit Rate:** The requester routers send the Interest packets that are requesting the content objects from the same content publisher on the same path. As a result, the possibility that CSs of the CCN routers on that path satisfy an Interest packet increases, thus improving the cache-hit rate.

- **Total Network Traffic:** According to the forwarding process of CCN, the state of an unsatisfied Interest packet is inserted into the PIT for the routing of a corresponding Data packet. If the PIT has already an entry for the prefix name, the requesting face of the Interest packet will be added to the existing entry. Therefore, one Interest packet sent out from the considering CCN router can be responsible for many successive Interest packets. Putting similar Interest packet flows on the same path increases the number of mentioned events and saves the bandwidth used for repeatedly sending the same Data packets.

- **Server Load:** The number of Data packets served by the provider router can be reduced by improving the CS and PIT utilizations.

- **Content Retrieval Time:** An Interest packet can meet its desired content in a closer CS more frequently as a result of the improved cache utilization.

Note that aggregating traffic onto the same path may cause network congestion in an IP network. However, the CCN architecture removes some of data transmission redundancy by storing data in the CSs of CCN routers while supporting multicast transmission using the redesigning forwarding process [7, 36, 87].

Finally, the FIB entries of the CCN routers that are involved in the optimal cooperative path will be updated by the update messages sent from the DR. Note that a CCN router in a content-centric network can be both the requester and provider routers of different prefix groups at the same time.
The OCRP requires two basic principles in a considering content-centric network: (1) the information of the network topology; and (2) default FIB of CCN routers.

First, each CCN router has the knowledge about the network topology it belongs to. To distinguish a CCN router from the others, each router is identified by a unique router ID [12]. For simplicity, each CCN router is uniquely named by using an integer. There is no direct relation between the router ID and content in this scenario. Each CCN router has several faces (interfaces), which are identified and locally referred to by using unique integers. Other network properties, e.g., the link bandwidth and link status, are globally exchanged throughout the network. The system can adopt Open Shortest Path First (OSPF) [6] to maintain the network topology and calculate the shortest path for handling the signaling processes. Link State Advertisement (LSA) packets, which contain the status of each face and link, are exchanged among the CCN routers. Each router eventually learns the network topology and maintains the current status by updating its Link State Database (LSDB) based on the exchanged LSA packets. Importantly, the DR must know the CCN routers that advertise prefixes because they are prospective provider routers.

Second, each CCN router contains a default FIB. The network system can adopt the OSPF for Named-data (OSPFN) protocol [11] to provide a name-based routing table, which is later summarized into a default FIB for each CCN router. The OSPFN protocol uses OSPF’s Opaque LSAs (OLSA) to announce the name prefixes while flooding the regular LSA packets to maintain the topology database. This protocol has already been deployed at all working groups participating in the NDN testbed. We will omit the details of this protocol and focus on our proposed cooperative routing protocol from now. The proposed OCRP consists of three processes: (1) Prefix Popularity Observation; (2) Prefix Group (Un)Subscription; and (3) FIB Reconstruction.

### 3.2.1 Prefix Popularity Observation

The prefix popularity observation function is conducted in each CCN router. The objectives of this process are to observe the popularly cited prefixes and to activate a prefix group (un)subscription function, which lets the DR router know which requester router wants to either join or leave a prefix group.

Once an Interest packet confirms that its prefix is not in the PIT or the desired content
object is not in the CS, the FIB is checked for the longest prefix match. After the longest
prefix match is found, the relevant face (interface) is selected to forward the Interest packet.
We can observe the popularity of a prefix citation by tracking the number of times that
each FIB entry is referred to during a period of time. **Exponentially Weighted Moving
Average** (EWMA) can be exploited to estimate the popularity of the prefix citation and
to generate the *popularity index*. The popularity index, therefore, practically represents
the popularity of the prefix. It is interesting to note that the memory used for tracking the
prefix popularity may not increase proportionally to the total number of content objects.
In contrast, it depends on the number of FIB entries, which can be regulated by using
a FIB construction policy. This function does not lead to the limitation of an individual
observation of each content object, i.e., content popularity observation at a content object-
level. The observation process is independent of the forwarding process of a CCN router,
so it does not cause additional forwarding complexity. Figure 3.3 demonstrates the process
of handling an Interest packet while tracking the popularity of each FIB entry. When the
popularity index of an observed FIB entry reaches a given threshold, which is equal to 50
in this example, the protocol activates the prefix group (un)subscription function.

The time interval used for sampling the prefix popularity is a significant factor for
optimizing the system performance. A CCN router can capture a popular prefix sooner
when the designated time interval is shorter. As a result, the optimal cooperative path
is computed based on recent traffic information. The next Interest packet transmissions
gain more benefit from the newly computed optimal cooperative path than that of the
outdated ones. However, a shorter time interval may increase the computational cost of
the popularity observation process as well as increasing the signaling overheads, which is
harmful for routing stability and scalability.

### 3.2.2 Prefix Group (Un)Subscription

A CCN router calls the prefix group (un)subscription after the popularity index of an
observing prefix citation has reached a given threshold. The objective of this process is
to let the DR know which requester router demands to join which prefix group. On the
other hand, a requester router may want to leave a prefix group when the popularity
index of the prefix citation becomes lower than the threshold. There are two signaling
packets related to this function, i.e., prefixGroupJoin and prefixGroupLeave packets shown in Figure 3.4. A requester router sends a prefixGroupJoin packet to the DR to join a prefix group if it already exists. Otherwise, a new prefix group can be established. When the prefixGroupJoin packet has arrived at the DR, the DR decides whether or not it can accept the prefixGroupJoin. The criteria for the request acceptance are as follows.

- During a time interval, there is more than one requester router that is willing to join the prefix group.

- The provider router that advertises the prefix still has available link capacity for the new requester router. The request message is denied if a bottleneck link will occur to any outgoing link from the provider router due to the added traffic. Nevertheless, the Interest packets sent from the anticipated requester router can access the provider router by using the default route despite the denial of its prefixGroupJoin.

The last requirement is necessary for bottleneck avoidance, which can be caused by putting too much traffic on the optimal cooperative path. If these requirements are satisfied, the optimal cooperative path selection for all prefix groups, which will be explained later in section 3.3, is conducted at the DR. Otherwise, the prefixGroupJoin packet is discarded. The anticipated requester router needs to wait for a random period of time to resubmit the prefixGroupJoin packet to the DR.
When the popularity index of the prefix citation becomes lower than the threshold, a requester router will send a `prefixGroupLeave` packet to the DR. In contrast, there is no acceptance evaluation for the `prefixGroupLeave` packet. The optimal cooperative path is calculated whenever a `prefixGroupLeave` packet arrives at the DR so that the newly computed optimal cooperative path can offer a better performance to the remaining members of the prefix group. After the optimal cooperative path calculation has been completed, the DR then calls the FIB reconstruction function in Section 3.2.3.

### 3.2.3 FIB Reconstruction

The objective of this process is to reconstruct the FIB entries of the CCN routers involved in the newly computed optimal cooperative path of all prefix groups. The DR creates a number of `FIBUpdater` packets and sends each of them to the involved routers. A `FIBUpdater` packet contains the necessary information used by a CCN router to reconstruct the FIB entries associated with the prefix. Figure 3.4 demonstrates the format of the `FIBUpdater` packet. The disseminations of the `FIBUpdater` packets exploit the knowledge of the network topology from the LSDB. The FIB reconstruction starts taking action from the CCN router being the nearest to the provider routers to the requester routers in an orderly fashion, so that the flows of the Interest packets proceed without interruption.

The FIB reconstruction process is shown in Figure 3.5. When a `FIBUpdater` packet arrives at its relevant CCN router, the FIB entries are updated according to the information residing in the `FIBUpdater` packet. The name prefix and its next hop router ID, which is mapped to the corresponding face, are inserted into the FIB table with the highest prefer-
The popularity of prefix in general tends to continue for a long time (from a few hours up to several days) [4]. We, therefore, adjust the interval over a relatively long-term period to compromise on the signalling overheads with the accuracy of the optimal cooperative path. The DR can conduct an optimal cooperative path selection and update the associated routing paths when the change of network topology is detected.
3.3 Optimal Cooperative Path Selection

In this section we describe an essential component of our cooperative routing protocol, which is the optimal cooperative path selection. The DR has established a number of unique prefix groups as a result of receiving a number of `prefixGroupJoin` and `prefixGroupLeave` messages from requester routers. Each prefix group contains a provider router and a number of associated requester routers. The DR performs the optimal cooperative path selection for all registered prefix groups by solving an integer linear optimization problem.

The objectives of the optimal cooperative routing are: (1) to encourage similar Interest packets to travel on the same path so that the relevant content objects, which are carried by associated Data packets, are possibly cached in the same set of CSs; and (2) to separate the path used by a prefix group from those by the others to minimize the set of the CSs of CCN nodes that are commonly used by different prefix groups.

3.3.1 Network Model

A network is modeled as a directed graph $G(N, E)$, where $N$ and $E$ are the sets of CCN routers and directed links in the network, respectively. Let $i$ be the index of an established prefix group in the network. A set of the indices of prefix groups is defined by $I$, where $i \in I$. Define $(s, d, i)$ as an approved transmission session in prefix group $i$, where $s$ and $d$ are the provider router and a requester router, respectively. A set of all $(s, d, i)$ in the network is defined by $\Gamma$, i.e., $(s, d, i) \in \Gamma$. For link $l \in E$, let $t(l)$ and $r(l)$ be the transmitter and receiver routers of link $l$, respectively. For CCN router $n \in N$, let $T_O(n) = \{l \in E|n = t(l)\}$ and $T_I(n) = \{l \in E|n = r(l)\}$ be the sets of outgoing and incoming links of router $n$, respectively. We characterize the network properties as follows.

CCN router $n$ has a fixed size of CS whose capacity is equal to $b_n$ while the bandwidth and average delay of link $l$ are defined by $c_l$ and $d_l$, respectively.

3.3.2 Objective Function

We have two objectives to optimize: (1) maximizing the number of the transmission sessions participating in the optimal cooperative path; and (2) minimizing the cost of using this path. Define $x_{(s,d,i)}$ as a binary variable that indicates whether or not transmission
session \((s, d, i)\) joins the optimal cooperative path. If \(x_{(s,d,i)} = 1\), transmission session
\((s, d, i)\) participates the optimal cooperative path. Otherwise, \(x_{(s,d,i)} = 0\). Define \(w_{(s,d,i)}\) as
a weighting parameter used to prioritize a particular term in the multi-objective function.
Define \(t_{i}^{l}\) as a binary variable indicating whether or not link \(l\) is used in the optimal
cooperative path by some transmission sessions in prefix group \(i\). If \(t_{i}^{l} = 1\), link \(l\) is
used in the optimal cooperative path by at least one transmission session in prefix group
\(i\). Otherwise, \(t_{i}^{l} = 0\). The cost of using link \(l\) is defined by \(p_{l}\), which can come from
a weighted combination of link bandwidth \(c_{l}\), delay \(d_{l}\), and the CS size of its receiver
router of the link \(b_{r(l)}\). In other words, \(p_{l} = \beta_{1}/c_{l} + \beta_{2}d_{l} + \beta_{3}/b_{r(l)}\), where \(\beta_{1}\), \(\beta_{2}\), and
\(\beta_{3}\) are weighting parameters and \(\beta_{1}, \beta_{2}, \beta_{3} \in \mathbb{R}\), where \(\mathbb{R}\) is a set of real numbers. The
multi-objective function can be written as

\[
\sum_{(s,d,i) \in \Gamma} w_{(s,d,i)} x_{(s,d,i)} - \sum_{i \in I} \sum_{l \in E} p_{l} t_{i}^{l},
\]

where \(w_{(s,d,i)} = TTL_{(s,d,i)} \times \max_{l \in E}(p_{l})\), \(TTL_{(s,d,i)}\) is the initial time to live (TTL) or a
hop limit of a message belonging to transmission session \((s, d, i)\) in the network.

The first term of function (3.1) implies the number of the transmission sessions that
participate in the optimal cooperative path, whereas the second term represents the cost
used by this path. We attempt to prioritize the first objective (i.e., the first term of
function (3.1)) since it directly contributes to the benefits of the optimal cooperative path
described in Section 3.2. We therefore set \(w_{(s,d,i)}\) to the possible maximum path cost for
transmitting session \((s, d, i)\). For instance, if a number of transmission sessions in prefix
group \(j\) participate in an optimal cooperative path, the cost of using this path is equal to
\(\sum_{l \in E} p_{l} t_{j}^{l}\). Although the most expensive path is selected to be the optimal cooperative
path for these transmission sessions, we still obtain
\[
\sum_{(s,d,i) \in \Gamma_{j}} w_{(s,d,i)} x_{(s,d,i)} \geq \sum_{l \in E} p_{l} t_{j}^{l},
\]
where \(\Gamma_{j} = \{(s, d, i) \in \Gamma | i = j\}\). To maximize function (3.1), \(x_{(s,d,j)}\) and \(t_{i}^{l}\) should be
set to 1 and 0 as many times as possible, respectively. As a result, maximizing this
multi-objective function is equivalent to maximizing the number of transmission sessions
participating in the optimal cooperative path while minimizing the cost used by this path.

In practice, \(TTL\) is typically determined by the Operating System (OS) of devices
or the underlying routing protocol. The role of \(TTL\) is to prevent a routing loop in
TCP/IP networks, whereas it has not been studied in the case of content-centric networks.
Fundamentally, $TTL_{(s,d,i)}$ of all transmission sessions should be identical to guarantee the fairness among different transmission sessions in an OCRP network. For example, $TTL_{(s,d,i)} = 64$ for all transmission sessions as it was the default $TTL$ recommended for the Internet Protocol (IP) [88].

### 3.3.3 Flow Conservation Constraint

This constraint provides the connectivity of the path for each transmission session $(s,d,i) \in \Gamma$. Define $f^l_{(s,d,i)}$ as a binary variable indicating whether or not link $l$ is used for transmission session $(s,d,i)$. If $f^l_{(s,d,i)} = 1$, link $l$ is used in the optimal cooperative path by transmission session $(s,d,i)$. Otherwise, $f^l_{(s,d,i)} = 0$. The information flow of transmission session $(s,d,i)$ in prefix group $i$ from provider router $s$ to requester router $d$ is equal to one. In addition, the total flow into an intermediate router is equal to the total flow out of the router. Thus, the constraint on the flow conservation can be expressed mathematically as

$$
\sum_{l \in T_O(n)} f^l_{(s,d,i)} - \sum_{l \in T_I(n)} f^l_{(s,d,i)} = \begin{cases} 
x_{(s,d,i)}, & n = s \\
-x_{(s,d,i)}, & n = d \\
0, & \text{otherwise}
\end{cases}
$$

(3.2)

for all $(s,d,i) \in \Gamma$ and $n \in N$. Notice that when $x_{(s,d,i)} = 0$, the total flow of transmission session $(s,d,i)$ in prefix group $i$ out of source $s$ or into destination $d$ must be zero. In other words, transmission session $(s,d,i)$ cannot take part in the optimal cooperative path.

### 3.3.4 Cache Contention Mitigating Constraint

The requester routers in the same prefix group are encouraged to share the same path, whereas those in different prefix groups should not share the same path to mitigate the potential cache contention occurring in the CSs of CCN routers. The constraint satisfying the above properties can be written as

$$
f^l_{(s,d,i)} \leq t^l_i,
$$

(3.3)

for all $l \in E$ and $(s,d,i) \in \Gamma$ and

$$
\sum_{i \in I} t^l_i \leq \gamma_l,
$$

(3.4)
where $\gamma_l$ is a positive integer number, for all $l \in E$. Practically, $\gamma_l$ can be determined equalling a weighted combination of link capacity $c_l$ and the size of CS of the receiver router $b_r(l)$. Constraint (3.3) encourages different requester routers in the same prefix group to use the same set of links. On the other hand, constraint (3.4) controls the number of prefix groups that share the same link. In this work, we let $\gamma_l = 1$, for all $l \in E$, to allow at most one prefix group to use any link. In other words, the different prefix groups all use disjoint paths.

However, setting $\gamma_l = 1$ may not be suitable in the case that the number of prefix groups is large because a number of transmission sessions $(s, d, i)$ may not be able to join the optimal cooperative path. In that case, $\gamma_l$ should be set to be larger than one.

### 3.3.5 Path Length Constraint

We formulate this constraint to ensure that the path length from requester router $d$ to provider router $s$ of transmission session $(s, d, i)$ is not longer than that when using the shortest path whose length is equal to $h_{(s,d)}$. It can be mathematically written as

$$\sum_{l \in E} f_{l}^{(s,d,i)} \leq h_{(s,d)},$$

(3.5)

for all $(s, d, i) \in \Gamma$. The constraint narrows down the feasible solutions of the optimal cooperative path. To allow more routes to become the candidates of the optimal cooperative path, (3.5) can be rewritten as

$$\sum_{l \in E} f_{l}^{(s,d,i)} \leq h_{(s,d)} + k,$$

(3.6)

where $k \in \mathbb{I}^+$ and $\mathbb{I}^+$ is a set of non-negative integer numbers.

### 3.3.6 Problem Formulation

To compute the optimal cooperative path for all transmission sessions in all prefix groups, an integer linear optimization is established as follows.

Maximize

$$\sum_{(s, d, i) \in \Gamma} w_{(s,d,i)} x_{(s,d,i)} - \sum_{i \in I} \sum_{l \in E} \eta_l t_{l}^{i}$$

(3.7a)
subject to

\[
\sum_{l \in T_O(n)} f_l^{(s,d,i)} - \sum_{l \in T_I(n)} f_l^{(s,d,i)} = \begin{cases} 
  x_{(s,d,i)}, & n = s \\
  -x_{(s,d,i)}, & n = d \\
  0, & \text{otherwise}
\end{cases} \tag{3.7b}
\]

\[\forall (s, d, i) \in \Gamma, \forall n \in N,\]

\[f_l^{(s,d,i)} \leq t_i^l, \forall (s, d, i) \in \Gamma, \forall l \in E, \tag{3.7c}\]

\[\sum_{i \in I} t_i^l \leq \gamma_l, \forall l \in E, \tag{3.7d}\]

\[\sum_{l \in E} f_l^{(s,d,i)} \leq h_{(s,d)} + k, \forall (s, d, i), \tag{3.7e}\]

\[f_l^{(s,d,i)}, t_i^l, x_l^{(s,d,i)} \in \{0, 1\}, \forall l \in E, \forall (s, d, i) \in \Gamma, \forall i \in I. \tag{3.7f}\]

An optimal solution to the problem can be obtained by various mathematical programming tools. We select CPLEX Optimizer [89] to be the solver for linear programming. An optimal solution of the problem is a set of \( t_i^l = 1 \), for all \( l \in E \) and \( i \in I \), which represents the optimal cooperative path for all prefix groups.

A set of transmission sessions \( \hat{\Gamma} \), which mathematically refer to those having \( x_{(s,d,i)} = 0 \), may not be able to join the optimal cooperative path due to the lack of link availability, where \((\hat{s}, \hat{d}, \hat{i}) \in \hat{\Gamma}\). On one hand, these transmission sessions can simply use their default paths to proceed. On the other hand, a suboptimal cooperative path can be calculated for each of them. The suboptimal cooperative path of each transmission session is the shortest path between provider router \( \hat{s} \) to requester router \( \hat{d} \) that maximally shares its links with the optimal cooperative path of prefix group \( \hat{i} \). Recall that the optimal cooperative path is an optimal solution to Problem (3.7). By using the above variables together with the set of \( t_i^l \), for all \( l \in E \), we formulate an integer linear optimization for the suboptimal cooperative path for all \((\hat{s}, \hat{d}, \hat{i}) \in \hat{\Gamma}\) as follows.

Maximize

\[\sum_{l \in E} pt_l f_l^{(\hat{s},\hat{d},\hat{i})} (t_i^l - 1) \tag{3.8a}\]
subject to

\[
\sum_{l \in T_O(n)} f_l^{(\hat{s}, \hat{d}, \hat{i})} - \sum_{l \in T_I(n)} f_l^{(\hat{s}, \hat{d}, \hat{i})} = \begin{cases} 
1, & n = \hat{s} \\
-1, & n = \hat{d} \\
0, & \text{otherwise},
\end{cases}
\]

\forall (\hat{s}, \hat{d}, \hat{i}) \in \hat{\Gamma}, \forall n \in N.

The objective function is expressed by function (3.8a) whereas constraint (3.8b) is the flow conservation constraint for the problem. The Problem (3.8) is solved for transmission session \((\hat{s}, \hat{d}, \hat{i})\) by using the same approach used for solving Problem (3.7). An optimal solution to Problem (3.8) is a set of \(f_l^{(\hat{s}, \hat{d}, \hat{i})} = 1\), for all \(l \in E\). Finally, the optimal and sub-optimal cooperative paths are combined and then transferred to the FIB Reconstruction process in Section 3.2.3.

### 3.4 Performance Evaluation

#### 3.4.1 Simulation Set-up

We compare under various networking scenarios and diverse parameter settings the performance of our optimal cooperative routing protocol (OGRP) to the two following routing schemes.

1. **Shortest path routing (SP)** \([7, 11]\) which is the default routing scheme for CCN.

2. **Cooperative routing scheme (CP)** which was proposed in our previous work \([90]\).

   In short, the cooperative routing scheme has two major differences from our optimal cooperative path routing scheme. First, the cooperative path routing protocol does not require DR nor BDR. The prefix group establishment process and the cooperative path calculation are separately conducted by each provider router. Second, the cache contention among the cooperative paths of different prefix groups is not considered, i.e., the cooperative path of each prefix group is calculated at an absence of the cache contention mitigating constraint.

We use ndnSIM \([91]\), which is a NS-3 based network simulator dedicated to named data networking research, to conduct our simulations. The performance of each routing scheme is evaluated by observing the server load and round-trip hop distance.
• **Server load** represents a prospective benefit of using CCN from the content publisher standpoint. It directly reports the volume of traffic that a server must generate in response to its received content requests. At an absence of cache in a network, the volume of server load is proportional to that of aggregated requests from all content requesters. An increasing server load pushes content providers to upgrade their facilities to provide an acceptable quality of service to all content consumers. In addition, if the servers are located outside the network, the server load also implies the volume of inter-domain traffic.

• **Round-trip hop distance** is the sum of hops used by an Interest packet and its corresponding Data packet in a trip of content retrieval. The round-trip hop distance is shorter if a requester can find its desired content object in nearby CCN routers. It implies the waiting time of a content requester and partially estimates the network load.

We evaluate the performance of the OCRP when it is used in mesh network topology. The topologies of backbone networks [92, 93, 94] are often mesh networks to provide path diversity, which improves the robustness and availability of the networks. Because there are various possible transmission paths in a mesh network, the path selection is important and could affect the utilization of network resources. It is worth noting that OCRP may be applicable to other network topologies that also offer path diversity. However, this subject is out of the scope of this experiment.

Each network used in our simulation is randomly generated by using the igraph package [95]. Each geographic random topology contains 60 nodes where each of them represents a CCN router. Differently from the other works that assumed a homogeneous content retrieval throughout a network, we model the volume and characteristics of the Interest packet traffic based on the geographical popularity, which was recently studied in [4]. Each generated Interest packet asks for one content object. The size of all content objects is identical. A number of nodes is randomly selected to represent the provider nodes connected to content publishers. We randomly select a number of nodes to be the requester routers that subscribe to a number of prefix groups. Each selected requester router generates random Interest packets asking for the similar content corresponding to its subscribed
prefix group(s).

The profile of the Interest packet traffic is modelled by using the Zipf’s distribution which describes the popularity of each content object. Let \( M \) denote content catalog cardinality and \( 1 \leq m \leq M \). The probability of requesting a content object with rank \( m \) is \( \frac{1}{C \times m^\alpha} \) with \( C = \sum_{j=1}^{M} 1/j^\alpha \), where \( \alpha \) is an exponent parameter that shapes the content requests.

Unless otherwise specified, the simulations run with the following settings. Each simulation run begins with all CSs being empty (i.e., cold start). The bandwidth as well as delay of each link is identical whereas lossless transmissions are assumed on all links. The CCN routers in each network all have an identical size of CS that can cache content up to 16 units, where a unit is equal to the size of a content object. As a result, the cost of using each link is the same, so the values of \( \beta_1, \beta_2, \) and \( \beta_3 \) do not impact the results. Each content provider serves 100 uniquely popular content objects. We conduct simulations on 30 networks to obtain average results while the simulation time of each run is equal to 1,000 seconds with 400 second warm-up period. Each requester router requests content objects following the Poisson process whose mean is equal to 50 requests per second. The \( TTL \) is set to 64 for all messages. The Zipf’s exponent parameter \( (\alpha) \) is set to one, i.e., \( \alpha = 1.0 \).

### 3.4.2 Effects of Caching and Cache Replacement Policies

In this section, we investigate the impacts of the caching and cache replacement policies deployed in the CS of each CCN router. We select two widely used caching policies as follows.

1. **Always** which can be alternatively referred to as a universal caching scheme [7]. The caching policy lets each CCN router cache all the content objects traversing it in the CS.

2. **Prob\((q)\)** [14, 40] which requests each CCN router to randomly cache a traversing content objects at a certain probability \( p \). We vary the value of \( p \) from 0.01 to 1.0, i.e., \( p \in \{0.01, 0.1, 0.5, 1.0\} \). We note that **Always** is a special case of **Prob(1.0)**.
We implement **Least Frequently Used** (LFU), **Least Recently Used** (LRU), and **Random Replacement** (RR) as the cache replacement policy of the CS of CCN router. Three prefix groups are established in each network while each group contains a content provider router and ten requester routers. In addition, the path length constraint is strictly governed by setting \( k = 0 \).

The average results of each routing scheme when it works with particular caching and cache replacement policies in terms of the server load and round-trip hop distance are shown in Figs 3.6(a) and 3.6(b), respectively. We find that **OCRP** consistently gives the
lowest server load compared to CP and SP despite the differences in the performances of different cache replacement policies. Interestingly, OCRP also show its advantage by achieving the lowest round-trip hop distance for all cases. From the results, we draw a conclusion that OCRP can improve the server load and round-trip hop distance regardless of cache replacement policies deployed in each CCN router. In addition, we observe that using LRU and Prob\((p = 0.01)\) as the cache replacement and caching policies gives slightly better results than using LFU along with Always. It is obvious that LRU and Prob\((p = 0.01)\) are more preferable than the other in practice, considering the complexity and caching cost of these cache replacement and caching policies. Therefore, we hereafter show only the results of the simulations that deploy LRU and Prob\((p = 0.01)\) as the cache replacement and caching policies of each CCN router.

### 3.4.3 Effects of the Number of Prefix Groups

We next investigate the performance of our OCRP for various numbers of the prefix groups in each network. The number of prefix groups in each network is varied from two to eight, where each group contains a provider router and ten requester routers. We set both strict path length constraint (i.e., \(k = 0\)) and its loosely controlled counterpart (i.e., \(k = 10\)) in our simulations.

The average server load and round-trip hop distance of each routing scheme versus the number of prefix groups in each network are shown in Figs. 3.7(a) and 3.7(b). From the results, we find that both OCRP and CP all give better server loads than SP for all cases. OCRP gives better server load than CP for all simulated numbers of prefix groups. In addition, OCRP with \(k = 10\) and CP with \(k = 10\) yield better server loads than OCRP with \(k = 0\) and CP with \(k = 0\), respectively. On one hand, we find that the performance gain in terms of server load provided by OCRP becomes steady when the number of prefix groups exceeds five. On the other hand, the gap between the round-trip hop distance of OCRP with \(k = 10\) and that of SP still gradually grows when the number of prefix groups surpasses five.

The results come from the fact that loosening the path length constraint (i.e., a large value of \(k\)) allows our optimal cooperative path selection to more effectively find the optimal cooperative path by extending the length of feasible paths. The gains are more
significant for large numbers of prefix groups which show the benefits of using OCRP in the network with dense and heterogeneous traffic. The inferior reduction of the server load given by SP comes from the presence of high cache contention at some CCN routers, which is a result of many irrelevant transmission sessions being transferred in the populated networks. On the contrary, we observe that OCRP with \( k = 10 \) and CP with \( k = 10 \) all yield longer round-trip hop distances than SP whereas OCRP with \( k = 0 \) and CP with \( k = 0 \) all give the shorter ones. By using a larger value of \( k \), which allows the paths longer
than the shortest paths to become feasible solutions, the optimal cooperative path may be longer than the shortest path in some cases. This is a vital trade-off between the reductions of the server load and round-trip hop distance. Nevertheless, we observe that the gap between the round-trip hop distance of OCRP with $k = 10$ and that of SP is relatively small compared to the significant improvement in the server load reduction.

### 3.4.4 Effects of the Number of Requester Routers in Prefix Group

In this section, we study the impact of the number of requester routers in each prefix group on the performance of the OCRP. We vary the number of requester routers in each prefix group from six to 14 while three prefix groups are available in each network.

Figures 3.8(a) and 3.8(b) show the average server load and round-trip hop distance of each routing scheme as a function of the number of requester routers in each prefix group. From the results, we observe that OCRP and CP all yield better server loads than SP for all the number of requesters. In addition, OCRP with $k = 10$ and OCRP with $k = 0$ give better server loads than CP with $k = 10$ and CP with $k = 0$, respectively. We find that OCRP with $k = 10$ and CP with $k = 10$ again give better server loads than their counterparts that operate with $k = 0$. The gains are more significant for large numbers of requester routers in each prefix group. This comes from the fact that more requester routers can possibly join the optimal cooperative path when more requester routers subscribe to the same prefix group. However, we observe a possible limitation of the optimal cooperative routing scheme when round-trip hop distance is a major concern. We find that OCRP with $k = 10$ and CP with $k = 10$ all yield slight longer round-trip hop distance than SP. On the contrary, the round-trip hop distances provided by OCRP with $k = 0$ and CP with $k = 0$ are slightly shorter than that of SP for all cases. Nevertheless, the gaps between the round-trip hop distance of SP and those of the variants of OCRP are relatively small compared with the gaps in terms of their achievable server loads.

### 3.4.5 Effects of Content Popularity Distribution and the CS Size of CCN Router

The Zipf's exponent parameter ($\alpha$) and the CS size of each CCN router are varied to investigate the impact of those parameters on the performance of the OCRP. The value
of $\alpha$ is varied from 0.2 to 2.0 while the size of the CS of each CCN router is varied from eight to 32 units. There are three unique prefix groups in the network where each group has one provider router and ten requester routers.

Figures 3.9(a) and 3.9(b) show the average server load and round-trip hop distance of each routing scheme in the network with various CS sizes of CCN routers versus the value $\alpha$. From the results, we find that the content popularity distribution drastically affects the performance of CCN. We observe that OCRP and CP all give significant improvement of
server load upon $SP$. The server load gains are more significant for the low values of $\alpha$. To be more specific, we find that $OCR P$ with $k = 10$ yields more than 20% improvement of the server load upon that given by $SP$ for $\alpha = 0.2$ while observing the similar round-trip hop distances between the two when CS size $\in \{16, 32\}$. In fact, the similar round-trip hop distances provided by the different routing schemes are observable for all values of $\alpha$. However, we observe that $OCR P$ with $k = 10$ and $CP$ with $k = 10$ all yield longer round-trip hop distance than $SP$ when CS size $= 8$.

The results come from the fact that when the value of $\alpha$ is low, the popularity distribution of content objects tends to be uniform. Therefore, the cache-miss rate of the CS of each CCN router increases, so Interest packets in general travel in a longer distance where
the optimal cooperative path shows its benefit. The cache contention in the CS of a CCN router, which depends on the diversity of the content objects to be cached in the CCN router, is proportional to the diversity of the Interest packets traversing it. By using the optimal cooperative path, the Interest packets sent from the requester routers in the same prefix group travel on the same path. Therefore, the associated content objects are cached in the CS of the CCN router on the same path where the subsequent Interest packets can frequently find them. The other prefix groups also adopt the same approach but they all use disjoint paths, so the cache contention in some CSs of CCN routers are accordingly mitigated. In other words, the CCN routers on the optimal cooperative path handle the content objects of fewer prefix groups compared with those on a non-optimized, native shortest path.

Nevertheless, when the CS size is so small that the miss-rate of the CSs of the CCN routers on the optimal cooperative path is high, many Interest packets may inevitably access their associated provider routers through long transmission paths and accordingly result in longer round-trip hop distances.

### 3.4.6 Effects of Node Degree

In this section, we compare the performance of the OCRP to those of the other routing schemes for the networks with various node degrees. Three prefix groups are available in each network where each prefix group consists of a provider router and ten associated requester routers. The average node degree of each network is varied from four to ten.

The average server load and round-trip hop distance of each routing scheme are shown in Figs. 3.10(a) and 3.10(b). From the results, we find that the node degree variation results in the different performances of the evaluated routing schemes. We observe that the server loads of all routing schemes increase when the node degree increases. The results can be explained as follows. Given the same number of CCN routers, the number of links increases when the node degree increases. In general, the increase of the number of links results in the shorter path connecting a particular pair of the nodes. When the shorter path is used by a transmission session, the lesser capacity of aggregated cache on this path degrades the on-path caching performance and leads to the increase of the server load.

In addition, we find that OCRP and CP all give better server loads than SP for
all node degrees. The server load reduction gains are more significant for large node degrees. We observe that OCRP with $k = 10$ and CP with $k = 10$ yield better server loads than OCRP with $k = 0$ and CP with $k = 0$, respectively. However, the gap between OCRP and CP becomes small for large node degrees, for those with $k = 0$ and $k = 10$. This comes from the fact that the number of feasible routing paths also increases when the node degree increases. Consequently, the possibility that the cooperative paths of different prefix groups given by CP share the same set of links decreases. As a result,
the cooperative paths given by CP converge to the optimal cooperative path provided by OCRP when the node degree of each network is large.

We find some small differences between the round-trip hop distances given by different routing schemes for all node degrees. To be more specific, OCRP with \( k = 0 \) and CP with \( k = 0 \) all give slightly better round-trip hop distance than SP for all node degrees. On the other hand, OCRP with \( k = 10 \) and CP with \( k = 10 \) all yield longer round-trip hop distance than SP, especially, when the node degrees are large. The gaps between the round-trip hop distances of SP and OCRP are relatively small compared with those of server loads provided by the considering routing schemes.

### 3.4.7 Computational Complexity

In this section we compare the computational time of the optimal cooperative path selection problem of OCRP to that of CP. The computation is conducted on the computer using a CPU Intel Core i5 M520 clocked at 2.4 GHz in conjunction with 8 GB of RAM. We scrutinize the computational time with two cases: (1) we vary the number of requester routers per prefix group from five to 12 while there are 60 nodes in each network; and (2) the number of nodes in the network is varied from 30 to 960 while there are 10 requester routers per prefix group. In both cases, there are three unique prefix groups in network, where the average node degree is equal to five. The average results are reported with 95% confidence interval.

Figures 3.11(a) and 3.11(b) show the computational time of OCRP compared to that of our previously proposed CP, versus the number of requester routers per prefix group and the number of nodes in the network, respectively. From the results, we find that OCRP takes longer computational time than CP in all considered cases. The gap between the computational times of the two becomes more significant when the numbers of requester routers per prefix group and nodes per network increase. A larger value of \( k \) results in longer computational time of OCRP but marginally affects the computational time of CP. This comes from the fact that OCRP lets DR alone compute the optimal cooperative path for all prefix groups, whereas CP lets the provider router of each prefix group do this task only for the prefix group it belongs to. As a result, the optimal cooperative path selection problem of OCRP is more complex than that of CP due to the larger number of
variables and constraints. The results show an essential trade-off between an improvement in the in-network caching performance given by OCRP and the complexity of the optimal cooperative path selection problem.

Our OCRP uses the CPU-intensive path selection algorithm, which may raise a scalability issue. However, we can practically handle this issue by adopting a concept of network partitioning, which is a fundamental key of OSPF protocol [6]. For instance, a large network can be partitioned into a number of connected areas shown in Figure3.12.
Each area has its DR which handles the optimal cooperative path selection for the area. As a result, the optimal cooperative path selection problem becomes tractable when we keep the number of routers per area small. Nevertheless, the popularity of a popular prefix in general tends to continue for a long period of time, whereas the topology of a core network does not change frequently. The reasonable computational time of OCRP could be applicable in real networks.

### 3.5 Conclusion

We propose an optimal cooperative routing protocol (OCRP) for CCN; it employs FIB reconstruction based on the content retrieval statistics to improve the cache utilization of CCN. There are three main components in the proposed routing protocol: (1) Prefix Popularity Observation; (2) Prefix Group (Un)Subscription; and (3) FIB Reconstruction. An integer linear optimization is formulated to calculate the optimal path for the cooperative routing. The constraints of the optimization framework are flow conservation constraint, cache contention mitigating constraint and path length constraint. We compare the performance of our proposed scheme to those of the shortest path routing and our previously proposed cooperative path routing schemes when they are used with different caching and cache replacement configurations in various networks. By using the proposed optimal cooperative routing scheme, the simulation results show an improvement in the server load and round-trip time compared with those of the other routing schemes. The complexity of OCRP is evaluated by measuring the computational time of the optimal cooperative path selection problem.
Chapter 4

Cache Management in Content-Centric Networks

This chapter presents the performance evaluation of various cache management schemes for CCN by means of computer simulation. Each cache management scheme is a combination of a caching scheme and a cache replacement policy. The caching schemes include a universal caching scheme and a probabilistic caching scheme. The cache replacement policies consist of Least Frequently Used (LFU), Least Recently Used (LRU), and Random Replacement (RR) policies. The characteristics of these cache management schemes are concluded at the end of this chapter.

4.1 Introduction

A content-centric network consists of a number of interconnected CCN routers, thus they are a network of caches. A traditional IP network that deploys caching systems, e.g., Web caches and Content Distribution Networks (CDNs), is also a network of caches. However, the content-centric and IP networks are different in terms of their caching granularity. An IP network may have several caches or data centers that are monitored by system administrators. In the case of CDN, the content stored in the data centers are often deliberately selected in advance by content providers [6]. In contrast, the number of CCN routers in a content-centric network, which is seen as the number of independent caches,
can vary from a few to several thousand nodes, depending on where the CCN architecture is deployed. A large number of nodes in a content-centric network as well as the link latency between them could make the cooperative caching and centralized management infeasible or ineffective.

In this chapter, we evaluate the performance of various combinations of a probabilistic caching scheme and different cache replacement policies in search of an efficient cache management scheme for content-centric networks. Extensive computer simulation is organized to study the behavior of the probabilistic caching scheme when it works with different cache replacement policies, i.e., Least Recently Used (LRU), Least Frequency Used (LFU), and Random Replacement (RR). We conduct the computer simulation by using various network topologies and a set of parameter settings. Our simulation results show different yet interesting behavioral characteristics of the probabilistic caching scheme as a function of a cache replacement policy. The probabilistic caching scheme gives the improvement in the server load, round-trip hop distance, and cache hit rate compared with a universal caching scheme only when it works with LRU. The improvement increases as an inverse function of the caching probability assigned to the probabilistic caching scheme. On the contrary, the probabilistic caching scheme does not work well when each router implements LFU. In addition, varying the caching probability of the probabilistic caching scheme does not impact the in-network caching performance when RR is deployed in content-centric networks. Last but not least, the initial state of a network of caches is long for a small caching probability of the probabilistic caching scheme regardless of the deployed cache replacement policy.

The rest of this chapter is organized as follows. Section 4.2 describes the model of cache management schemes used in this study. We include the definition of several caching and cache replacement policies as well as enumerating their important properties in this section. Section 4.3 presents the comparative study of cache management schemes, discussion on simulation results, and conclusive remarks. Finally, we conclude this work in Section 4.4.
4.2 Cache Management Schemes

There are two important algorithms that jointly manage a caching system: a caching scheme and a cache replacement policy. The capacity of a cache is limited by the embedded physical memory whose size is in general smaller than the item population. A caching scheme decides whether a caching system stores an item in its cache. An empty cache becomes full as a result of storing such items. A cache replacement policy is then needed when a new item enters the cache system and requires some space. A currently cached item is selected to be a victim for an eviction. The victim selection is governed by the cache replacement policy. The objective of a sophisticated cache replacement policy is to keep the items that are likely to be requested in the future by replacing an item that tends to be useless for future requests. A commonly used criterion for evaluating a caching system is its hit ratio. The hit ratio of a caching system is the ratio of requests that meet their desired items in the cache to the requests that do not. The caching schemes and cache replacement polices considered in this chapter as well as their properties are described as follows.

4.2.1 Caching Schemes

Routers in content-centric networks should be allowed to operate in a fast and distributed manner to fully exploit the benefit of CCN. Otherwise, the CCN architecture itself may cause a bottleneck in the network. We, therefore, focus on the two most straightforward and commonly known caching schemes, the universal and probabilistic caching schemes, which are considerably practical and scalable to a wide range of network sizes.

Universal Caching Scheme (Always)

The default CCN architecture suggests that a router should exploit a universal caching strategy, which is referred to as Always hereafter, as a caching decision policy of each CCN router [7]. A CCN router that deploys Always as its caching policy always caches the content object extracted from a valid Data packet. The approach can quickly distribute content in a content-centric network. However, there are evidences pointing out that Always can put the replicas of the same content objects in multiple CCN routers and
thus degrades the overall performance of in-network caching, which is indicated by low cache hit rates at intermediate routers [14]. However, the poor performance of *Always* has been confirmed when it is merely used with a particular cache replacement scheme, i.e., Least Recently Used (LRU). Therefore, we further investigate the behavior of *Always* when it is used with other replacement schemes in the next section.

**Probabilistic Caching Scheme (Prob(q))**

The probabilistic caching scheme, which is referred to as *Prob(q)* from now, was used as a benchmark scheme in the literature [13, 14, 15, 96]. The key idea is that each CCN router randomly caches a content object that traverses it at a certain caching probability, which is defined by $q$, where $0 < q < 1$. *Always* is a special case of *Prob(q)*, where $q = 1$. To the best of our knowledge, there has never been an unambiguous criterion that suggests a decent value of $q$ and we first focus on this issue. Interestingly, the performance of *Prob(q)*, where $q < 1$, is better than that of *Always*, which can be inferred from the improvement in server hit rate and hop distance [13, 14, 19]. However, the *Prob(q)* has been tested only with a cache replacement policy, LRU. Note that $q = 0.1$ is the lowest value of $q$ that has ever been used [13]. We propose that the value of $q$ could be further decreased to improve the caching performance while its limit is constrained by an acceptable duration of the transit state of caching systems.

From observation, the important properties of the *Prob(q)* can be summarized as follows: 1) Decreasing the caching probability $q$ in *Prob(q)* reduces the probability that multiple CCN routers on a delivery path cache the same content object in a content delivery; and 2) Decreasing the caching probability $q$ of *Prob(q)* results in a longer duration of the initial state of caching systems, given a static request pattern.

The first property suggests that a small value of $q$ should be assigned to *Prob(q)* in order to effectively distribute multiple content objects in a content-centric network and to efficiently utilize the in-network caching ability of CCN. In other words, the diversity of the content objects cached in the network can be improved by decreasing the value of $q$. However, setting a small value of $q$ may result in a long duration of the initial state of caching systems according to the second property, which leads to a poor performance of capturing a high variation of access patterns.
4.2.2 Cache Replacement Policies

The capacity of a cache is generally smaller than the population of items, so all of such items cannot simultaneously reside in the cache. If the cache is full, the caching system must discard one of currently cached items before it can store a new item. A cache replacement policy determines which item is evicted. We consider three commonly known algorithms: Least Recently Used (LRU), Least Frequency used (LFU), and Random Replacement (RR).

- LRU tries to keep recently active items in the cache by discarding the item that is least-recently-used. LRU is simple to implement and operates fast since its running-time per request is $O(1)$. However, if the capacity of cache is not large enough, LRU poorly performs when items are requested in a round robin fashion. Items will consistently enter and leave the cache without cache hit occurs.

- LFU replaces the least-frequently-used item with a new one. LFU is optimal when the requests received at different times are stochastically independent [97]. However, the running-time per request is logarithmic in the cache size ($O(\log(n))$), where $n$ is the cache size. In addition, it adapts poorly to variable access patterns by accumulating stale items with past high-frequency counts.

- RR is the simplest replacement policy, where one of currently cached items is randomly evicted whenever a replacement is invoked. It does not keep past information of access patterns and thus requires the minimal system requirements to operate. We use RR as a reference for the aforementioned policies, i.e., LRU and LFU.

To the best of our knowledge, most of previous studies used LRU and RR as replacement policies of CSs in content-centric networks when $Prob(q)$ was deployed [14, 15, 19]. We, therefore, evaluate our caching schemes of interest, i.e., Always and $Prob(q)$, when they work with LRU, LFU, and RR by means of simulation in the next section.
4.3 Comparative Study of Cache Management Schemes

4.3.1 Simulation Set-up

We use ndnSIM [91], which is a NS-3 based network simulator dedicated to named data networking study, to conduct our simulations. All basic structures of CCN, FIB, PIT, and CS, are reproduced by ndnSIM. For the time being, ndnSIM models the routing mechanism of CCN which is driven by exchanging an interest packet and a Data packet. However, it does not allow variable size of content object, so we ignore the content segmentation in our simulations and assume an identical size of content objects.

We assign various values of the caching probability $q$, where $q \in \{1.0, 0.7, 0.3, 0.01\}$. As a result, our simulations take into account Always, Prob(0.7), Prob(0.3), and Prob(0.01). We use LRU, LFU, and RR as a replacement policy of the CS of each CCN router. The CS size of each node is varied from 1% to 10% of the content population. We use the Dijkstra’s algorithm to calculate the shortest path (in terms of the number of hops) to reach every content provider. Then we translate the calculated path to the FIB of each node.

The profile of content requests is modelled by using the Zipf’s distribution which describes the popularity of each content object. Let $M$ denote content catalog cardinality and $1 \leq i \leq M$. The probability of requesting a content with rank $i$ is $\frac{1}{C \times i^\alpha}$ with $C = \sum_{j=1}^{M} 1/j^\alpha$, where $\alpha$ is an exponent parameter that shapes the content requests. A decent value of $\alpha$ has been being ambiguous in recent studies focusing on the caching performance of content-centric networks [40, 15, 98]. The value of $\alpha$ directly depends on the types of particular contents [98]. Equally important, different values of $\alpha$ can be derived from different geographical locations [4]. We, therefore, use $\alpha = 1.0$ as it was used in [40]. From our simulation results, the order of the performance among the caching and cache replacement policies are unchanged for $0.4 \leq \alpha \leq 1.6$, so the results presented in this chapter are valid for these values of $\alpha$.

Each simulation run begins with all CSs being empty (i.e., cold start). Unless otherwise specified, the simulations run with the following parameters. The total simulation time is equal to 10,000 seconds with 4,000 second warm-up period. Each content requester requests content objects following the Poisson process whose mean is equal to 50 requests/s.
Each content provider serves 1,000 different content objects. The uniform size of CS is varied from 1%, 2%, 5%, and 10% of the total content population. The results are reported at 95% confidence interval.

4.3.2 Evaluation Metrics

We evaluate the performance of each caching scheme when it works with the particular cache replacement policy by observing four metrics: the server load, round-trip hop distance, hit rate, and instantaneous behavior.

**Server load** represents a prospective benefit of using CCN from the content provider standpoint. It directly reports the volume of traffic that a server must generate in response to its received requests. At an absence of cache in a network, the server load is equal to aggregated requests from all content requesters. An increasing server load pushes content providers to upgrade their facilities to provide an acceptable quality of service to all content requesters.

**Round-trip hop distance** is the sum of hops used by an interest packet and corresponding Data packet in a trip of content retrieval. The round-trip hop distance is shorter if a requester can find its desired content object in nearby CCN routers. It also implies the access latency and partially estimates the network load.

**Cache hit rate** is commonly used to evaluate caching system. A high hit rate of a caching system implies its good performance. The hit rate of a CCN router is the probability that a content request finds its desired content objects in the CS of a CCN router. However, the hit rates of different routers may differently contribute to the overall performance of a content-centric network.

**Instantaneous behavior** is observed to illustrate how fast or slow a caching scheme can adapt caching systems to an access pattern. We can observe the duration of the initial state of a network of caches from the instantaneous behaviors of server load, round-trip hop distance, or hit rate. For brevity the dissertation, we show only the instantaneous behavior of the server load in this chapter.

4.3.3 Network Topologies

We conduct our simulations on two network topologies, which are described as follows.
Cascading Network

We use a fixed length cascading network in our simulations. A cascading network contains five CCN routers as shown in Figure 4.1. We consider two study cases of using the cascading network in order to cover its practical use.

- **One content requester**: The first study case is that request traffic accesses the cascading network at one CCN router. A content requester is connected to the CCN router at one end of network ($R_1$), whereas a corresponding content provider is connected to the CCN router at the other end ($R_5$).

- **Multiple content requesters**: The second study case considers that requests enter the network through multiple CCN routers. More specifically, four content requesters are connected to routers $R_1$, $R_2$, $R_3$, and $R_4$. These content requesters request content objects from the content provider that is connected to the end of the network ($R_5$).

SINET4: A Real Internet Topology

Another network topology of interest is based on the Science Information NETwork 4 (SINET4) [92]. SINET4 is providing a unified network connection to 700 universities and research institutes in Japan. The network topology of SINET4 is shown in Figure 4.2. SINET4 is constituted of eight core nodes and 42 edge nodes that are geographically distributed around Japan. Some routers are connected to foreign academic networks and commercial Internet service providers to link SINET4 to the globe. SINET4 forms a hybrid topology that consists of a mesh network and a number of star topology networks. The eight core nodes constitute a mesh network, whereas each core node is connected to a number of edge nodes to form a star topology network. We conduct our simulations...
using the network topology of SINET4 as follows. All nodes in the network represents the identical CCN routers. We link a unique content provider to each core node. Each content provider provides 1,000 unique content objects so that 8,000 content objects are available in total. A content requester is connected to each edge node so that there are 42 content requesters in the network. Each content requester equally requests content objects from all content providers.

**4.3.4 Results and Discussions**

**Experiments with Cascading Network**

We report the average server load of the content provider for each caching scheme that works with different cache replacement policies in Figure 4.3. The results for the first and the second study cases of a cascading network are shown in Figs 4.3 (a) and (b), respectively. We find that the performance of server load reduction varies as functions of the caching scheme, cache replacement policy, and the size of CS. We observe that the server load decreases as a function of CS size for all cases. Surprisingly, each replacement policy shows its unique behavior given the different caching schemes. $Prob(q) + LRU$ gradually reduces the server load when the value of $q$ is decreased. Specifically, $Prob(0.01) + LRU$ yields 20% improvement in the server load reduction over $Always + LRU$. The improve-
ment comes from the reduced replicas of the same content in multiple routers. These results also apply to the second study case.

In contrast, we obtain the opposite results for $Prob(q) + LFU$ and $Always + LFU$.

Figure 4.3: The server load for different CS sizes in the cascading network.
$\text{Prob}(q) + LFU$ increases the server load when the value of $q$ decreases. This is due to the poor performance of LFU against variable access patterns. Specifically, each CCN router may accumulate stale items with past high-frequency counts. For instance, a popular content object may be cached by a CCN router at the initial state of the caching system as a result of $\text{Prob}(q)$, where $0 < q < 1$. The cached content object then starts to accumulate the reference frequency and continues to reside in the CCN router if it is popular at that time. The accumulated reference frequency of the content object is a nondecreasing function as long as the content object can continuously stay in the CCN router. When the cache enters its steady state, this content object may become less popular than other content objects from the router’s standpoint. This is because the interest packets corresponding to this content object are already satisfied by another router nearby the content requester. However, the accumulated reference frequency of the content object may be higher than that of currently popular content objects. As a result, the stale content object pollutes the cache when LFU is used. In addition, $\text{Prob}(q)$ intensifies the issue when the value of $q$ is smaller, since the stale content object may stay in the cache for a longer period. This comes from the fact that the CCN router randomly caches fewer incoming content objects due to a lower caching probability.

We find that $\text{Prob}(q) + RR$ does not yield any significant change to the results in terms of the server load reduction, although we alter the values of $q$. The results for $\text{Always} + RR$ and $\text{Prob}(q) + RR$ are almost identical. It is because RR naturally distributes content objects in the network regardless of the caching scheme used in our simulations. The above statement applies to the results of the second case study (i.e., content requests enter the network through multiple routers) as shown in Figure 4.3. It is worth to note that the performance of $\text{Always} + LRU$ regarding the server load reduction is inferior to that of $\text{Always} + RR$ in both study cases. However, we find that the gap between the performance capabilities of different caching schemes and cache replacement polices for the second study case is smaller than that of the first case.

In essence, $\text{Always} + LFU$, gives the best performance as a reward for its complexity. On the contrary, $\text{Always} + LRU$ performs the worst in all cases. The performance of $\text{Prob}(q)$ obviously depends on the value of $q$ when it works with LRU. This is because LRU tends to leave the same content object in neighbor nodes, and $\text{Prob}(q)$ with a smaller
Figure 4.4: The round-trip hop distance for different CS sizes in the cascading network.

The value of $q$ prevents this from happening.

The results in terms of round-trip hop distance are shown in Figs. 4.4 (a) and (b) for the first and second study cases, respectively. The order of performance among the
caching and cache replacement policies in terms of round-trip hop distance is similar to that in terms of server load. On the other hand, the performance of \textit{Always} + \textit{LRU} in terms of round-trip hop distance is significantly inferior to that of \textit{Always} + \textit{RR} in the first study case, whereas it is almost identical to that of \textit{Always} + \textit{RR} in the second case. The results come from the fact that the performance of \textit{Always} + \textit{LRU} highly depends on where the requests enter the cascading network, which can be observed from the results in terms of cache hit rate as follows.

We measure the cache hit rate of CCN routers towards the node levels and report them in Figs 4.5 (a) and (b) for the first and second study cases, respectively. We show a comparison of \textit{Always} + \textit{LFU}, \textit{Always} + \textit{LRU}, \textit{Prob}(0.01) + \textit{LRU}, and \textit{Always} + \textit{RR} when the CS size of each router is equal to 10% of population due to limited space. For the first study case where the requests access the network at the node level 1, \textit{Always} + \textit{LFU} gives
the best hit rates for all node levels in comparison to the other schemes. Interestingly, \( \text{Prob}(0.01) + LRU \) remarkably overcomes \( \text{Always} + LRU \) for all node levels. We find that \( \text{Always} + LRU \) gives a high hit rate for the node level 1 whereas the other nodes all suffer limited hit rates. In fact, \( \text{Always} + RR \) achieves higher hit rate than \( \text{Always} + LRU \) for every node level except the node level 1. For the second study case, the requests enter the network through multiple routers, so these routers become the first hop routers of some requests. \( \text{Always} + LRU \), in essence, performs well for the first hop router, so its performance for the second case is better than that for the first case. The hit rates of all node levels for \( \text{Always} + LFU \) and \( \text{Prob}(0.01) + LRU \) are almost identical. \( \text{Prob}(0.01) + LRU \) is easier to implement than \( \text{Always} + LFU \), considering their running-time per request and caching-cost per transmission. In other words, although \( \text{Prob}(0.01) \) lets each router cache fewer content objects than \( \text{Always} \) in a transmission, it still gives the comparable performance.

We next show in Figs. 4.6 (a) and (b) the instantaneous behaviors of the different caching schemes and cache replacement policies in comparison to the network without cache (\( \text{NoCache} \)). We show only the tracks of the server load for \( \text{Always} + LFU \), \( \text{Always} + LRU \), and \( \text{Prob}(0.01) + LRU \) when the CS size is equal to 10% of the population, since the order of the server loads provided by different cache management schemes is unchanged for all considered CS sizes. We do not show the results for \( \text{Prob}(0.01) + LFU \) since they are almost indistinguishable from that of \( \text{Prob}(0.01) + LRU \). We find that both \( \text{Always} + LFU \) and \( \text{Prob}(0.01) + LRU \) perform better than \( \text{Always} + LRU \) in their steady states for both study cases. However, we observe that \( \text{Prob}(0.01) + LRU \) takes much longer duration of the initial state than the others. The long initial state of a network of caches caused by \( \text{Prob}(0.01) + LRU \) may not be suitable to a request pattern with a high variation.

**Experiments with Real Internet Topology**

We report the results for SINET4 topology in terms of the server load reduction, round-trip hop distance, hit rate, and instantaneous behavior in Figs. 4.7, 4.8, 4.9, and 4.10, respectively. Figure 4.7 shows the average server load for all content providers that are linked to the network. The results partly resemble that of the cascading network in the previous section. \( \text{Prob}(q) + LRU \) significantly improves the server load reduction when the
Figure 4.6: Instantaneous behavior of different caching schemes and replacement policies in the cascading network.

value of $q$ is decreased. The improvement is a result of the probabilistic caching scheme that minimizes the probability that multiple CCN routers cache the same content object. In addition, $\text{Prob}(q)$ alleviates the downside of LRU that occurs when request patterns follow a round-robin fashion. $\text{Prob}(q)$ allows a cached content object to longer stay in a CCN router until the router caches a new content object. In contrast, we observe that
Figure 4.7: The server load for different CS sizes in SINET4.

Prob(q) + LFU performs worse than Always + LFU when q ∈ {0.01, 0.3, 0.7} which is reflected by the increased server load. Thus, we infer from the results that Always is the best caching scheme given the LFU as a replacement policy. The results show the incompatibility of using Prob(q) with LFU and reiterate the importance of matching the particular caching scheme to a cache replacement policy. Interestingly, Prob(0.01) + LRU even overcomes Always + LFU in the SINET4 topology. It is because LFU suffers from accumulating the content objects with past high-frequency counts whereas LRU can benefit from the content objects distributed in the network. As we expect, Always + RR and the variants of Prob(q) + RR all give indistinguishable results.

We report in Figure 4.8 the round-trip hop distance for different caching schemes and replacement policies at various sizes of CS. The results in terms of the round-trip hop distance follow the trend of server load for all cases. We observe that Prob(0.01) + LRU even gives a better round-trip hop distance than that of Always + LFU for a few percentages. RR consistently yields the worst round-trip hop distance among those of the other replacement policies regardless of the exploited caching policies.

We next show in Figure 4.9 the average hit rate of CCN routers whose CS sizes are equal to 10% of the content population as a function of the node levels, i.e., core and edge...
nodes. We find that $\text{Prob}(0.01) + \text{LRU}$ gives better hit rates than $\text{Always} + \text{LFU}$ and the other schemes. $\text{Prob}(0.01) + \text{LRU}$ significantly improves the hit rates of both core and edge nodes (up to 10%) over that of $\text{Always} + \text{LRU}$.

Figure 4.10 shows the instantaneous behaviours of $\text{Always}$ and $\text{Prob}(0.01)$ when they work with LFU, LRU, and RR in the SINET4 topology where the CS size of each router is equal to 10% of content population. The results show that the initial state of the caching system for $\text{Prob}(0.01) + \text{LRU}$ is longer than those for $\text{Always} + \text{LFU}$, $\text{Always} + \text{LRU}$,
Figure 4.10: Instantaneous behavior of different caching schemes and replacement policies in SINET4.

**Always + RR.** The instantaneous behaviors of $\text{Prob}(0.01) + \text{LFU}$ and $\text{Prob}(0.01) + \text{RR}$ also follow that of $\text{Prob}(0.01) + \text{LRU}$. Nevertheless, $\text{Prob}(0.01) + \text{RR}$ results in a shorter duration of the initial state of caching systems than $\text{Prob}(0.01) + \text{LFU}$ and $\text{Prob}(0.01) + \text{LRU}$. However, it gives the poorest caching performance in the steady state of the caching systems compared with the others.

**Conclusive Remarks**

The behavior of a probabilistic caching scheme explicitly varies as a function of a cache replacement policy. The probabilistic caching scheme gives the improvement in the server load, round-trip hop distance, and cache hit rate compared with a universal caching scheme only when it works with LRU. The improvement increases as an inverse function of the caching probability assigned to the probabilistic caching scheme. When LFU is deployed in a content-centric network, a universal caching scheme is a policy of choice since it gives a better performance than the probabilistic caching scheme. On the contrary, the probabilistic caching scheme even magnifies the issue of LFU by letting CCN routers accumulate stale content objects with past high-frequency counts. The probabilistic and universal caching schemes have an identical behavior when RR is deployed in content-centric networks. The initial state of a network of caches is longer when the caching
probability of a probabilistic caching scheme is decreased regardless of the deployed cache replacement policy.

4.4 Conclusion

We study the behavioral characteristics of a probabilistic caching scheme by means of computer simulation. We evaluate the probabilistic caching scheme when it works with different cache replacement policies. The evaluation metrics consist of the server load, round-trip hop distance, cache hit rate, and instantaneous behaviour. The simulation results show that the behavior of a probabilistic caching scheme explicitly varies as a function of a cache replacement policy. The performance of probabilistic caching scheme and the duration of the initial state of a network of caches are inverse functions of a caching probability. The probabilistic caching scheme works well only in the caching system that implements Least Recently Used (LRU) as a cache replacement policy, whereas the limit of its performance comes from the increased duration of the initial state of the caching system.
Chapter 5

Performance Analysis of Probabilistic Caching Scheme

This chapter presents a new analytical model for evaluating the performance of a probabilistic caching scheme with various cache replacement policies. The considering cache replacement policies consist of Random Replacement (RR), First In First Out (FIFO), and Least Recently Used (LRU). Several important properties of the probabilistic caching scheme are stated in this chapter.

5.1 Introduction

The behavior of a probabilistic caching scheme in content-centric networks has been studied by using computer simulations [14, 15, 99, 100]. However, not many works in literature investigate its logical behavior by means of mathematical analysis. The deep understanding of a probabilistic caching scheme in content-centric networks has not been fully gained. To address this issue, Martina et al. [50] developed an analytical model to study a probabilistic caching scheme with Least Recently Used (LRU) policy. Their model is based on the Che’s approximation [48], which estimates a cache miss rate by assuming exponential sojourn times of items in a cache. Other analytical approaches to the same objective are found in [51, 44]. Nevertheless, these previous works did not address the results when a probabilistic caching scheme is used with other cache replacement policies such as Random Replacement (RR) and First In First Out (FIFO). In the context of content-centric
networks, RR and FIFO policies might be a better cache replacement policy than LRU policy to be used by CCN routers, since they are simpler to implement [98, 50].

In this chapter, we develop a new analytical approach to behavioral analysis of a probabilistic caching scheme. An independent factor of this analysis is the cache replacement policies that a probabilistic caching scheme is used with. The cache replacement policies consist of RR, FIFO, and LRU policies. Our model is based on Markov chains under Independent Reference Model (IRM) and Zero Download Delay (ZDD) assumption. By using this model, we can establish several important properties of the probabilistic caching scheme: 1) The hit rate of a discrete cache whose cache replacement policy is either RR or FIFO is independent of a caching probability; 2) A caching probability impacts the hit rate of a cache hierarchy whose cache replacement policy is either RR, FIFO, or LRU; and 3) The hit rate of a cache hierarchy with RR bounds that with FIFO for any caching probability. To the best of our knowledge, our model is the first analytical work to show that the performance of a probabilistic caching scheme is readily affected by a companion cache replacement policy. The findings become an essential part in the guidelines for effectively using a probabilistic caching scheme in content-centric networks.

The rest of this chapter is organized as follows. Section 5.2 discusses the caching system model and assumptions used by the analysis. The definitions of a probabilistic caching scheme and cache replacement policies are also addressed in this section. Sections 5.3, 5.4, and 5.5 model the behavior of a probabilistic caching system with RR, FIFO, and LRU policies by using Markov chains, respectively. The validation of the proposed analytical model with computer simulation is provided in Section 5.6. Finally, conclusion remarks are given in Section 5.7.

5.2 System Model and Assumptions

We characterize a cache management scheme of a caching system by a caching scheme and a cache replacement policy. A caching scheme decides whether a caching system stores an item in its cache. When a cache is in a full state, a cache replacement policy decides which currently cached item is discarded before a new item enters the cache. Hit rate (or hit ratio) is commonly used to evaluate a caching system. It indicates a likelihood
that a caching system can provide the requested items to requesters. The higher a hit rate, the higher performance of a caching system.

5.2.1 Caching Scheme and Cache Replacement Policies

A caching system in each CCN router must keep up with the packet forwarding speed to fully exploit the benefit of CCN. Otherwise, the in-network caches may become a bottleneck in the network. This requirement constrains the caching scheme and cache replacement policy of a CCN router to be noncomplex. We therefore focus on a probabilistic caching scheme ($\text{Prob}(q)$) which is simple and scalable to a wide range of network sizes. $\text{Prob}(q)$ lets each CCN router randomly cache a fraction of content objects carried by arriving Data packets. A caching event happens at caching probability $q$, where $0 < q < 1$. $\text{Prob}(q)$ is simple to implement compared to other existing caching schemes. Unlike the popularity-based caching schemes [13, 19] and collaborative caching schemes [20, 21], $\text{Prob}(q)$ requires neither the past access information nor a synchronization among routers, and thus becomes a promising candidate of a cache management scheme for content-centric networks.

We consider three simple and fast cache replacement policies in our analysis: Random Replacement (RR), First In First Out (FIFO), and Least Recently Used (LRU).

- RR is the simplest replacement policy, where one of the items currently in the cache is randomly evicted in the uniform distribution whenever a replacement is invoked. While RR has been rarely used in practice, its simplicity would be beneficial for the implementation of fast CCN routers.

- FIFO replaces the cached item that was first to enter a cache among the items currently in the cache. It has been widely used in data buffer of conventional routers.

- LRU tries to keep recently active items in a cache by discarding the least-recently-used item. It has been used by various caching systems such as RAM, web browser and web proxies, and databases. We consider LRU as an upper bound for the complexity of the policies that can be implemented at line speed.
5.2.2 Request Traffic Model

We assume that the requests of items follow the Independent Reference Model (IRM) [99, 47], where a request of item \( a \) occurs with probability \( p(a) \) and is independent of previous requests for all items. Although the requests from an individual may exhibit a strong temporal locality, the IRM is a reasonable qualitative model in representing accesses to the router which provides services to a large number of users. We also assume Zero Download Delay (ZDD) [47]. Under a ZDD assumption, when a cache miss of an item request occurs at a cache, the requested item is assumed to be instantly downloaded to the cache. In practice, this assumption is possible if every request has been satisfied before the next one is generated.

5.2.3 Ergodicity of Markov Chains

We utilize Markov chains to model the behavior of a caching system. One of the properties of Markov chains can be stated as follows.

**Definition 1.** [47] An ergodic set of a Markov chain is a set of the states that every state can be reached from every other state through one transition or more, and that cannot be left once it is entered.

A Markov chain is quasi-ergodic if its state space consists of an ergodic set. Otherwise, the Markov chain is non-ergodic. The steady-state of a quasi-ergodic Markov chain does not depend on its initial-state but that of a non-ergodic one does. The ergodicity of the Markov chain of a caching system is subject to its replacement policy. Specifically, both RR and LRU characteristics correspond to quasi-ergodic Markov chains, whereas FIFO yields a non-ergodic one [47]. We will adopt the characteristics of cache replacement policies to establish several important properties of \( \text{Prob}(q) \).

The notations used in this chapter are summarized by Table 5.1.
Table 5.1: Summary of notations in our analytical model for cache analysis

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(a)$</td>
<td>probability of requesting item $a$</td>
</tr>
<tr>
<td>$q$</td>
<td>caching probability</td>
</tr>
<tr>
<td>$X$</td>
<td>set of items available for download</td>
</tr>
<tr>
<td>$C$</td>
<td>caching capacity of a CCN router</td>
</tr>
<tr>
<td>$\pi(\star)$</td>
<td>stationary distribution of state $\star$ in a Markov chain</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>state space of the Markov chain of a discrete cache with RR</td>
</tr>
<tr>
<td>$A$</td>
<td>state of a discrete cache with RR, $A \in \Gamma$</td>
</tr>
<tr>
<td>$S_i(A)$</td>
<td>set of states that have one item different from $A$</td>
</tr>
<tr>
<td>$\gamma(a)$</td>
<td>set of states that the cache currently stores item $a$, $\gamma(a) \subseteq \Gamma$</td>
</tr>
<tr>
<td>$R_{RR}$</td>
<td>hit rate of a discrete cache with RR</td>
</tr>
<tr>
<td>$R_i$</td>
<td>the $i^{th}$ hop router in the cache hierarchy, $i \in {1, 2}$</td>
</tr>
<tr>
<td>$A(i)$</td>
<td>state of the cache of router $R_i$, $A(i) \in \Gamma$</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>state space of the cache hierarchy with RR</td>
</tr>
<tr>
<td>$B$</td>
<td>state of the cache hierarchy with RR, $B = [A(1), A(2)], B \in \Delta$</td>
</tr>
<tr>
<td>$R_{H_{RR}}$</td>
<td>hit rate of the cache hierarchy with RR</td>
</tr>
</tbody>
</table>

Caching systems with RR

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi$</td>
<td>state space of the Markov chain of a discrete cache</td>
</tr>
<tr>
<td>$A_k$</td>
<td>array of $C$ distinct items representing a state of a discrete cache</td>
</tr>
<tr>
<td>$a_i^{(k)}$</td>
<td>item at the $i^{th}$ position of a cache in state $A_k$</td>
</tr>
<tr>
<td>$M(A_k)$</td>
<td>set of items when a cache is in state $A_k$</td>
</tr>
<tr>
<td>$S'(A_k)$</td>
<td>set of states where:</td>
</tr>
<tr>
<td></td>
<td>- item $a_1^{(k)}$ is not in the cache</td>
</tr>
<tr>
<td></td>
<td>- items $a_2^{(k)}, \ldots, a_C^{(k)}$ are at the $1^{st}, \ldots, (C-1)^{th}$ positions of the cache</td>
</tr>
<tr>
<td></td>
<td>- item $e$ is at the $C^{th}$ position of the cache, where $e \in X \setminus M(A_k)$</td>
</tr>
<tr>
<td>$\beta(a)$</td>
<td>set of states when the cache currently stores item $a$</td>
</tr>
<tr>
<td>$R_{FIFO}$</td>
<td>hit rate of a discrete cache with FIFO</td>
</tr>
<tr>
<td>$P_A$</td>
<td>set of permutations of $A$</td>
</tr>
<tr>
<td>$A_{(i)}$</td>
<td>cache state of router $R_i$ in the cache hierarchy for $i \in {1, 2}$</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>state space of the Markov chain of the cache hierarchy</td>
</tr>
<tr>
<td>$B$</td>
<td>state of the cache hierarchy, $B = [A(1), A(2)], B \in \Lambda$</td>
</tr>
<tr>
<td>$R_{H_{FIFO}}$</td>
<td>hit rate of the cache hierarchy with FIFO</td>
</tr>
<tr>
<td>$S''(A_k)$</td>
<td>set of states where:</td>
</tr>
<tr>
<td></td>
<td>- the items in the cache are the same as in $A_k$</td>
</tr>
<tr>
<td></td>
<td>- the order of these items are particularly different from $A_k$ such that $S''(A_k) = { A_{k'} \in \Phi \mid A_{k'} = [a_2^{(k)}, \ldots, a_m^{(k)}, a_1^{(k)}, a_{m+1}^{(k)}, \ldots, a_C^{(k)}] \text{ for } 2 \leq m \leq C }$</td>
</tr>
<tr>
<td>$R_{LRU}$</td>
<td>hit rate of a discrete cache with LRU</td>
</tr>
<tr>
<td>$R_{H_{LRU}}$</td>
<td>hit rate of the cache hierarchy with LRU</td>
</tr>
<tr>
<td>$a_k$</td>
<td>arbitrary item in $X$, where $k \in {1, 2, 3}$</td>
</tr>
</tbody>
</table>

5.3 Performance Analysis of Probabilistic Caching Scheme and Random Replacement Policy

In this section, we analyze the performance of a caching system whose cache management scheme is a combination of Prob($q$) and RR in the contexts of a discrete cache and a cache hierarchy. We first show that the hit rate of a discrete cache with RR policy does not depend on a caching probability $q$ by formulating a Markov chain of a discrete cache.
Moreover, we show that the caching probability affects the hit rate of a cache hierarchy with RR policy.

Let us start with a discrete cache. Define $X$ as the set of items available for download. The capacity of the considered cache is equal to $C$, where $C \leq |X|$. The interplay between a $Prob(q)$ and RR can be shown through the following theorem.

**Theorem 1.** A hit rate of a discrete cache with RR is independent of caching probability $q$, where $0 < q \leq 1$.

**Proof.** Define $A = \{a_1, a_2, \ldots, a_C\}$ as an unordered collection of items that represents a cache state. Define $\Gamma$ as the state space of the Markov chain. Let $\pi(A)$ be a stationary distribution of cache state $A$, where $A \in \Gamma$.

**Lemma 1.** The stationary distribution of cache state $A$ can be expressed by

$$
\pi(A) = \frac{\prod_{a_i \in A} p(a_i)}{\sum_{A \in \Gamma} \prod_{a_j \in \bar{A}} p(a_j)},
$$

where $\bar{A}$ is a cache state in $\Gamma$.

**Proof.** Let us first verify that the function $\pi(A)$ in (5.1) is a probability distribution. It can be shown that $\pi(A) \geq 0$ for all $A \in \Gamma$ and

$$
\sum_{A \in \Gamma} \pi(A) = \sum_{A \in \Gamma} \frac{\prod_{a_i \in A} p(a_i)}{\prod_{a_j \in \bar{A}} p(a_j)} = 1.
$$

By using $Prob(q)$, the probability that a CCN router inserts an item into its cache is equal to $q$. The transition probability among the cache states is shown in Figure 5.1. There are two specific patterns of the cache states that can become state $A$ in one state transition: state $A$ and the states that have one item different from state $A$. We denote the set of the states satisfying the latter by $S_i(A)$, where $S_i(A) = \{(A \{a_i\}) \cup \{e\} \mid e \in X \setminus A\}$.
The state transition probability from $A$ to itself is equal to the probability that any item in $A$ is requested or item $e \in X \setminus A$ is requested but the cache decides not to cache the item $e$. It is equal to

$$
\sum_{a_i \in A} p(a_i) + (1 - q) \sum_{e \in X \setminus A} p(e).
$$

On the other hand, the state transition probability from $A' \in S_i(a)$ to $A$ is equal to the probability that item $a_i$ is requested and the element that is in $A'$ but not in $A$ is a target to be discarded as well as the cache decides to store the item $a_i$. The state transition probability is thus equal to

$$
\frac{1}{C} \times q \times p(a_i).
$$

The stationary distribution of cache state $A$ for a caching probability $q$ can be written as

$$
\pi(A) = \left( \sum_{a_i \in A} p(a_i) + (1 - q) \sum_{e \in X \setminus A} p(e) \right) \pi(A) + \frac{q}{C} \sum_{a_i \in A} \left( p(a_i) \sum_{A' \in S_i(A)} \pi(A') \right).
$$

By substituting $\pi(A)$ in (5.3) with the term on the right side of (5.1), we obtain

$$
\prod_{a_i \in A} p(a_i) = \left( 1 - q \sum_{e \in X \setminus A} p(e) \right) \left( \prod_{a_i \in A} p(a_i) \right)
$$

$$
+ \frac{q}{C} \sum_{a_i \in A} \left( p(a_i) \sum_{A' \in S_i(A)} \prod_{a_j \in A'} p(a_j) \right)
$$

$$
= \left( \prod_{a_i \in A} p(a_i) \right) - q \left( \sum_{e \in X \setminus A} p(e) \right) \left( \prod_{a_i \in A} p(a_i) \right).
$$

Thus, (5.1) is the stationary distribution of cache state $A$, $\pi(A)$.
The stationary distribution of any cache state remains unchanged for $0 < q \leq 1$ according to (5.4). The hit rate of a discrete cache is equal to the probability that a request of an item arrives at the cache while it has the item. Let $\gamma(a)$ be the set of states that the cache stores item $a$, i.e., $\gamma(a) = \{ A \mid A \ni a \}$, where $\gamma(a) \subset \Gamma$. Given RR as the cache replacement policy, the hit rate of the cache can be written as

$$R_{RR} = \sum_{a \in X} p(a) \sum_{A \in \gamma(a)} \pi(A) = \sum_{a \in X} p(a) \sum_{A \in \gamma(a)} \frac{\prod_{a_i \in A} p(a_i)}{\sum_{A' \in \Gamma} \prod_{a_j \in A'} p(a_j)}. \quad (5.5)$$

The hit rate of a discrete cache controlled by RR is independent of a caching probability assigned to a probabilistic caching scheme.

Next, let us consider a behavior of $\text{Prob}(q)$ when it is used with RR in a network of caches forming a cache hierarchy. While the hit rate of a discrete cache with a combination of $\text{Prob}(q)$ and RR is independent of a caching probability $q$ as proven in Theorem 1, it can be demonstrated that the hit rate of a cache hierarchy depends on a caching probability $q$.

Consider a network in Figure 5.2 which establishes a cache hierarchy. There are two routers, $R_1$ and $R_2$, both are individually managed by a combination of $\text{Prob}(q)$ and RR. Requests of items access a network through $R_1$, and only the requests that are not satisfied by $R_1$ enter $R_2$. The cache of each router can store at most two items, $C = 2$. The content server stores three unique items, $X = \{a_1, a_2, a_3\}$.

**Proposition 1.** The hit rate of the cache hierarchy with a combination of $\text{Prob}(q)$ and RR varies inversely with a caching probability $q$, for $0 < q \leq 1$.

**Proof.** Let $\Delta$ be the state space of a Markov chain of the cache hierarchy. Define $B$ as a state of the cache hierarchy, where $B = [A_{(1)}, A_{(2)}]$, $A_{(i)}$ is a cache state of router $R_i$ for
can be expressed by Lemma 2. Given a caching probability \( q \), the stationary distribution of cache state \([A, A']\) can be expressed by

\[
\pi([A, A']) = \begin{cases} 
\frac{\prod_{a_i \in A} p(a_i)}{(5 - 3q) \sum_{\alpha \in \Gamma} \prod_{a_j \in A} p(a_j)}, & \text{if } A' = A \\
\frac{(4 - 3q) \prod_{a_i \in A} p(a_i)}{(10 - 6q) \sum_{\alpha \in \Gamma} \prod_{a_j \in A} p(a_j)}, & \text{otherwise.}
\end{cases}
\] (5.6)

**Proof.** \( \pi \) in (5.6) is a probability distribution as \( \pi([A, A']) \geq 0 \) for all \( A, A' \in \Gamma \) and \( \sum_{A, A' \in \Gamma} \pi([A, A']) = 1 \).

Let \( A, A', A'' \) be distinct elements in \( \Gamma \). Without loss of generality, we assume that \( A = \{a_1, a_2\}, A' = \{a_1, a_3\} \) and \( A'' = \{a_2, a_3\} \). For simplicity, we refer to \( p(a_i) \) as \( p_i \) for \( i \in \{1, 2, 3\} \). The stationary distribution of a state in \( \Delta \) can be expressed by

\[
\pi([A, A]) = (p_1 + p_2 + (1 - q)^2 p_3) \pi([A, A]) + \frac{p_1 q}{2} \pi([A'', A]) + \frac{p_2 q}{2} \pi([A', A]) + \frac{p_2 q^2}{4} \pi([A', A']) + \frac{p_1 q^2}{4} \pi([A'', A'']),
\] (5.7)

\[
\pi([A, A']) = (p_1 + p_2 + (1 - q) p_3) \pi([A, A']) + \frac{p_3 (1 - q) q}{2} \pi([A, A]) + \frac{p_2 q (1 - q)}{2} \pi([A', A']) + \frac{p_1 q}{2} \pi([A'', A']) + \frac{p_1 q^2}{4} \pi([A'', A'']),
\] (5.8)

\[
\pi([A, A'']) = (p_1 + p_2 + (1 - q) p_3) \pi([A, A'']) + \frac{p_3 (1 - q) q}{2} \pi([A, A]) + \frac{p_2 q^2}{4} \pi([A', A']) + \frac{p_2 q}{2} \pi([A', A'']) + \frac{p_1 q (1 - q)}{2} \pi([A'', A'']),
\] (5.9)

\( \pi \) in (5.6) is a stationary distribution in the considering Markov chain if and only if it satisfies (5.7), (5.8), and (5.9). Let us begin with state \([A, A]\). By substituting \( \pi \) in (5.7) with that in (5.6), we obtain

\[
2p_1 p_2 = 2 (p_1 + p_2 + (1 - q)^2 p_3) p_1 p_2 + \frac{p_1 q}{2} (4 - 3q) p_2 p_3 + \frac{p_2 q}{2} (4 - 3q) p_1 p_3 + \frac{p_2 q^2}{4} 2p_1 p_3 + \frac{p_1 q^2}{4} 2p_2 p_3
\]

\[
= 2 (p_1 + p_2 + (1 - q)^2 p_3) p_1 p_2 + (4q - 2q^2) p_1 p_2 p_3
\]

\[
= 2p_1 p_2.
\]

It can be demonstrated that \( \pi \) in (5.6) satisfies (5.8) and (5.9) by repeating the same
With (5.6), the hit rate of the cache hierarchy can be computed as

\[ R_{RR}^H = 1 - p(e)\pi([A, A]) - p(e')\pi([A', A']) - p(e'')\pi([A'', A'']) \]

\[= 1 - \frac{3\prod_{a_i \in \mathcal{X}} p(a_i)}{(5 - 3q)\sum_{\tilde{A} \in \Gamma} \prod_{a_j \in \tilde{A}} p(a_j)}, \]

which increases inversely with a caching probability \( q \).

\[ (5.10) \]

### 5.4 Performance Analysis of Probabilistic Caching Scheme and First In First Out Policy

In this section, the performance of a caching system with a combination of \( \text{Prob}(q) \) and FIFO is analyzed. The state transitions of this cache model rely on the order of items in the cache. When the cache is full, the item at the last position is evicted before a new item is inserted into the first position of a cache. The probability of item eviction and insertion is equal to caching probability \( q \).

To study the behavior of this caching system, we first prove the independence between the hit rate of a discrete cache using FIFO and a caching probability \( q \). Next, we show that the performance of FIFO and that of RR are the same, when they are used to control a discrete cache regardless of caching probability. Moreover, we show that the hit rate of a cache hierarchy with FIFO can be improved by reducing a caching probability \( q \). Finally, we show that the hit rate of a cache hierarchy with RR bounds that with FIFO.

**Theorem 2.** The hit rate of a discrete cache with FIFO is independent of a caching probability \( q \), where \( 0 < q \leq 1 \).

**Proof.** Define \( A_k \) as an array of \( C \) distinct items representing a cache state, where \( A_k = [a_1^{(k)}, \ldots, a_C^{(k)}] \) and \( a_i^{(k)} \) is the item at the \( i \)th position of a cache in state \( A_k \). Let \( M(A_k) \) be a set of items, when a cache is in state \( A_k \). Let \( \Phi \) be the state space of a Markov chain of the considering caching system. \( \Phi \) expands over all \( C \)-permutations of \( X \), where \( \Phi := \{A_1, A_2, \ldots, A_{\binom{X}{C}}\} \). The stationary distribution of the state of \( \Phi \) can be computed based on the following lemma.
Figure 5.3: State transition probability in the Markov chain of a discrete cache whose cache management is a combination of Prob(q) and FIFO.

Lemma 3. Given a caching probability \( q \), the stationary distribution of state \( A_k \) can be expressed by

\[
\pi(A_k) = \frac{\prod_{i=1}^{C} p(a_i^{(k)})}{\sum_{A_l \in \Phi} \prod_{j=1}^{C} p(a_j^{(l)})}.
\] (5.11)

Proof. \( \pi \) in (5.11) is a probability distribution as \( \pi(A_k) \geq 0 \) for all \( A_k \in \Phi \) and \( \sum_{k=1}^{\Phi} A_k = 1 \). We next show that \( \pi(A_k) \) is the stationary distribution of a cache state \( A_k \) in \( \Phi \). Define \( S'(A_k) \) as a set of the cache states, where item \( a_1^{(k)} \) is not in a cache, items \( a_2^{(k)}, \ldots, a_C^{(k)} \) are at the 1st, \ldots, (\( C-1 \))th positions of a cache, and item \( e \) is at the \( C \)th position of a cache, where \( e \in X \setminus M(A_k) \). In other words, \( S'(A_k) = \{ A_{k'} \in \Phi | A_{k'} = [a_2^{(k)}, \ldots, a_C^{(k)}, e], e \in X \setminus M(A_k) \} \).

Consider the state transition probability of a Markov chain in Figure 5.3. Either state \( A_k \) or \( A_{k'} \in S'(A_k) \) transits to state \( A_k \). A transition probability from state \( A_k \) to itself is equal to the probability of either one of the two following events. First, it is equal to the probability that any item in \( A_k \) is requested. Second, it is equal to the probability that a request of the item that is not in \( A_k \) arrives at the cache (a cache miss occurs) but the cache decides not to cache the corresponding item. This probability is equal to

\[
\sum_{i=1}^{C} p(a_i^{(k)}) + (1-q) \sum_{e \in X \setminus M(A_k)} p(e).
\]

The transition probability from state \( A_{k'} \in S'(A_k) \) to state \( A_k \) is equal to the probability that a request of item \( a_1^{(k)} \) arrives at a cache and a cache decides to cache the corresponding item. This probability is equal to

\[
q \times p(a_1^{(k)}).
\]

With the above transition probabilities, the stationary distribution of \( \pi(A_k) \) can be
expressed as
\[ \pi(A_k) = \left( \sum_{i=1}^{C} p(a_i^{(k)}) + (1 - q) \sum_{e \in X \setminus M(A_k)} p(e) \right) \pi(A_k) \]
\[ + q \times p(a_1^{(k)}) \left( \sum_{A_{k'} \in S'(A_k)} \pi(A_{k'}) \right) \]
\[ = \left( 1 - q \sum_{e \in X \setminus M(A_k)} p(e) \right) \pi(A_k) \]
\[ + q \times p(a_1^{(k)}) \left( \sum_{A_{k'} \in S'(A_k)} \pi(A_{k'}) \right). \] (5.12)
\[ \pi \text{ in the lemma statement is the stationary distribution of state in } \Phi \text{ if and only if it satisfies (5.12). We prove this lemma by substituting } \pi(A_k) \text{ with the term on the right side of (5.11). Then, we obtain} \]
\[ \prod_{i=1}^{C} p(a_i^{(k)}) = \left( 1 - q \sum_{e \in X \setminus M(A_k)} p(e) \right) \left( \prod_{i=1}^{C} p(a_i^{(k)}) \right) \]
\[ + q \times p(a_1^{(k)}) \sum_{A_{k'} \in S'(A_k)} \left( \prod_{j=1}^{C} p(a_j^{(k)}) \right) \]
\[ = \left( 1 - q \sum_{e \in X \setminus M(A_k)} p(e) \right) \left( \prod_{i=1}^{C} p(a_i^{(k)}) \right) \]
\[ + q \times p(a_1^{(k)}) \sum_{e \in X \setminus M(A_k)} \left( \prod_{i=2}^{C} p(a_i^{(k)}) \right) p(e) \]
\[ = \prod_{i=1}^{C} p(a_i^{(k)}) - q \sum_{e \in X \setminus M(A_k)} p(e) \left( \prod_{i=1}^{C} p(a_i^{(k)}) \right) \]
\[ + q \sum_{e \in X \setminus M(A_k)} p(e) \left( \prod_{i=1}^{C} p(a_i^{(k)}) \right) \]
\[ = \prod_{i=1}^{C} p(a_i^{(k)}). \]
\[ \therefore \pi(A_k) \text{ in the lemma statement is the stationary distribution of cache state } A_k. \]

Define \( \beta(a) \subseteq \Phi \) as a set of the cache states containing item \( a \), where \( \beta(a) = \{ A_k \mid M(A_k) \ni a \} \). Based on Lemma 3, the hit rate of a discrete cache with a combi-
nation of Prob(q) and FIFO can be expressed by

\[ R_{FIFO} = \sum_{a \in X} p(a) \sum_{A_k \in \beta(a)} \pi(A_k) \]
\[ = \sum_{a \in X} p(a) \sum_{A_k \in \beta(a)} \frac{\prod_{i=1}^{C} p(a_k^i)}{\sum_{A_i \in \Phi} \prod_{j=1}^{C} p(a_j^i)}. \]  
(5.13)

Therefore, the hit rate is independent of a caching probability. \( \blacksquare \)

We can observe from Lemma 3 that the stationary distribution of state \( A_m \) is equal to that of \( A_n \), if \( M(A_m) = M(A_n) \). With Lemma 1 and Lemma 3, we set up a theorem as follows.

**Theorem 3.** The hit rate of a discrete cache with a combination of Prob(q) and RR is equal to that with a combination of Prob(q) and FIFO, regardless of a caching probability q. In other words, \( R_{RR} = R_{FIFO} \), for \( 0 < q \leq 1 \).

**Proof.** Consider that \( X \) is the set of all items, \( \Gamma \) is a set of the subsets of \( X \) with the size of \( C \), and \( \gamma(a) \) is a set of such subsets that contain item \( a \), where \( \gamma(a) \subset \Gamma \). Define \( P_A \) as a set that contains \( C! \) permutations of \( A \), where \( A \in \Gamma \). The hit rate of a discrete cache with a combination of Prob(q) and FIFO can be written as

\[ R_{FIFO} = \sum_{a \in X} p(a) \sum_{\gamma(a) \subset \Gamma} \sum_{A_k \in P_A} \pi(A_k). \]  
(5.14)

Since \( A_m, A_n \in P_A \), \( \pi(A_m) = \pi(A_n) \). Moreover, \( \prod_{i=1}^{C} p(a_i^k) = \prod_{a_i \in M(A_k)} p(a_i) \). Therefore, we obtain

\[ \sum_{A_k \in P_A} \pi(A_k) = \frac{(C!) \pi(A_k)}{\sum_{\gamma(a) \subset \Gamma} \prod_{a_i \in M(A_k)} p(a_i)} \]
\[ = \frac{(C!) \prod_{a_i \in M(A_k)} p(a_i)}{\sum_{A_i \in \Gamma} \left( \prod_{a_i \in A_k} p(a_i) \right)}. \]

Finally, (5.14) can be rewritten as

\[ R_{FIFO} = \sum_{a \in X} p(a) \sum_{\gamma(a) \subset \Gamma} \frac{\prod_{a_i \in A_k} p(a_i)}{\sum_{A_i \in \Gamma} \prod_{a_j \in \Phi} p(a_j)^i}. \]  
(5.15)

which is equal to \( R_{RR} \) in (5.5) for \( 0 < q \leq 1 \). \( \blacksquare \)

Next, let us consider another property of Prob(q) when it is used with FIFO by a cache hierarchy. Consider a network in Figure 5.2 which establishes a cache hierarchy.
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The server, requester, and routers in the network are configured as in the previous section except that the cache replacement policy of each router is FIFO.

**Proposition 2.** The hit rate of the cache hierarchy with a combination of \( \text{Prob}(q) \) and FIFO varies inversely with a caching probability \( q \).

**Proof.** Let \( B \) denote a state of a Markov chain of this cache hierarchy, where \( B := [A_{(1)}, A_{(2)}] \) and \( A_{(i)} \) is a cache state of router \( R_i \) for \( i \in \{1, 2\} \). Define \( \Lambda \) as the state space of this Markov chain. We shall demonstrate that \( \Lambda \) is non-ergodic. Specifically, \( \Lambda \) consists of four disjoint ergodic sets: \( \Lambda_{i,j} = \{[A_{(1)}, A_{(2)}] | A_{(1)} \in \Phi_i, A_{(2)} \in \Phi_j \} \) for \( i, j \in \{1, 2\} \), where \( \Phi_1 = \{[a_1, a_2], [a_2, a_3], [a_3, a_1]\} \) and \( \Phi_2 = \{[a_2, a_1], [a_1, a_3], [a_3, a_2]\} \).

Define \( B_0 \) as the initial-state of the cache hierarchy. The steady-state of this Markov chain depends on \( B_0 \) since a state cannot transit to the states outside its own ergodic set. Let us consider the following example. Suppose that \( B_0 = [[a_1, a_2], [a_1, a_2]] \) and \( B_i = [[a_1, a_2], [a_2, a_1]] \). There are no requests that change \( B_0 \) to \( B_i \). In other words, \( [a_1, a_2] \) will never transit to \( [a_2, a_1] \).

For simplicity, we refer to \( p(a_i) \) as \( p_i \) for \( i \in \{1, 2, 3\} \), and let \( p_{\text{all}} := p_1p_2 + p_1p_3 + p_2p_3 \). Moreover, let \( a_1, a_2, \) and \( a_3 \) be distinct elements in \( X \).

**Lemma 4.** Given \( B_0 \in \Lambda_{i,i} \), for \( i \in \{1, 2\} \), \( \pi(B) = 0 \) if \( B \notin \Lambda_{i,i} \). Otherwise,

\[
\pi([[a_1, a_2], [a_1, a_2]]) = \frac{p_1p_2}{(4 - 3q)p_{\text{all}}}, \tag{5.16}
\]

\[
\pi([[a_1, a_2], [a_3, a_1]]) = \frac{(2 - 2q)p_1p_2}{(4 - 3q)p_{\text{all}}}, \tag{5.17}
\]

\[
\pi([[a_1, a_2], [a_2, a_3]]) = \frac{(1 - q)p_1p_2}{(4 - 3q)p_{\text{all}}}. \tag{5.18}
\]

where \( a_1, a_2, a_3 \in X \).

**Proof.** \( \pi \) in the lemma statement is a probability distribution as \( \pi(B) \geq 0 \) for all \( B \in \Lambda_{i,i} \), and \( \sum_{B \in \Lambda_{i,i}} \pi(B) = 1 \).

Let \( A_1 := [a_1, a_2], A_2 := [a_3, a_1], \) and \( A_3 := [a_2, a_3] \), where \( a_1, a_2, a_3 \in X \). The
stationary distribution of state in Λ_{i,i} for i ∈ \{1, 2\} can be expressed by

\begin{align}
\pi([A_1, A_1]) &= (p_1 + p_2 + (1 - q)^2 p_3) \pi([A_1, A_1]) \\
&\quad + q p_1 \pi([A_3, A_1]) + q^2 p_1 \pi([A_3, A_3]), \\
(5.19) \\
\pi([A_1, A_2]) &= (p_1 + p_2 + (1 - q) p_3) \pi([A_1, A_2]) \\
&\quad + (1 - q) q p_3 \pi([A_1, A_1]) \\
&\quad + q \times p_1 \pi([A_3, A_2]), \\
(5.20) \\
\pi([A_1, A_3]) &= (p_1 + p_2 + (1 - q) p_3) \pi([A_1, A_3]) \\
&\quad + q(1 - q) \times p_1 \pi([A_3, A_3]). \\
(5.21)
\end{align}

\[\pi\] in the lemma statement is the stationary distribution of state in Λ_{i,i} for i ∈ \{1, 2\} if and only if it satisfies (5.19), (5.20), and (5.21). We prove the lemma by substituting \[\pi\] in (5.19), (5.20), and (5.21) with the terms on the right side of (5.16), (5.17), and (5.18). We then follow the same steps used to proof Lemma 2 to complete this proof.

**Lemma 5.** Given \(B_0 \in \Lambda_{i,j}\), where \(i \neq j\) for \(i, j \in \{1, 2\}\), \(\pi(B) = 0\), if \(B \notin \Lambda_{i,j}\). Otherwise,

\begin{align}
\pi([[a_1, a_2], [a_2, a_1]]) &= \frac{p_1 p_2}{(5 - 3q)p_{all}}, \\
(5.22) \\
\pi([[a_1, a_2], [a_3, a_2]]) &= \frac{(2 - 2q)p_1 p_2}{(5 - 3q)p_{all}}, \\
(5.23) \\
\pi([[a_1, a_2], [a_1, a_3]]) &= \frac{(2 - q)p_1 p_2}{(5 - 3q)p_{all}}, \\
(5.24)
\end{align}

where \(a_1, a_2, a_3 \in X\).

**Proof.** It can be shown that \(\pi\) is the stationary distribution of state in \(\Lambda_{i,j}\), where \(i \neq j\) for \(i, j \in \{1, 2\}\). The stationary distribution of state in \(\Lambda_{i,j}\), where \(i \neq j\) for \(i, j \in \{1, 2\}\),
can be expressed by
\[
\pi([[a_1, a_2], [a_2, a_1]]) = (p_1 + p_2 + (1 - q)^2 p_3) \pi([[a_1, a_2], [a_2, a_1]]) + q p_1 \pi([[a_2, a_3], [a_2, a_1]])
\]
(5.25)

\[
\pi([[a_1, a_2], [a_3, a_2]]) = (p_1 + p_2 + (1 - q) p_3) \pi([[a_1, a_2], [a_3, a_2]]) + (1 - q) q p_3 \pi([[a_1, a_2], [a_2, a_1]]) + q (1 - q) p_1 \pi([[a_2, a_3], [a_3, a_2]])
\]
(5.26)

\[
\pi([[a_1, a_2], [a_1, a_3]]) = (p_1 + p_2 + (1 - q) p_3) \pi([[a_1, a_2], [a_1, a_3]]) + q^2 p_1 \pi([[a_2, a_3], [a_3, a_2]]) + q p_1 \pi([[a_2, a_3], [a_1, a_3]])
\]
(5.27)

where \( a_1, a_2, a_3 \in X \).

We adopt the same approach used to prove Lemma 4 to complete this proof.

Next, with Lemma 4 and Lemma 5, we compute the hit rate of the considering cache hierarchy. Define \( \mu_{i,j} \) as a probability that the initial-state of the cache hierarchy, denoted by \( B_0 \), is in \( \Lambda_{i,j} \), where \( 0 \leq \mu_{i,j} \leq 1 \) for all \( i, j \in \{1, 2\} \) and \( \sum_{i,j} \mu_{i,j} = 1 \). The hit rate of the cache hierarchy can be computed as

\[
R_{FIFO}^H = 1 - \mu_{1,1} \sum_{[a_1, a_2] \in \Phi_1} p_3 \pi([[a_1, a_2], [a_1, a_2]]) - \mu_{2,2} \sum_{[a_2, a_1] \in \Phi_2} p_3 \pi([[a_2, a_1], [a_2, a_1]]) - \mu_{1,2} \sum_{[a_1, a_2] \in \Phi_1} p_3 \pi([[a_1, a_2], [a_2, a_1]]) - \mu_{2,1} \sum_{[a_2, a_1] \in \Phi_2} p_3 \pi([[a_2, a_1], [a_1, a_2]])
\]

\[
= 1 - (\mu_{1,1} + \mu_{2,2}) \frac{3p_1p_2p_3}{(4 - 3q) p_{all}} - (\mu_{1,2} + \mu_{2,1}) \frac{3p_1p_2p_3}{(5 - 3q) p_{all}}
\]
(5.28)

We next establish the relation between the performance of a cache hierarchy with FIFO and that with RR under a caching probability \( q \).

**Corollary 1.** A hit rate of a cache hierarchy with a combination of Prob\((q)\) and FIFO is not greater than that with a combination of Prob\((q)\) and RR, where \( 0 < q \leq 1 \).
Figure 5.4: State transition probability in the Markov chain of a discrete cache whose cache management is a combination of \( \text{Prob}(q) \) and LRU.

Proof. Consider (5.28). For all \( 0 \leq q \leq 1 \),

\[
\frac{3p_1p_2p_3}{(4-3q)p_{\text{all}}} \geq \frac{3p_1p_2p_3}{(5-3q)p_{\text{all}}}.
\]

Because \( \sum_{i,j} \mu_{i,j} = 1 \), we finally obtain

\[
(1 - \frac{3p_1p_2p_3}{(4-3q)p_{\text{all}}}) \leq R_{\text{FIFO}}^H \leq (1 - \frac{3p_1p_2p_3}{(5-3q)p_{\text{all}}}) = R_{\text{RR}}^H.
\]

\( \square \)

Based on Corollary 1, hit rate of the cache hierarchy with RR bounds that with FIFO for all caching probability \( q \).

5.5 Performance Analysis of Probabilistic Caching Scheme and Least Recently Used Policy

In this section, we investigate the performance of a caching system with a combination of \( \text{Prob}(q) \) and LRU. In addition to the insertion and eviction operations of FIFO, LRU has a move-to-front operation, where once an item currently in a cache is requested, it is moved to the first position of the cache.

Let us begin with hit rate of a discrete cache with LRU for a caching probability \( q \). Figure 5.4 demonstrates a transition probability from other states to state \( \mathbf{A}_k \) in a Markov chain of a discrete cache with a combination of \( \text{Prob}(q) \) and LRU. Define \( S''(\mathbf{A}_k) \) as a set of the cache states that store the same items as \( \mathbf{A}_k \). These items are in particularly different order such that \( S''(\mathbf{A}_k) = \{ \mathbf{A}_{k''} \in \Phi | \mathbf{A}_{k''} = [a_2^{(k)}, \ldots, a_m^{(k)}, a_1^{(k)}, a_{m+1}, \ldots, a_C^{(k)}] \}, \) where \( 2 \leq m \leq C \).
Three states transiting to state $A_k$ consists of $A_k, A_{k'} \in S'(A_k),$ and $A_{k''} \in S''(A_k).$

The state transition probability from $A_k$ to itself is a probability of either one of the two events. First, it is an event that item $a_1^{(k)}$ is requested. Second, it is an event that a request of an item not in $A_k$ arrives at the cache (a cache miss occurs) but the cache decides not to cache the corresponding item. This probability can be computed as

$$p(a_1) + (1 - q) \sum_{e \in X \setminus M(A_k)} p(e).$$

The state transition probability from state $A_{k'} \in S'(A_k)$ to $A_k$ is also dependent on a caching probability $q$. Because $a_1^{(k)}$ is not in $A_{k'}$, the state transition probability is thus equal to the probability that a request of item $a_1^{(k)}$ arrives at a cache (which causes a cache miss) and a cache decides to store the item that comes in and corresponds to the request. This probability can be computed as

$$q \times p(a_1^{(k)}).$$

In contrast, the state transition probability from state $A_{k''} \in S''(A_k)$ to $A_k$ remains unchanged since the move-to-front operation is independent of caching probability $q$. This probability is equal to $p(a_1^{(k)}).$

Based on the state transition probability, the stationary distribution of cache state $\pi(A_k)$ can be expressed by

$$\pi(A_k) = \left( p(a_1^{(k)}) + (1 - q) \sum_{e \in X \setminus M(A)} p(e) \right) \pi(A_k)$$

$$+ q \times p(a_1^{(k)}) \left( \sum_{A_{k'} \in S'(A_k)} \pi(A_{k'}) \right)$$

$$+ p(a_1^{(k)}) \left( \sum_{A_{k''} \in S''(A_k)} \pi(A_{k''}) \right).$$

(5.29)

We solve (5.29) for $\pi(A_k)$ for all $A_k \in \Phi$. Then, the hit rate of a caching system can be computed as

$$R_{LRU} = \sum_{a \in X} p(a) \sum_{A_k \in \beta(a)} \pi(A_k).$$

(5.30)

Next, we investigate the behavior of $Prob(q)$ when it is used with LRU by a cache hierarchy. Let us consider the network shown in Figure 5.2. The cache of each router in the network is controlled by LRU, whereas the other configurations are the same as
Section 5.4. Unlike a cache hierarchy with FIFO, the one with LRU is ergodic, i.e., different initial states all give the same steady-state of the cache hierarchy. The stationary distribution of each state in the Markov chain of the cache hierarchy with LRU can be expressed by

\[
\pi([a_1, a_2], [a_1, a_2]) = (p(a_1) + (1 - q)^2p(a_3)) \pi([a_1, a_2], [a_1, a_2]) \\
+ qp(a_1)\pi([a_2, a_3], [a_1, a_2]) + qp(a_1)\pi([a_2, a_3], [a_2, a_1]) \\
+ q^2p(a_1)\pi([a_2, a_3], [a_2, a_3]) \\
+ p(a_1)\pi([a_2, a_1], [a_1, a_2]) \tag{5.31}
\]

\[
\pi([a_1, a_2], [a_3, a_1]) = (p(a_1) + (1 - q)p(a_3)) \pi([a_1, a_2], [a_3, a_1]) \\
+ (1 - q)qp(a_3)\pi([a_1, a_2], [a_1, a_2]) \\
+ (1 - q)p(a_3)\pi([a_1, a_2], [a_1, a_3]) \\
+ p(a_1)\pi([a_2, a_1], [a_3, a_1]) \tag{5.32}
\]

\[
\pi([a_1, a_2], [a_2, a_3]) = p(a_1)\pi([a_1, a_2], [a_2, a_3]) \\
+ q(1 - q)p(a_1)\pi([a_2, a_3], [a_2, a_3]) \\
+ p(a_1)\pi([a_2, a_1], [a_2, a_3]) \tag{5.33}
\]

\[
\pi([a_1, a_2], [a_2, a_1]) = (p(a_1) + (1 - q)^2p(a_3)) \pi([a_1, a_2], [a_2, a_1]) \\
+ p(a_1)\pi([a_2, a_1], [a_2, a_1]) \tag{5.34}
\]

\[
\pi([a_1, a_2], [a_3, a_2]) = (p(a_1) + (1 - q)p(a_3)) \pi([a_1, a_2], [a_3, a_2]) \\
+ (1 - q)p(a_3)\pi([a_1, a_2], [a_3, a_2]) \\
+ (1 - q)qp(a_3)\pi([a_1, a_2], [a_2, a_1]) \\
+ q(1 - q)p(a_1)\pi([a_2, a_3], [a_3, a_2]) \\
+ p(a_1)\pi([a_2, a_1], [a_3, a_2]) \tag{5.35}
\]

\[
\pi([a_1, a_2], [a_1, a_3]) = p(a_1)\pi([a_1, a_2], [a_1, a_3]) + qp(a_1)\pi([a_2, a_3], [a_3, a_1]) \\
+ q^2p(a_1)\pi([a_2, a_3], [a_3, a_2]) \\
+ qp(a_1)\pi([a_2, a_3], [a_1, a_3]) \\
+ p(a_1)\pi([a_2, a_1], [a_1, a_3]) \tag{5.36}
\]
Figure 5.5: Hit rate versus item population for the discrete cache controlled by RR.

where $a_1, a_2, a_3 \in X$.

The stationary distribution of each state of the Markov chain is obtained by solving a system of linear equations that consists of (5.31), (5.32), (5.33), (5.34), (5.35), and (5.36). Then, the hit rate of the considering cache hierarchy can be computed as

$$R_{LRU}^H = 1 - \sum_{[a_1, a_2] \in \Phi} p(a_3) (\pi([a_1, a_2], [a_1, a_2])) + \pi(([a_1, a_2], [a_2, a_1])).$$

(5.37)

### 5.6 Experimental Results

#### 5.6.1 Model Validation and Insights

We begin the experiment with a discrete cache. A caching probability $q$ is selected from a set $\{1.0, 0.1, 0.01\}$. Item population ranges from 5 to 30, where all items has the same size. A cache can store at most four items. We assume the access profile of requests follows the Zipf’s law as in [15, 98]. Specifically, the probability of requesting item $e_i$ is denoted by $p(e_i)$, where $p(e_i) = i^{-\alpha} \left( \sum_{j=1}^{\lvert X \rvert} j^{-\alpha} \right)^{-1}$, $e_i$ denotes the item at the $i^{th}$ rank of the item cardinality sorted by the item popularity in descending order, and $\alpha \in \{0.6, 1.0, 1.4, 1.8\}$.

Note that our analytical model is applicable to any probability distribution of the access profile. We assume a constant rate of request generation, negligible delay, and abundant link bandwidth to suppress the impacts of link delay, request aggregation, and packet drop. We ignore the transient state and collect only the results in the steady-state of the caches. The simulation results are reported with 95% confidence interval.
Figures 5.6 and 5.7 show the hit rate versus the item population in a discrete cache whose cache replacement policy is RR, FIFO, and LRU, respectively. The numerical results from our analytical model are identical to that from simulations. The hit rate provided by RR is identical to that by FIFO and does not vary with a caching probability. In other words, \( \text{Prob}(q) \) does not have any impact to a discrete cache controlled by either RR or FIFO. In contrast, the hit rate varies inversely with a caching probability when a cache is controlled by LRU. The increment of the hit rate can be observed when a caching probability \( q \) decreases. The hit rate yielded by a combination of \( \text{Prob}(q) \) and LRU is higher than that of RR and FIFO. We can see that the combination of \( \text{Prob}(q) \) and LRU
is an effective cache management for a discrete cache.

We next evaluate the accuracy of our analytical model of a cache hierarchy shown in Figure 5.2. Figure 5.8 shows the miss rate of the cache hierarchy when $\alpha = 1.0$. The numerical results from our model are identical to the simulation results both with RR and with LRU. We observe that the miss rate decreases when a caching probability is reduced for all cache replacement policies. The miss rate yielded by RR is lower than that by FIFO for all caching probabilities. The performance of FIFO approaches that of RR when a caching probability decreases. Moreover, RR yields lower miss rate than LRU when a caching probability is greater than 0.6. However, LRU provides lower miss rate than RR and FIFO when a caching probability approaches zero, thus becoming a more effective cache management scheme for a cache hierarchy.

### 5.6.2 Experiments with Real Internet Topologies

To validate the properties of $\text{Prob}(q)$ in more realistic networks, we run computer simulations on three academic Internet topologies: SINET4 [92], GÉANT [93], and Internet2 [94]. The topological properties of each network topology is summarized in Table 5.2.

<table>
<thead>
<tr>
<th>Network</th>
<th>#node</th>
<th>#edge</th>
<th>Average degree</th>
<th>Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td>SINET4</td>
<td>50</td>
<td>55</td>
<td>2.2</td>
<td>mesh+star</td>
</tr>
<tr>
<td>GÉANT</td>
<td>40</td>
<td>59</td>
<td>2.95</td>
<td>mesh</td>
</tr>
<tr>
<td>Internet2</td>
<td>10</td>
<td>14</td>
<td>2.8</td>
<td>mesh</td>
</tr>
</tbody>
</table>

We iterate ten simulations with the following configuration. Each network has 8,000

Figure 5.8: Miss rate of a cache network in Figure 5.2 versus a caching probability.

Table 5.2: Topological properties of the considered networks
content objects, which are evenly distributed to eight servers (none of them store the same content object). The servers are connected to randomly selected routers. The cache size of each router ranges from 1% to 10% of the total content objects. The content requesters are connected to all routers and generate 50 requests per second, whereas the content popularity follows the Zipf’s law with $\alpha = 1.0$. The delay and bandwidth of each link are set to be equal to 10 ms and 10 Gbps, respectively.

Figures 5.9, 5.10, and 5.11 show the server load versus the relative cache size of node in SINET4, GÉANT, and Internet2 topologies, respectively. Only the requests not satisfied by the in-network cache will reach the servers. The lower a server load, the higher
performance of the in-network cache. The results from three network topologies all agree with the conclusion obtained from our analytical model. The server load decreases when a caching probability is reduced for all cache replacement policies. The improvement is marginal both for RR and for FIFO. We observe that FIFO approaches RR when a caching probability decreases. In contrast, the improvement is significant for LRU. A combination of \( \text{Prob}(q) \) and LRU gives an effective cache management for content-centric networks. However, if a CCN router cannot afford LRU because of its computational power limit, RR is preferred to FIFO.

### 5.7 Conclusion

We propose a Markov chain-based analytical model to analyze the performance of a probabilistic caching scheme with various cache replacement policies in content-centric networks. Based on the analytical model, we investigate several important properties of the probabilistic caching scheme. We demonstrate that the performance of a discrete cache controlled by either RR or FIFO is independent of a caching probability but that with LRU increases when a caching probability is reduced. In contrast, a caching probability impacts the performance of cache networks whose replacement policy is either RR, FIFO, or LRU. We also show that the performance of a probabilistic caching scheme paired with FIFO is upper-bounded by RR. A combination of a probabilistic caching scheme and LRU gives
an effective cache management scheme for content-centric networks as its performance is better than that of the other considered options. Nevertheless, if a CCN router cannot afford LRU because of its computational power limitation, RR is preferred to FIFO as it has better performance in the context of cache networks.
Chapter 6

Content Importance-based Routing Using Cooperative Network Coding

This chapter presents a novel QoS-aware routing scheme for reliable unicast transmission in multi-hop wireless networks. Cooperative network coding is exploited with special care to improve the utilization of wireless channels while maintaining QoS requirements of layered data. Simulation results show the effectiveness of this routing scheme under various users’ demands and qualities of wireless links.

6.1 Introduction

In the second half of the dissertation, we focus on the data transmission in the edge area of the Internet. In a content retrieval path, contents are often delivered to end-users through the edge area of the Internet, where multi-hop wireless networks are increasingly becoming common. Links in multi-hop wireless networks are often unreliable and have limited capacity. In contrast, the quality of content at an end-user highly depends on the completeness and correctness of received data. Therefore, quality-of-service (QoS) is necessary for data transmission in multi-hop wireless networks.

In this chapter, we investigate a novel QoS-aware routing scheme for multi-hop wireless
networks. This routing scheme supports unicast transmission of layered data with QoS guarantee and improves channel utilization by applying CNC based on the local structure of the network. There are two main steps. In the first step, the scheme uses a linear optimization formulation to compute routes of all layered unicast flows. The constraints of this optimization problem, such as the transmission rate of each data layer and tolerable error rates in wireless transmissions, are derived to achieve QoS guarantee. In the second step, the proposed scheme decides whether or not CNC will be applied to different unicast flows at intermediate nodes to improve channel utilization. The decision criteria are determined by the local network structure and the corresponding QoS guarantee.

The rest of this chapter is organized as follows. The network model and assumptions made in this research are described in Section 6.2. The optimization formulation used to compute the optimal routing of layered data transmissions is derived in Section 6.3. A set of equations pertaining the reliability of CNC encoded flows is derived and the QoS-aware CNC decision is presented in Section 6.4. The performance of the proposed QoS-aware routing scheme is evaluated in Section 6.5 using numerical experiments under random network topologies and different traffic conditions. Concluding remarks are given in Section 6.6.

6.2 System Model and Problem Description

6.2.1 Network Model

We model a multi-hop wireless network as a directed graph $G(N, E)$, where $N$ and $E$ are the sets of nodes and bidirectional links in the network, respectively. There are several unicast sessions in the network. Each session is defined by a unique source-destination pair. Let $s$ and $d$ denote source and destination nodes of an arbitrary unicast session, respectively. Table 6.1 summarizes the notations used in this chapter.

The link conveying data from node $a$ to node $b$ is denoted by $(a, b)$. In general, a wireless link connecting any pair of nodes is bidirectional. However, we can represent a bidirectional link using two directed links having opposite flow directions. For example, a bidirectional link between node $a$ and node $b$ can be split to two links, namely $(a, b)$ and $(b, a)$, which may have different loss characteristics.
Table 6.1: Summary of notations for QoS-aware routing in multi-hop wireless networks

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G(N, E)$</td>
<td>directed graph that represents a multi-hop wireless network</td>
</tr>
<tr>
<td>$N$</td>
<td>set of nodes in the network</td>
</tr>
<tr>
<td>$E$</td>
<td>set of links in the network</td>
</tr>
<tr>
<td>$(a, b)$</td>
<td>link conveying data from node $a$ to node $b$</td>
</tr>
<tr>
<td>$t(l)$</td>
<td>transmitter node of link $l$</td>
</tr>
<tr>
<td>$r(l)$</td>
<td>receiver node of link $l$</td>
</tr>
<tr>
<td>$T_O(n)$</td>
<td>set of outgoing links of node $n$</td>
</tr>
<tr>
<td>$T_I(n)$</td>
<td>set of incoming links of node $n$</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>set of all pairs of source and destination nodes in the network</td>
</tr>
<tr>
<td>$(s, d)$</td>
<td>pair of source node $s$ and destination node $d$ of an arbitrary unicast session</td>
</tr>
<tr>
<td>$c_l$</td>
<td>normalized capacity of link $l$</td>
</tr>
<tr>
<td>$p_l$</td>
<td>probability of packet loss of link $l$</td>
</tr>
<tr>
<td>$M(s,d)_1$</td>
<td>number of the original layers of data transmitted by $(s, d)$</td>
</tr>
<tr>
<td>$L(s,d)_i$</td>
<td>$i^{th}$ layer of $(s, d)$</td>
</tr>
<tr>
<td>$t(s,d)$</td>
<td>set of layer indices of $(s, d)$, where $t(s,d) = {0, 1, 2, \ldots, M(s,d)-1}$</td>
</tr>
<tr>
<td>$M(s,d)$</td>
<td>number of sublayers of $(s, d)$, where $M(s,d) = \sum_{i \in t(s,d)} r(s,d)_i / t$</td>
</tr>
<tr>
<td>$L(s,d)_i$</td>
<td>the $i^{th}$ sublayer of $(s, d)$</td>
</tr>
<tr>
<td>$I_M$</td>
<td>set of sublayer indices, where $I_M = {0, 1, 2, \ldots, M-1}$</td>
</tr>
<tr>
<td>$P_i^{(s,d)}$</td>
<td>probability of a successful packet transmission for $L_i$ of $(s, d)$</td>
</tr>
<tr>
<td>$f_i^{(s,d)}$</td>
<td>0-1 variable that indicates whether or not link $l$ is used to transmit a packet of $L_i$ for $(s, d)$</td>
</tr>
<tr>
<td>$R_i^{(s,d)}$</td>
<td>set of links used to transmit packets of sublayer $L_i$ from source $s$ to destination $d$</td>
</tr>
<tr>
<td>$x_i^{(s,d)}$</td>
<td>0-1 variable that indicates whether or not packets of sublayer $L_i$ are transmitted from source $s$ to destination $d$</td>
</tr>
<tr>
<td>$\kappa_i^{(s,d)}$</td>
<td>information value of $L_i^{(s,d)}$, used to prioritize data sublayers</td>
</tr>
<tr>
<td>$q_i^{(s,d)}$</td>
<td>QoS requirement of sublayer $L_i^{(s,d)}$</td>
</tr>
<tr>
<td>$J$</td>
<td>set of indices for all independent sets</td>
</tr>
<tr>
<td>$Z_j$</td>
<td>set of parameters indicating the links that can be activated at the same time according to the $j^{th}$ independent set</td>
</tr>
<tr>
<td>$z_l^j$</td>
<td>variable that indicates whether or not link $l$ can be activated in the $j^{th}$ independent set</td>
</tr>
<tr>
<td>$a_j$</td>
<td>activation time fraction of the $j^{th}$ independent set in each time slot</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>tuning parameter of the alternative objective function, where $0 &lt; \gamma &lt; 1$</td>
</tr>
</tbody>
</table>

Alternatively, for link $l \in E$, let $t(l)$ and $r(l)$ be the transmitter and receiver nodes of link $l$, respectively. For each node $n \in N$, let $T_O(n) = \{l \in E|n = t(l)\}$ and $T_I(n) = \{l \in E|n = r(l)\}$ be the sets of outgoing and incoming links of node $n$, respectively. Let $\Gamma$ be the set of all source and destination pairs in the network. In other words, $(s, d) \in \Gamma$ denotes a unicast session.

Each link has a normalized positive integral capacity or transmission rate denoted by
A normalized unit capacity can be translated into bits per second. The probability of a packet loss of link \( l \) is denoted by \( p_l \), where \( 0 \leq p_l \leq 1 \). To obtain \( p_l \), each node periodically broadcasts probes containing the number of received probes from each neighboring node. The number of received probes is calculated at the last T time interval in a sliding-window basis. Then, each node computes the \( p_l \) by using the delivery ratio of the probes sent on the forward and reverse directions. This approach is also used to obtain expected transmission count (ETX), which is a basic routing metric in wireless mesh networks [23]. There are also other techniques in literature that mentioned how to measure the packet loss rate [101, 102].

Each \((s, d) \in \Gamma\) transmits \( M^{(s,d)} \) original layers of data, where \( L^{(s,d)}_i \) is the \( i \)th layer with transmission rate \( r^{(s,d)}_i \). Let the set of layer indices of each \((s, d)\) be \( I^{(s,d)}_M \), where

\[
I^{(s,d)}_M = \{0, 1, 2, \ldots, M^{(s,d)} - 1\}.
\]

To generalize the layered scheme, we decompose each original layer \( L^{(s,d)}_i \) into several sublayers with the same transmission rate based on \( r^{(s,d)}_i \). Let \( \bar{t} \) be equal to one normalized unit. Then, \((s, d)\) has \( M^{(s,d)} \) sublayers, where

\[
M^{(s,d)} = \sum_{\tau \in I^{(s,d)}_M} r^{(s,d)}_\tau \bar{t}.
\]

Let \( M \) represent the maximum number of sublayers that a source sends to a destination in the network, \( i.e., \)

\[
M = \max_{(s, d) \in \Gamma} (M^{(s,d)}).
\]

Therefore, each \((s, d)\) has up to \( M \) sublayers, where \( L^{(s,d)}_i \) is the \( i \)th sublayer with the same common transmission rate \( \bar{t} \), so that network coding can be applied across heterogeneous unicast sessions. Let the set of sublayer indices for all \((s, d)\) be \( I_M \), where

\[
I_M = \{0, 1, 2, \ldots, M - 1\}.
\]

### 6.2.2 QoS Guarantee

**Definition 1:** The QoS guarantee for \((s, d) \in \Gamma\) and \( i \in I_M \) is a lower bound of the probability that source \( s \) can transmit a packet of sublayer \( L^{(s,d)}_i \) to destination \( d \) successfully.

The probability of a successful packet transmission for \( L^{(s,d)}_i \), called the reliability and
denoted by $P_{i}^{(s,d)}$, can be expressed as

$$P_{i}^{(s,d)} = \prod_{l \in E} (1 - p_l)^{f_{l,i}^{(s,d)}},$$

(6.1)

where $f_{l,i}^{(s,d)}$ indicates whether or not link $l \in E$ is used to transmit a packet of $L_{i}^{(s,d)}$. If it is used, $f_{l,i}^{(s,d)} = 1$. Otherwise, $f_{l,i}^{(s,d)} = 0$.

### 6.3 Optimal Path Selection for Layered Unicast

In this section, we describe a method for selecting an optimal set of paths to transmit layered data for all unicast sessions. The selection is constrained by the QoS guarantee of each data layer and by wireless link scheduling. The definition of an optimal set of paths is given below.

**Definition 2:** A path for $(s, d) \in \Gamma$ and $i \in I_M$ is a set of links, denoted by $R_{i}^{(s,d)}$, used to transmit packets of sublayer $L_{i}^{(s,d)}$. An optimal set of paths is such that $R_{i}^{(s,d)}$, $(s, d) \in \Gamma$, $i \in I_M$, maximize the objective function under a set of constraints.

We discuss the objective function as well as the set of constraints in the following subsections.

#### 6.3.1 Objective Function

Let $x_{i}^{(s,d)}$ be the variable indicating whether or not packets of sublayer $L_{i}^{(s,d)}$ are transmitted with QoS guarantee. If the sublayer is transmitted with QoS guarantee, $x_{i}^{(s,d)} = 1$. Otherwise, $x_{i}^{(s,d)} = 0$. Moreover, to prioritize data sublayers, we define the information value of each sublayer as $\kappa_{i}^{(s,d)}$, where $\kappa_{i}^{(s,d)} \geq \kappa_{j}^{(s,d)}$, when $i < j$. This means that, the lower a data sublayer, the higher its priority. The throughput of sublayer $L_{i}^{(s,d)}$ is the product of the reliability $P_{i}^{(s,d)}$ and normalized transmission rate $\overline{t}$.

One of our objectives is to maximize the total throughput while taking the reliability into account. The information value of the sublayer $L_{i}^{(s,d)}$, $\kappa_{i}^{(s,d)}$, is used to provide priorities among different sublayers. Sublayers from the same original layer will have the same information value. Specifically, $\kappa_{i}^{(s,d)} = M - \overline{t}$, where the sublayer $L_{i}^{(s,d)}$ is from the $\overline{t}$th layer. Consequently, $\kappa_{i}^{(s,d)} = \kappa_{j}^{(s,d)}$ if both $L_{i}^{(s,d)}$ and $L_{j}^{(s,d)}$ are from the same original layer. The concept of information value is demonstrated in Figure 6.1.
Furthermore, we attempt to reduce the channel use by minimizing the path length for each $R_{i}^{(s,d)}$ since a shorter path can result in a smaller number of transmissions used for each flow, leading to more efficient channel utilization and shorter delay in wireless networks. Based on the above discussion, we first select the following objective function:

$$\sum_{(s,d) \in \Gamma} \sum_{i \in I_{M}} \kappa_{i}^{(s,d)} x_{i}^{(s,d)} \log (P_{i}^{(s,d)} \tau).$$  \hfill (6.2)$$

We use the logarithmic throughput in (6.2) since a sum of logarithmic utility functions ensures proportional fairness. To avoid nonlinear optimization which demands higher computational complexity, we can maximize the following equivalent function

$$\sum_{(s,d) \in \Gamma} \sum_{i \in I_{M}} \kappa_{i}^{(s,d)} \{ \log P_{i}^{(s,d)} + x_{i}^{(s,d)} \log \tau \},$$  \hfill (6.3)$$

which can be solved by linear optimization. The equivalence between these two objective functions is stated and proved as Theorem 1. The objective function in (6.3) can be rewritten as

$$\sum_{(s,d) \in \Gamma} \sum_{i \in I_{M}} \kappa_{i}^{(s,d)} \{ \log \prod_{l \in E} (1 - p_{l}) f_{l,i}^{(s,d)} + x_{i}^{(s,d)} \log \tau \}.  \hfill (6.4)$$$$

Thus, our objective function takes the following final form:

$$\sum_{(s,d) \in \Gamma} \sum_{i \in I_{M}} \kappa_{i}^{(s,d)} \{ \sum_{l \in E} \overline{p}_{l} f_{l,i}^{(s,d)} + x_{i}^{(s,d)} \log \tau \},$$  \hfill (6.5)$$

where $\overline{p}_{l} = \log (1 - p_{l})$.

Relevant properties based on the objective function in (6.5) are summarized in Theorem 1.

**Theorem 4.** The objective function in (6.5) has the following properties.
1. Maximizing the objective function

\[
\sum_{(s,d) \in \Gamma} \sum_{i \in I_M} \kappa_i^{(s,d)} \{ \log P_i^{(s,d)} + x_i^{(s,d)} \log T \}
\]  

is equivalent to maximizing the objective function

\[
\sum_{(s,d) \in \Gamma} \sum_{i \in I_M} \kappa_i^{(s,d)} x_i^{(s,d)} \log (P_i^{(s,d)} T).
\]  

2. In an optimal set of paths for each unicast session, for any two paths in this set, a path having a higher reliability transmits packets of either the same or higher information value.

3. Given a lossy network, the objective function yields a set of paths that has the minimum number of channel uses in the case of equal link loss probabilities.

Proof. We prove each property of the objective function in (6.5) as follows.

1. Consider the nonlinear term in (6.7) of the form

\[
x_i^{(s,d)} \log (P_i^{(s,d)} T).
\]  

We can rewrite it as

\[
x_i^{(s,d)} \log (P_i^{(s,d)} T) = x_i^{(s,d)} \log P_i^{(s,d)} + x_i^{(s,d)} \log T.
\]  

The term \(x_i^{(s,d)} \log P_i^{(s,d)}\) can be replaced with \(\log P_i^{(s,d)}\) since \(\log P_i^{(s,d)} = 0\) when \(x_i^{(s,d)} = 0\). More specifically, when \(x_i^{(s,d)} = 0\), \(f_i^{(s,d)} = 0\) for all links in \(R_i^{(s,d)}\). Since \(P_i^{(s,d)} = \prod_{l \in R_i^{(s,d)}} (1 - p_l)^{f_i^{(s,d)}}\), \(P_i^{(s,d)} = 1\) and \(\log P_i^{(s,d)} = 0\). Thus, the objective function can be written as

\[
\sum_{(s,d) \in \Gamma} \sum_{i \in I_M} \kappa_i^{(s,d)} \{ \log P_i^{(s,d)} + x_i^{(s,d)} \log T \}.
\]

2. Consider an optimal solution with the optimal cost denoted by \(C_m\). Suppose that \(x_i^{(s,d)} = x_j^{(s,d)} = 1\) and \(P_i^{(s,d)} > P_j^{(s,d)}\), but that \(\kappa_i^{(s,d)} < \kappa_j^{(s,d)}\). Then, consider an alternative solution whose cost is \(C'_m\) and is obtained with the sublayers \(j\) and \(i\) interchanged. Then,

\[
C_m - C'_m = \kappa_i^{(s,d)} \log (P_i^{(s,d)} T) + \kappa_j^{(s,d)} \log (P_j^{(s,d)} T)
\]

\[
- \kappa_j^{(s,d)} \log (P_j^{(s,d)} T) - \kappa_i^{(s,d)} \log (P_i^{(s,d)} T)
\]

\[
= \left( \kappa_i^{(s,d)} - \kappa_j^{(s,d)} \right) \times \left( \log (P_i^{(s,d)} T) - \log (P_j^{(s,d)} T) \right).
\]
Since $\kappa_i^{(s,d)} < \kappa_j^{(s,d)}$, the first term in (6.12) is negative. Since $P_i^{(s,d)} > P_j^{(s,d)}$, the second term in (6.12) is positive. It follows that $C_m - C'_m < 0$, contradicting the assumption that $C_m$ is the optimal cost.

3. If a flow of the $i^{th}$ sublayer for $(s, d)$ can be transmitted, the term $x_i^{(s,d)} \log T$ in the objective function (6.6) can be ignored. Since $x_i^{(s,d)} = 1$ and $\log T$ are constant, the term is invariant with respect to the selected path. Now, consider the first term of (6.6)

$$\sum_{(s,d) \in \Gamma} \sum_{i \in I_M} \kappa_i^{(s,d)} \log P_i^{(s,d)}.$$  

(6.13)

It can be re-written as

$$\sum_{(s,d) \in \Gamma} \sum_{i \in I_M} \kappa_i^{(s,d)} \sum_{l \in E} p_l f_{l,i}^{(s,d)},$$  

(6.14)

where $p = \log (1 - p_l)$.

When $p_l$ for all $l \in E$ is equal to a fixed constant, since $p_l$ is a negative value, $f_{l,i}^{(s,d)}$ should be set equal to 0 as many times as possible to maximize (6.13). Since $f_{l,i}^{(s,d)} = 0$ refers to the unused link $l$ for $R_i^{(s,d)}$. Thus, we conclude that the maximum objective function refers to the minimum number of channel uses.

\[\Box\]

### 6.3.2 Flow Conservation Constraint

The considered multi-hop wireless networks is modeled as a network with information flows. Consider information flows for each $(s, d) \in \Gamma$ of the $i^{th}$ sublayer, where $i \in I_M$. The total flow into a particular intermediate node is equal to the total flow out of the node. The flow of sublayer $L_i^{(s,d)}$ from source node $s$ to destination node $d$ is equal to sublayer rate $T$. Thus, the constraint on information flow conservation can be expressed mathematically as

$$\sum_{l \in T_{O}(n)} \bar{T}_{l,i}^{f(s,d)} - \sum_{l \in T_{I}(n)} \bar{T}_{l,i}^{f(s,d)} = \begin{cases} \bar{T}_{x_{l,i}}^{(s,d)}, & n = s \\ -\bar{T}_{x_{l,i}}^{(s,d)}, & n = d \\ 0, & \text{otherwise} \end{cases}$$  

(6.15)
for all $i \in I_M$, $(s, d) \in \Gamma$, and $n \in N$. Note that, when $x_i^{(s,d)} = 0$, the total flow out of a source or into a destination must be zero.

### 6.3.3 Reliability Constraint

The QoS requirement of sublayer $L_i^{(s,d)}$ is denoted by $q_i^{(s,d)}$, where $0 \leq q_i^{(s,d)} \leq 1$. Based on (6.1), the constraint on packet transmissions of sublayer $L_i^{(s,d)}$ with QoS guarantee can be expressed as

$$P_i^{(s,d)} = \prod_{l \in E} (1 - p_l)^{f_{l,i}^{(s,d)}} \geq q_i^{(s,d)}$$

(6.16)

for all $i \in I_M$ and $(s, d) \in \Gamma$. By taking the logarithm on both sides of (6.16), we obtain

$$\sum_{l \in E} f_{l,i}^{(s,d)} p_l \geq \log q_i^{(s,d)}$$

(6.17)

where $q_i^{(s,d)} = \log q_i^{(s,d)}$. This constraint demands each path selected by the optimal routing to achieve the QoS requirement based on the reliability consideration.

The choice of the QoS requirement of each data layer, $q_i^{(s,d)}$, is based on its priority and type of application, and is obtained from experiences of end-users. For example, in Voice over IP (VoIP) traffic, the packet loss rate should not exceed 5 percent to not affect the quality significantly. When link qualities of a multi-hop wireless network are in hostile conditions, the original QoS requirements may not be feasible because the proposed optimization framework cannot find feasible transmitting paths guaranteeing the original QoS requirements of those data layers. This infeasibility is, however, common to communication networks. The problem can typically be handled through the process of call admission control (CAC), which we assume to exist but whose details are beyond the scope of our investigation. The ILP problem can be used for network resource allocation in conjunction with CAC.

### 6.3.4 Wireless Link Scheduling Constraint

Due to the broadcast nature of wireless communications, a transmission of a particular node can affect transmissions of other nodes in its coverage range. Since wireless channels are shared among multiple nodes, a node placed in the transmission and coverage ranges of other nodes may be interfered by simultaneous communications. In this work, we
assume that the wireless interference can be managed by an appropriate channel planning [103, 25]. A receiver node cannot simultaneously receive more than one packet whereas a transmitter node can send no more than one packet at a given time. Therefore, a wireless link scheduling technique is needed to coordinate wireless broadcasting.

A broadcast transmission scheduling technique using the independent set concept was proposed by [30]. An independent set consists of a set of links where no two links share a common end node. In our network model, any pair of links in an independent set must share neither a common transmitter node nor a common receiver node. It is also assumed that broadcasting is achieved using omnidirectional antenna, where the transmission of each packet goes into all directions. The number of all possible independent sets in a given network can be quite large since it grows exponentially with the number of links.

Instead of considering all independent sets, it suffices to consider a family of independent sets whose union can cover all links of the network. The problem of choosing such independent sets for a network can be formulated as a Set Covering Problem (SCP) [104] whose solution can be solved by using either integer linear optimization or greedy algorithm. To give an example as shown in Figure 6.2, instead of considering all feasible independent sets in the network, we can consider the following independent sets: \{(1,2), (4,5), (3,6)\}, \{(1,2), (5,4), (3,6)\}, \{(1,2), (4,5), (6,3)\}, \{(1,2), (3,4)\}, \{(2,1), (3,4)\}, \{(2,3), (4,5)\}, \{(3,2), (4,5)\}, \{(1,2), (4,3)\}, \{(2,3), (5,1)\}, and \{(2,3), (1,5)\}.

Let \(Z^j\) be a set of parameters indicating the links that can be activated at the same time according to the \(j^{th}\) independent set. In particular, \(Z^j = \{z^j_l \}_{l \in E}\). If \(z^j_l = 1\), link \(l\) can be activated; otherwise, link \(l\) cannot be activated in the \(j^{th}\) independent set. The set of indices for all \(Z^j\) is denoted by \(J\). For example, \(Z^j\) for independent set \{(1,2), (4,5), (3,6)\} of the network shown in Figure 6.2 is

\[
Z^j = \{z^j_{(1,2)}, z^j_{(2,3)}, z^j_{(3,4)}, z^j_{(4,5)}, z^j_{(5,1)}, z^j_{(1,5)}, z^j_{(5,4)}, z^j_{(3,2)}, z^j_{(2,1)}, z^j_{(3,6)}, z^j_{(6,3)}\} = \{1, 0, 0, 1, 0, 0, 0, 0, 1, 0\}. \quad (6.18)
\]

To achieve time sharing according to link capacities, each selected independent set \(Z^j\) will be activated for a time fraction \(a_j\) in each transmission time slot. The value of \(a_j\) is \(0 \leq a_j \leq 1\) for \(j \in J\), and \(\sum_{j \in J} a_j = 1\). Then, the wireless link scheduling constraints can
be expressed mathematically as
\[
    \sum_{(s,d) \in \Gamma} \sum_{i \in I_M} f_{i,s,d}^{(s,d)} \leq \sum_{j \in J} q_i^j a_j \tag{6.19}
\]
for all \( l \in E \), and
\[
    \sum_{j \in J} a_j = 1. \tag{6.20}
\]

### 6.3.5 Problem Formulation: A Summary

Based on the above discussion, we can formulate the optimal path selection problem as a linear optimization using the objective function in (6.5) with constraints of the flow conservation in (6.15), the reliability in (6.16), and the wireless link scheduling in (6.19) and (6.20). The overall problem is summarized below.

**Maximize**
\[
    \sum_{(s,d) \in \Gamma} \sum_{i \in I_M} \kappa_j^{(s,d)} \left\{ \sum_{l \in E} p_{l,i,s,d}^{(s,d)} + x_i^{(s,d)} \log \tau \right\} \tag{6.21a}
\]

**subject to**
\[
    \sum_{l \in T_{O}(n)} \tilde{t}_{l,i,s,d}^{(s,d)} - \sum_{l \in T_{I}(n)} \tilde{t}_{l,i,s,d}^{(s,d)} = \begin{cases} 
        \tilde{x}_i^{(s,d)}, & n = s \\
        -\tilde{x}_i^{(s,d)}, & n = d \\
        0, & \text{otherwise}
\end{cases} \tag{6.21b}
\]
\[
    \forall i \in I_M, \forall (s,d) \in \Gamma, \forall n \in N,
\]
\[
    \sum_{l \in E} p_{l,i,s,d}^{(s,d)} \geq q_i^{(s,d)}, \quad \forall i \in I_M, \forall (s,d) \in \Gamma, \tag{6.21c}
\]
\[
    \sum_{(s,d) \in \Gamma} \sum_{i \in I_M} f_{i,s,d}^{(s,d)} \leq \sum_{j \in J} a_j c_i^j z_i^j, \quad \forall l \in E, \tag{6.21d}
\]
\[ \sum_{j \in J} a_j = 1, \quad (6.21e) \]

\[ x_i^{(s,d)} \geq x_{i+1}^{(s,d)}, \forall i \in I_{M-1}, \forall (s, d) \in \Gamma, \quad (6.21f) \]

\[ f_{l,i}^{(s,d)} \in \{0, 1\}, \forall i \in I_M, \forall (s, d) \in \Gamma, \forall l \in E, \quad (6.21g) \]

\[ x_i^{(s,d)} \in \{0, 1\}, \forall i \in I_M, \forall (s, d) \in \Gamma, \quad (6.21h) \]

\[ 0 \leq a_j \leq 1, \forall j \in J, \quad (6.21i) \]

where \( I_{M-1} = \{0, 1, \ldots, M - 2\} \).

Specifically, we can explain each constraint as follows. Constraint (6.21b) is the flow conservation constraint. Constraint (6.21c) is the reliability constraint. Constraint (6.21d) and (6.21e) are the wireless link scheduling constraints. Constraint (6.21f) is the layered data constraint. A transmission path of a higher sublayer will be chosen only if a transmission path of a lower sublayer has been selected. Constraints (6.21g), (6.21h), and (6.21i) are the feasible values of \( f_{l,i}^{(s,d)} \), \( x_i^{(s,d)} \), and \( a_j \), respectively.

Searching for a set of paths that maximize the throughput of each layered unicast session requires high computational complexity because all feasible links must be considered. To reduce the complexity of the problem, the objective function in (6.21a) is modified as

\[ \sum_{(s,d) \in \Gamma} \sum_{i \in I_M} K_i^{(s,d)} \{ x_i^{(s,d)} \log T - \sum_{l \in E} \gamma f_{l,i}^{(s,d)} \}, \quad (6.22) \]

where \( \gamma \) is a tuning parameter between zero and one.

The objective function in (6.22) gives a sub-optimal solution with respect to the original objective function in (6.21a). The objective function in (6.22) may not satisfy the second property of the original objective function since it does not take into account the successful transmission probability of each link. However, the third property of the original objective function still holds, i.e., the objective function in (6.22) provides shortest paths in terms of hop distances satisfying both the transmission rate and QoS requirement of each sublayer, which can be proven by using the similar approach to the third property of Theorem 1.

The constrained linear optimization is solved to obtain an optimal set of paths \( R_i^{(s,d)} \), \((s, d) \in \Gamma, i \in I_M, \) as defined in Definition 2. An optimal solution to the problem can be obtained by various mathematical programming tools. We select CoinMP [105], which is a C-API library that supports most of the functionality of CLP (Coin LP), CBC (Coin
Branch-and-Cut), and CGL (Cut Generation Library) projects, to be the solver for linear programming. This is the first step of the proposed QoS-aware routing scheme. These obtained optimal paths are inputs to the second step of the proposed QoS-aware routing scheme as described in the next section.

6.4 QoS-Aware CNC for Layered Unicasts

The CNC Establishment (CNCE) protocol is presented in this section, and is used to decide whether or not CNC will be performed on different unicast pairs at intermediate nodes. The decision criterion is derived based on the QoS requirement of transmitted layered data.

6.4.1 Three Basic Local Structures

We consider three local structures for the application of CNC, called the A-B, Y, and X structures, as shown in Figure 6.5. The dashed and regular arrows shown in Figure 6.5 represent the overhearing and direct transmissions, respectively. These three local structures were partly used in [30, 57, 59]. They serve as the basis in typical networks.

For the A-B structure, CNC is employed at node C, which combines each pair of packets received from node A and node B, and then broadcasts the combined packet back to those nodes. Transmission delay and energy consumption in a shared network can be reduced at the cost of lower reliability of transmitted data. This is because, to receive the transmitted data correctly at nodes A and B, all data packets involved in the network coding operation must be successfully received by node C, while the network coded packets at node C must be successfully received by nodes A and B.

For the Y structure, there are two unicast flows: 1) from node A to node B and 2) from node B to node D. CNC is conducted at node C. In particular, node D receives a packet transmitted by node A via opportunistic listening. Node C encodes each pair of packets received from node A and node B, and then broadcasts the network coded packet to nodes B and D simultaneously.

For the X structure, there are two unicast flows: 1) from node A to node B and 2) from node E to node D. Network coding is operated at node C. The coded data packet
Figure 6.3: Coding rules with XOR (⊕) operation.

is then broadcast to nodes D and B. Transmission delays and energy consumptions of these unicast flows are reduced since the number of channel uses is reduced due to CNC. However, the reliability in transmitted data deteriorates due to the dependency on required packets in data decoding at destination nodes.

These local structures are potentially embedded in general random topologies. We provide numerical results in terms of the transmission reliability for general random topologies that perform CNC using these three local structures in Section 6.4.3.

6.4.2 Coding Rules and Opportunities

In this subsection, we discuss the coding rules and opportunities of CNC. Consider $k$ packets $\rho_0, \rho_1, \rho_2, \ldots, \rho_{k-1}$ that are independent of one another and are on their own flows traversing a common intermediate node. The packets $\rho_0, \rho_1, \rho_2, \ldots, \rho_{k-1}$ leave a common intermediate node and travel to nodes $n_0, n_1, n_2, \ldots, n_{k-1}$, respectively. At the intermediate node, inter-flow coding using the XOR (⊕) operation forms the coded packet $\rho = \rho_0 \oplus \rho_1 \oplus \rho_2 \oplus \ldots \oplus \rho_{k-1}$. Next, the coded packet $\rho$ is broadcast to nodes $n_0, n_1, n_2, \ldots, n_{k-1}$. The coded packet is valid and can be decoded at each $n_i$ only if $n_i$ has received packets $\rho_j$ for all $j \in \{0, 1, 2, \ldots, k-1\}$ and $j \neq i$. These coding rules are demonstrated in Figure 6.3.

The next node $n_i$ can have all mentioned packets $\rho_j$ with the following two conditions:

1. Packet $\rho_j$ belongs to a flow that has traveled through $n_i$, where $n_i$ keeps the packet
in its memory for a period of time for the purpose of CNC. This situation, known as the non-opportunistic listening CNC operation, is applicable to the A-B structure.

2. Node \( n_i \) receives packet \( \rho_j \) by overhearing the packet from a transmission of its adjacent node. For the network coding operation, node \( n_i \) keeps the packet for later decoding of an encoded packet. The operation, called the opportunistic listening CNC operation, is used by the X structure.

The Y structure conducts both non-opportunistic and opportunistic listening CNC operations. In what follows, we adopt these conditions as the coding rules and opportunities for the CNC establishment.

Note that the proposed coding rules may not be optimal in terms of the number of channel uses in some network topologies. Other COPE structures, which consist of more than two information flows and accordingly establish more complex encoding/decoding structures than ours, have different coding rules and potentially provide more reduction in the number of channel uses. However, these complex COPE structures are rarely seen in practical networks since they require overlapping transmission ranges of more nodes to form their structures compared to the basic local structures in our work.

6.4.3 Reliability Computation

In this section, the effects of performing CNC in lossy wireless networks on the reliability of layered data transmissions are investigated. A terminal node in each CNC structure can reproduce its desired packet if it has the coded packet and all the other involved non-coded packets. In addition, to encode a packet successfully for a unicast flow that passes node A and then node B, an intermediate node needs all required non-coded packets from other unicasts travelling along links that do not belong to path \( R_i^{(A,B)} \).

Statement 1: For a flow on path \( R_i^{(A,B)} \) that is associated with the CNC structure, the participating links to the flow on path \( R_i^{(A,B)} \) are the links that are not on \( R_i^{(A,B)} \) and carry either a non-coded packet to be used for encoding at an intermediate node or a non-coded packet to be used for decoding a coded packet at terminal node B. A participating link can be a link on the flow of another path cooperating with the flow on path \( R_i^{(A,B)} \), or a link used in opportunistic listening.
We examine the participating links of the basic CNC structures below.

- For the A-B structure, the participating link to the flow on path $R_{i}^{(A,B)}$ is $e_{BC}$ since node $C$ needs a non-coded packet from node $B$ to generate the coded packet, which is obtained by performing the XOR operation of a packet from node $A$ and a packet from node $B$. Similarly, we can derive the participating link to the flow on path $R_{i}^{(B,A)}$.

- For the Y structure, the participating link to the flow on path $R_{i}^{(A,B)}$ is $e_{BC}$ since node $C$ needs a packet from node $B$ to generate the coded packet. On the other hand, the participating links to the flow on path $R_{i}^{(B,D)}$ are $e_{AC}$ and $e_{AD}$ since both nodes $C$ and $D$ need packets from node $A$ to generate and decode the coded packet, respectively. Note that node $D$ can receive a packet from node $A$ through opportunistic listening.

- For the X structure, $e_{EC}$ and $e_{EB}$ are the participating links to the flow on path $R_{i}^{(A,B)}$ since node $C$ needs a packet from node $E$ on $e_{EC}$, while node $B$ needs a packet from node $E$ on $e_{EB}$ to generate the coded packet and to decode the coded packet, respectively. Similarly, one can derive the participating links to the flow on path $R_{i}^{(E,D)}$, which are $e_{AC}$ and $e_{AD}$.

**Statement 2:** Let $\xi$ be the set of participating links to the flow traveling along sub-path $R_{i}^{(A,B)}$ of $R_{i}^{(s,d)}$ with CNC performed, the reliability of the flow on $R_{i}^{(s,d)}$ can be expressed as

$$P_{i}^{(s,d)} = \left( \prod_{l \in R_{i}^{(s,d)}} (1 - p_{l}) \right) \cdot \left( \prod_{l \in \xi} (1 - p_{l}) \right).$$

(6.23)

Note that the probability of a successful packet transmission along path $R_{i}^{(s,d)}$ has previously been computed in (6.1). When CNC is applied, the reliabilities of the participating links affect the decodability of transmitted data at a terminal node. The expression in (6.23) reckons the probability of a successful packet transmission taking all reliabilities of links in $R_{i}^{(s,d)}$ and all participating links into account.

We use the A-B structure as an example. When the involved transmission links are lossy, the successful transmission probability of sublayer $L_{i}^{(s,d)}$ from node $A$ to node $B$ and
Figure 6.4: An extended A-B structure which has more than one intermediate node.

from node $B$ to node $A$ with CNC at node $C$ can be expressed as

$$P_{i}^{(A,B)} = (1 - p_{e_{AC}})(1 - p_{e_{CB}})(1 - p_{e_{BC}}), \quad (6.24)$$

and

$$P_{i}^{(B,A)} = (1 - p_{e_{BC}})(1 - p_{e_{CA}})(1 - p_{e_{AC}}). \quad (6.25)$$

For the extended A-B structure that has two intermediate nodes, i.e., nodes $C_1$ and $C_2$, as shown in Figure 6.4, we can generalize (6.24) to

$$P_{i}^{(A,B)} = \prod_{l \in R_{i}^{(A,B)}} (1 - p_{l}) \cdot (1 - p_{l_{Cn}}), \quad (6.26)$$

where node $C_n$ is the node that performs CNC and $l_{Cn}$ is the incoming link of node $C_n$ in the direction opposite to the outgoing link of node $C_n$ in $R_{i}^{(A,B)}$.

For the Y structure that has 5 transmission links as shown in Figure 6.5(b), the reliabilities of unicast flows traveling from node $A$ to node $B$ and from node $B$ to node $D$ with CNC at node $C$ can be expressed as

$$P_{i}^{(A,B)} = (1 - p_{e_{AC}})(1 - p_{e_{CB}})(1 - p_{e_{BC}}), \quad (6.27)$$

and

$$P_{i}^{(B,D)} = (1 - p_{e_{BC}})(1 - p_{e_{CD}})(1 - p_{e_{AC}})(1 - p_{e_{AD}}), \quad (6.28)$$

respectively. They can be generalized as

$$P_{i}^{(A,B)} = \prod_{l \in R_{i}^{(A,B)}} (1 - p_{l}) \cdot (1 - p_{e_{BC}}), \quad (6.29)$$

and

$$P_{i}^{(B,D)} = \prod_{l \in R_{i}^{(B,D)}} (1 - p_{l}) \cdot (1 - p_{e_{AC}})(1 - p_{e_{AD}}), \quad (6.30)$$

where $e_{AC}$ is the incoming link to node $C$ on $R_{i}^{(A,B)}$, $e_{BC}$ is the incoming link to node $C$ on $R_{i}^{(B,D)}$, and $e_{AD}$ is the incoming link to node $D$ from any node upstream of node $C$ on
(a) A-B structure (b) Y structure (c) X structure

Figure 6.5: Three basic local structures for the CNCE protocol: (a) the A-B structure, (b) the Y structure and (c) the X structure. The dashed and regular arrows represent the overhearing and direct transmissions, respectively.

For the X structure that has 6 links as shown in Figure 6.5(c), the reliabilities of unicast flows traveling from node $A$ to node $B$ and from node $E$ to node $D$ with CNC at node $C$ are expressed as

$$P_i^{(A,B)} = (1 - p_{e_{AC}})(1 - p_{e_{CB}})(1 - p_{e_{EC}})(1 - p_{e_{EB}}), \tag{6.31}$$

and

$$P_i^{(E,D)} = (1 - p_{e_{EC}})(1 - p_{e_{CD}})(1 - p_{e_{AC}})(1 - p_{e_{AD}}). \tag{6.32}$$

We can generalize (6.31) and (6.32) for two unicast flows that join the X structure as

$$P_i^{(A,B)} = \prod_{l \in R_i^{(A,B)}} (1 - p_l) \cdot (1 - p_{e_{EC}})(1 - p_{e_{EB}}), \tag{6.33}$$

and

$$P_i^{(E,D)} = \prod_{l \in R_i^{(E,D)}} (1 - p_l) \cdot (1 - p_{e_{AC}})(1 - p_{e_{AD}}), \tag{6.34}$$

where $e_{AC}$ and $e_{EC}$ are the incoming links to node $C$ on $R_i^{(A,B)}$ and $R_i^{(E,D)}$, $e_{AD}$ is the incoming link to node $D$ from any node upstream of $A$ on $R_i^{(A,B)}$, and $e_{EB}$ is the incoming link to node $B$ from any node upstream of $E$ on $R_i^{(E,D)}$.

### 6.4.4 CNCE Protocol

Different unicast flows can be combined to reduce the use of network resources when there are bottlenecks in the network. Our goal is to apply CNC as much as possible while guaranteeing the QoS of unicast flows of different data sublayers. However, if combining
unicast flows for CNC leads to a violation of the QoS requirement, CNC will not be performed and unicast flows will be separately transmitted.

The search for CNC structures is executed by the central controller. The optimal paths obtained from Section 6.3 are investigated over all links to find A-B, Y, and X structures. The central controller detects each CNC structure by examining whether a group of links match with the considered CNC structure. If a group of links match the underlying CNC structure, these links must convey two unicast flows having the same transmission rate.

The CNCE protocol can be executed step by step as follows.

**Stage 1:** CNCE for the A-B structure

**Step 1:** Find all A-B structures in \( R_i^{(s,d)} \) for all \( i \in I_M \) and for all \((s, d) \in \Gamma\).

**Step 2:** For each A-B structure identified in Step 1, we find two unicast flows from two pairs of \((s, d) \in \Gamma\) that go through this A-B structure.

**Step 3:** For each intermediate node, denoted by \( C_n \), where \( n = 1, 2, \cdots, \Phi \) and \( \Phi \) is the number of intermediate nodes in the A-B structure, we use (6.26) to compute the reliability of applying CNC at this node. Select an intermediate node \( C_n \) that satisfies the QoS requirements of two unicast flows obtained in Step 2. If there is more than one intermediate node that can satisfy the QoS requirements with CNC, choose the node with the best QoS. At the selected node, perform CNC on these two unicast flows. Otherwise, CNC will not be performed and these two unicast flows will be transmitted separately.

**Stage 2:** CNCE for the Y structure

**Step 4:** In \( R_i^{(s,d)} \) for all \( i \in I_M \) and for all \((s, d) \in \Gamma\), find all Y structures that have links not in the A-B structures identified in Step 1.

**Step 5:** For each Y structure in Step 4, use (6.29) and (6.30) to compute the reliabilities of two unicast flows. If the unicast flows transverse through the previous A-B structure, the reliabilities of (6.29) or (6.30) will be modified by multiplying the successful transmission probability of the link \( l_{C_n} \) from the A-B structure. This modification is needed since the reliability of the current CNC in the Y structure relies on the reliability of the CNC in the A-B structure.

**Step 6:** If the computed reliabilities from Step 5 of the Y structure satisfy the QoS requirements of these two unicast flows, perform CNC on two unicast flows. Otherwise,
these two unicast flows will be transmitted separately.

**Stage 3:** CNCE for the X structure

**Step 7:** In $R_i^{(s,d)}$ for all $i \in I_M$ and for all $(s,d) \in \Gamma$, find all X structures that have links not in the A-B structure and the Y structure as identified in Steps 1 and 4.

**Step 8:** For each X structure in Step 7, use (6.33) and (6.34) to compute the reliabilities of two unicast flows. If the unicast flows travel through the previous A-B structure, the reliabilities of (6.33) or (6.34) will be modified by multiplying the successful transmission probability of the link $l_{C_n}$ from the A-B structure. If the unicast flows travel through the previous Y structure, the reliabilities of (6.33) or (6.34) will be modified by multiplying $(1 - p_{e_{BC}})$ or $(1 - p_{e_{AC}})(1 - p_{e_{AD}})$ in the Y structure, depending on the unicast flows. If the unicast flow travels through the A-B as well as the Y structures, both modifications are adopted.

**Step 9:** If the computed reliabilities from Step 8 of the X structure satisfy QoS requirements of these two unicast flows, perform CNC on the two unicast flows. Otherwise, they will be separately transmitted.

The computed reliabilities at the end of Step 9 yield the final reliability of sublayer $L_i^{(s,d)}$. We can infer from this reliability that all $L_i^{(s,d)}$ have the QoS guarantees since their end-to-end successful transmission probability are equal to or greater than their QoS requirements.

### 6.5 Experimental Results

In this section, we compare the performance of the following three routing schemes:

- Shortest Path Routing (SP-R), which was considered in [30, 57, 59, 54];
- QoS-aware layered unicast routing (QoSSP-R) as presented in Section 6.3;
- QoS-aware layered unicast routing with an alternative objective function (6.22) (QoS-R), the tuning parameter is set to 0.01 (i.e., $\gamma = 0.01$);

and their enhanced versions by incorporating our CNCE algorithm, which is presented in Section 6.4.4. Thus, we can evaluate how CNC affects these routing schemes.
Table 6.2: Distance thresholds for different transmission data rates.

<table>
<thead>
<tr>
<th>Data rate (Mbps)</th>
<th>Normalized rate (Unit)</th>
<th>Received power (dBm)</th>
<th>Distance (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>12</td>
<td>-82</td>
<td>100.0</td>
</tr>
<tr>
<td>12</td>
<td>24</td>
<td>-81</td>
<td>94.4</td>
</tr>
<tr>
<td>18</td>
<td>26</td>
<td>-79</td>
<td>84.1</td>
</tr>
<tr>
<td>24</td>
<td>48</td>
<td>-77</td>
<td>75.0</td>
</tr>
<tr>
<td>36</td>
<td>72</td>
<td>-74</td>
<td>63.0</td>
</tr>
<tr>
<td>48</td>
<td>96</td>
<td>-70</td>
<td>50.1</td>
</tr>
<tr>
<td>54</td>
<td>108</td>
<td>-66</td>
<td>39.8</td>
</tr>
</tbody>
</table>

6.5.1 Experimental Set-Up

We simulate the three routing schemes, SP-R, QoS-R, and QoSSP-R, and their modified schemes, SP-R w/ CNCE, QoS-R w/ CNCE, and QoSSP-R w/ CNCE, on random network topologies. We use the igraph library [95], which is a free software package to generate and simulate undirected and directed graphs of complex network research. The node positions are placed randomly in a square whose side length is 400 meters. The transmission range of each node is set to 100 meters.

The transmission rate is set depending on the received power threshold and the corresponding maximal distance based on the IEEE 802.11a standard [30]. We set the transmission rate from 6, 12, 18, 24, 36, 48, up to 54 Mbps. For the rate 6 Mbps, we set the maximal distance of 100 meters. Then, we calculate higher transmission rates for shorter distances corresponding to the path loss model $P_r = \alpha P_t / d^4$, where $P_r$, $P_t$, $\alpha$, and $d$ represent the received power, the transmitted power, the path loss coefficient used in the simulation, and the distance measured from the transmitter to the receiver, respectively. A normalized unit of link capacity is set to 512 kbps. The relationship between the transmission data rate and the received power is shown in Table 6.2.

While more accurate path loss models can be derived from complex analytical models or from measurements where system specifications such as the locations of access points must be known, a simplified path loss model is used because it can sufficiently capture the essence of signal propagation for the purpose of data delivering as well as interference consideration. Note that the proposed CNCE algorithm can also be applied when other path loss models are assumed.

We perform numerical experiments by adjusting one of the following three parameters:
• successful data transmission probabilities of links;
• node densities;
• and traffic demands.

Assume that there are no packet retransmissions. We evaluate the performance of each routing scheme by using three metrics: 1) total throughput of a network; 2) number of channel uses; and 3) throughput per channel use. The total throughput of a network is a sum of transmission rates of all sublayers $L_i^{(s,d)}$ that satisfy their QoS requirements. In our experiments, a sink node discards the sublayers that cannot satisfy their QoS requirements as well as their dependencies. The number of channel uses is a sum of links of all the paths used to transmit all layered unicast flows in each network. It reflects the wireless channel utilization of each routing scheme. Finally, the throughput per channel use is the ratio between the total throughput of a network and the number of channel uses. This metric measures the efficiency of wireless channels in data transmission.

A source-destination (s-d) pair transmits one base layer and two enhancement layers. We set $t$ equal to one normalized unit which is 512 kbps. The transmission rates of the base layer, the first enhancement layer, and the second enhancement layer are equal to 2, 1, and 1 units, respectively. We set the QoS requirements, which are successful transmission probabilities, to 0.90, 0.80, and 0.70 for the base layer, the first enhancement layer, and the second enhancement layer, respectively. Therefore, each s-d pair transmits four sublayers, $L_0^{(s,d)}$, $L_1^{(s,d)}$, $L_2^{(s,d)}$, and $L_3^{(s,d)}$. The information values of $L_0^{(s,d)}$, $L_1^{(s,d)}$, $L_2^{(s,d)}$, and $L_3^{(s,d)}$ are set to 4, 4, 3, and 2, respectively. The routing solution of each routing scheme is obtained from the Python programming language [106] together with the PuLP package [107] and the CoinMP solver [105].

6.5.2 Effects of Link Transmission Probabilities

Ten source-destination (s-d) pairs are randomly chosen in 50 randomly selected networks with 15 nodes. The successful data transmission probability of each link is randomly generated, where $Z \leq 1 - p_l \leq 1$ and $Z \in \{0.89, 0.90, 0.91, 0.92, 0.93, 0.94, 0.95, 0.96\}$. Note that the x-axis of all the result plots specifies the value of $Z$.  
Figure 6.6: Comparison of the throughput for various link qualities in the networks having 15 nodes.

Figure 6.7: Comparison of the number of channel uses for various link qualities in the networks having 15 nodes.

Figure 6.6 shows the throughputs of the considered routing schemes with CNCE algorithm as a function of the successful packet transmission probability. From the results, QoSSP-R w/ CNCE gives the highest throughput among all routing schemes. In addition, QoSSP-R w/ CNCE gives significantly better results than SP-R at all cases of successful
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Figure 6.8: Comparison of the throughput per channel use for various link qualities in the networks having 15 nodes.

Figure 6.9: Comparison of the throughput for various link qualities in the networks having 20 nodes.

packet transmission probabilities. The throughput gain is more significant at low successful packet transmission probabilities because SP-R may select paths without guaranteeing QoS requirements. The throughput gain of QoSSP-R w/ CNCE over its suboptimal counterpart, QoS-R w/ CNCE, is modest. However, QoSSP-R w/ CNCE achieves a throughput
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Figure 6.10: Comparison of the number of channel uses for various link qualities in the networks having 20 nodes.
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Figure 6.11: Comparison of the throughput per channel use for various link qualities in the networks having 20 nodes.

gain over the QoS-R w/ CNCE since QoSSP-R w/ CNCE selects paths with the highest end-to-end transmission reliability, whereas QoS-R w/ CNCE merely chooses paths that satisfy the QoS requirements. Obviously, transmission paths satisfying the QoS requirements may not give the highest reliability. The throughput of QoSSP-R w/ CNCE is close
to that of QoS-R w/ CNCE. We can conclude from the results that QoS-R w/ CNCE could be an effective alternative to QoSSP-R w/ CNCE if maximizing the throughput is our objective.

Next, Figure 6.7 evaluates the performances of routing schemes in terms of the number of channel uses. The numbers of channel uses of QoSSP-R and QoS-R are significantly less than that of SP-R at all link qualities. The number of channel uses from SP-R is the highest at all link qualities although its achievable throughput increases as a function of the successful transmission probability. In other words, SP-R has the lowest efficiency of channel utilization, especially at low link qualities. QoS-R has a lower number of channel uses than QoSSP-R both with and without CNCE algorithm. QoSSP-R selects paths with the highest transmission reliability regardless of the number of links used to transmit bitstreams whereas QoS-R chooses the shortest paths that satisfy the QoS requirements.

The importance of CNCE algorithm is also scrutinized with the considered routing schemes. First, there is not much difference in terms of the number of channel uses between SP-R and SP-R w/ CNCE. When SP-R is a routing scheme, the selected transmission paths of SP-R generally have low reliabilities. Applying CNCE algorithm will further deteriorate transmission reliabilities and QoS guarantees. Therefore, CNC structures are rarely formed to enhance channel utilization in this environment. However, the gain from using CNCE algorithm can be seen in both QoSSP-R and QoS-R. The number of channel uses of both routing schemes decreases due to CNCE algorithm. In addition, the CNCE algorithm can decrease the number of channel uses for QoSSP-R more than for QoS-R. This comes from the fact that QoSSP-R selects the optimal paths with higher reliabilities than QoS-R. Therefore, the CNCE algorithm has a better chance to establish more CNC structures without breaking QoS requirements.

Figure 6.8 shows the throughput per channel use of all routing schemes. QoS-R w/ CNCE achieves the best throughput per channel use among all routing schemes. Both QoSSP-R w/ CNCE and QoS-R w/ CNCE significantly achieve a better throughput per channel use than SP-R with and without CNCE algorithm in all network environments. Figures 6.9, 6.10, and 6.11 exhibit the throughput, number of channel uses, and throughput per channel use of all routing schemes, when the number of nodes in the simulated network is equal to 20. From the results, the performances of all routing schemes show the same
properties as those for the case of 15 nodes.

We can draw a conclusion from our experiments that QoS-R should be used in transmissions with QoS guarantees. QoS-R gives almost the same throughput as QoSS-R, whereas it provides better channel utilizations in all network environments. SP-R is not suitable to be used in wireless networks with poor link qualities since it cannot provide both QoS guarantees and high channel utilizations.

6.5.3 Effects of Node Densities

The influence of node densities over all routing schemes is studied in this section with 50 randomly selected networks. The number of nodes in the network is varied from 15 to 20 nodes. The successful transmission probability is random and uniform in the range of $0.90 \leq 1 - p_l \leq 1$. Figure 6.12 shows the throughputs of SP-R w/ CNCE, QoSSP-R w/ CNCE, and QoS-R w/ CNCE. There is no effect of the node density on the achievable throughput. Both QoSSP-R w/ CNCE and QoS-R w/ CNCE can achieve a throughput gain over SP-R w/ CNCE at all simulated node densities. The gains are more significant when we increase the number of nodes. Figure 6.13 illustrates the number of channel uses of routing schemes when we vary the node density. We found that the number of channel uses increases with the number of nodes in each network. In other words, the efficiency of channel utilization decreases because of the wireless link scheduling constraint. Transmitted packets have higher collision probabilities when nodes are denser. As a result, transmitted packets use more transmission channels from a source to a destination to avoid collision based on the definition of an independent set in Section 6.3.4. Figure 6.14 shows the throughput per channel use as a function of the number of nodes. Both QoSSP-R and QoS-R yield a better throughput per channel use than SP-R at all node densities. QoS-R w/ CNCE gives the best results.

6.5.4 Effects of Traffic Demands

We generate 50 random topologies in the experiment. A successful transmission probability of each link is randomly and uniformly generated, where $0.90 \leq 1 - p_l \leq 1$. The number of nodes in each network is set to 15. Traffic demands are determined by the number of s-d pairs. Source and destination nodes of these s-d pairs are randomly chosen from nodes
in the network. The number of s-d pairs is varied from 10 to 20.

Figures 6.15, 6.16, and 6.17 show throughput, number of channel uses, and throughput per channel use of all routing schemes with different traffic demands, respectively. At all ranges of traffic demands, QoSSP-R w/ CNCE and QoS-R w/ CNCE give a bet-
Figure 6.14: Comparison of the throughput per channel use for different routing schemes as a function of node density.

Figure 6.15: Comparison of the throughput for different routing schemes as a function of the number of s-d pairs in each network.

The throughput from QoS-R w/ CNCE is lower than QoS-P-R w/ CNCE and QoS-R w/ CNCE. However, the throughput performance degrades as the amount of traffic demands increases since multiple s-d pairs compete for bandwidths and QoS guarantees. The performance gaps between the throughput from QoS-R and QoS-R w/ CNCE are more significant at high traffic demands. The throughput
Figure 6.16: Comparison of the number of channel uses for different routing schemes as a function of the number of s-d pairs in each network.

Figure 6.17: Comparison of the throughput per channel use for different routing schemes as a function of the number of s-d pairs in each network.

of QoSSP-R w/ CNCE is almost identical to QoS-R w/ CNCE, whereas the number of channel uses for QoSSP-R w/ CNCE is slightly higher than that of QoS-R w/ CNCE. Channel utilizations of both QoSSP-R and QoS-R surpass that of SP-R because our proposed routing schemes manage network resources more efficiently. Both QoSSP-R and
QoS-R put an emphasis on the reliability constraint so that they select paths based on the priorities of transmitted data and their QoS requirements. In contrast, SP-R selects the shortest paths from a source to a destination without considering QoS requirements and data priorities. For throughput per channel use, QoS-R w/ CNCE gives the best result. Both QoSSP-R and QoS-R overcome SP-R and SP-R w/ CNCE at all simulated traffic demands. However, CNCE algorithm cannot improve the throughput per channel use of SP-R as indicated by identical throughputs per channel use of SP-R and SP-R w/ CNCE.

6.5.5 Effects of Wireless Interference: A Case of Single Wireless Channel

In the earlier sections, we assume that the considering multi-hop wireless networks use multiple transmission channels together with careful channel planning such that interferences among active transmission links are minimized. However, when only one wireless channel is used, wireless interference becomes crucial. Here, we investigate the performance of our proposed scheme when there is only one wireless channel for transmission. We use the protocol model [108], which is a simplified version of wireless interference model, to define the conditions for a successful wireless transmission. In this model, each node \( n_i \) is equipped with a radio module with a transmission range \( R_i \) and a potentially larger interference range \( R_i' \).

A transmission on link \( (n_i, n_j) \) with the physical distance of \( d_{ij} \) will be successful if two conditions are satisfied as follows.

1. Receiver node \( n_j \) is in the transmission range of transmitter node \( n_i \) (\( d_{ij} \leq R_i \)).

2. Receiver node \( n_j \) is not in the interference range of any transmitter node \( n_k \) that is using the wireless channel (\( d_{kj} > R_k' \)).

The maximal transmission range and interference range of each node \( n_i \) are set to 100 and 200 meters, respectively. The experimental settings are the same as in Section 6.5.2. Specifically, ten source-destination (s-d) pairs are randomly chosen in 50 random networks, where each network has 15 nodes. The successful packet transmission probability of each link is randomly generated, where \( Z \leq 1 - p_l \leq 1 \) and \( Z \in \{0.89, 0.90, 0.91, 0.92, 0.93, 0.94, 0.95, 0.96\} \).
Figures 6.18, 6.19, and 6.20 show throughput, number of channel uses, and throughput per channel use of all routing schemes with different traffic demands, respectively. From the results, the comparative performances of all routing schemes show the same trend as in Section 6.5.2. Comparing with the multi-channel use, a single-channel use gives lower
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Figure 6.20: Comparison of the throughput per channel use for various link qualities in single-channel networks having 15 nodes.

The lower obtained throughputs can be explained as follows. By using the protocol model, there is one more condition added to the definition of an independent set. In particular, the receiver node of a link in an independent set must not be in the interference ranges of the transmitter nodes of the other links in the same independent set. Consequently, the size of an independent set is in general reduced, whereas the size of a family of independent sets whose union can cover all links of the network is in general increased. Given the same amount of traffic, the wireless link scheduling constraint, and the same link capacities, the number of channel uses available from independent sets to support traffic demands per unit time becomes smaller. Therefore, the capacity of multi-hop wireless networks decreases when there is a single wireless channel available.

6.6 Conclusion

A routing scheme that provides QoS guarantee for heterogeneous layered unicast transmissions in multi-rate lossy wireless networks with and without CNC was investigated and compared to its alternatives in this research. The path of each layered unicast flow is obtained by solving a constrained linear optimization problem subject to the QoS re-
quirement of each flow. The associated CNCE algorithm decides whether or not CNC will be performed at an intermediate node by considering the A-B, Y, and X structures in the network. It was demonstrated by computer simulations that the proposed QoS-aware routing scheme yields better throughput and higher channel use efficiency with the QoS guarantee on heterogeneous unicast flows.
Chapter 7

Content Importance-based
Multicast Using Inter-source
Network Coding

This chapter presents a QoS-aware routing scheme for robust multicast transmission in multi-hop wireless networks. This routing scheme employs a multi-source technique and a new inter-source network decoding method to improve the reliability of transmitted data. Simulation results demonstrate the benefits of this routing scheme over several existing schemes.

7.1 Introduction

In this chapter, we propose a new QoS-aware routing scheme for multicast transmission in multi-hop wireless networks. The contents that we particularly consider are scalable videos, which are a general target of multicast transmission. We propose the routing scheme with two objectives: 1) to support layered video multicast with QoS guarantee under lossy environments and 2) to improve transmission reliability and network resource usage by applying a new inter-source network decoding technique. To achieve the first objective, our proposed scheme uses an optimization formulation to find transmission paths of all layered video multicast flows for each source. QoS requirements, network resources and video transmission rates are the optimization constraints. To fulfill the
second objective, the proposed scheme decides whether or not only the primary source can multicast video layers with each video layer’s QoS requirement. If not, the secondary sources will multicast the same set of video layers to the destinations. The utilized number of secondary sources is increased until all QoS requirements of video layers are achieved or the network resources are depleted. Inter-source network decoding can be further adopted in the second step to enhance reliability by allowing destinations using packet data from different sources to decode transmitted data. The destinations need only to obtain a sufficient number of video packets to decode video data regardless of where they come from.

Figure 7.1 shows an example of layered video multicast transmission over lossy networks. In this figure, we consider a multi-hop wireless networks, which is a subset of lossy networks. The network topology is assumed to be known and link quality statistics such as the packet loss rate can be collected over time. The capacity of each link is set to one
unit, which can be translated to kilobits per second. The objective of the transmission is to multicast video layers to all destinations with QoS guarantee. The sources can search for the routes having the maximal reliability in the best-effort manner for multicasting layered video to destinations. In some cases, reliability of the obtained routes may not meet the QoS requirements of the destinations because of time-varying characteristics of wireless links. Moreover, if some sources or wireless network nodes are lost, video packets may not arrive at destinations.

To enhance reliability of video multicast, path diversity can be used by transmitting the same video layers from different source locations and different transmission paths. Destinations can have higher successful probabilities in receiving video packets. As shown in Figure 7.1, source $i$ multicasts the same layered data $L_1$ with two data units, $L_{1,0}^i$ and $L_{1,1}^i$. To use network resource effectively, wireless nodes can apply network coding [28] to transmit data starting from the source node. A packet transmitted through each link is a linear combination of $L_{1,0}^i$ and $L_{1,1}^i$. For example, $a_1L_{1,0}^1 + b_1L_{1,1}^1$ is transmitted through the link connected with Source 1, where $a_1$ and $b_1$ are network coding coefficients that are randomly selected from a finite field [52].

The use of network coding can combat bottlenecks in the network. For instance, a bottleneck appearing in the routes connecting Source 1 to Destinations 1 and 2 can be solved by transmitting network coded data, i.e., $a_6L_{1,0}^1 + b_6L_{1,1}^1$, instead of transmitting either $L_{1,0}^1$ or $L_{1,1}^1$ through the bottleneck link. At each destination in this example, it needs only two network coded packets to recover the transmitted data. For example, it requires $a_7L_{1,0}^1 + b_7L_{1,1}^1$ and $a_8L_{1,0}^1 + b_8L_{1,1}^1$ to obtain layered data $L_1$. When path diversity with multiple sources is used, destinations can have more degrees of freedom in selecting network coding packets from other sources to recover layered data $L_1$. This can be done because the network coded coefficients are randomly selected at different wireless nodes. With a sufficiently large field size, the linear combinations at wireless nodes will be independent among others with a high probability. Therefore, destinations need only two packets no matter which source they come from to decode layered data $L_1$. For example, Destination 1 can recover $L_1$ by using two packets from $a_7L_{1,0}^1 + b_7L_{1,1}^1$, $a_8L_{1,0}^1 + b_8L_{1,1}^1$, $a_1L_{1,0}^2 + b_1L_{1,1}^2$, and $a_8L_{1,0}^2 + b_8L_{1,1}^2$. This approach further increases a successful decoding probability of layered data, when some packets are lost without a
concern on additional latency caused by packet retransmissions.

The rest of this chapter is organized as follows. Section 7.2 defines a network model and assumptions used in this chapter. Besides, the optimization formulation is set up to compute the optimal routes for layered video transmission. Section 7.3 describes the proposed QoS-aware multi-source routing scheme and the use of random network coding in multicast transmission. The concept of the inter-source network decoding is also described in this section. Section 7.4 evaluates the advantages of the proposed video routing scheme using objective and subjective qualities of reconstructed video obtained from computer simulations. Conclusion remarks are given in Section 7.5.

7.2 System Model and Problem Description

7.2.1 Scalable Video Coding

Scalable video coding (SVC) refers to an extension of the H.264/AVC standard [24, 109]. The SVC was introduced to provide a solution in adapting video bitstreams to various needs of end users, terminal capabilities, or network conditions. SVC supports key components of H.264/AVC standard, such as intra-picture predictive coding, motion compensation, and Network Abstract Layer Unit (NALU), to achieve high coding and transmission efficiency. The scalabilities in SVC includes the spatial, temporal, and quality or Signal-to-Noise ratio (SNR) scalabilities [24]. To reduce the data rate of videos, subsets of SVC bitstreams can be removed at the expense of losing resolution, frame rate, or quality of the videos. Figure 7.2 demonstrates the scalabilities of a video encoded with an SVC encoder. A SVC bitstream consists of a base layer and several enhancement (or successive refinement) layers. Conceptually, the base layer contributes the video quality more than enhancement layers. This is because SVC utilizes hierarchical prediction structure for high coding efficiency [24]. The decoding of an enhancement layer requires the data of based layer and the entire lower enhancement layers. When the qualities of transmission links are heterogeneous, it is reasonable to transmit the data of the base layer, rather than those of enhancement layers, in a more reliable transmission path.
Figure 7.2: Different bitstreams enabling different spatial, temporal, and SNR scalabilities.

7.2.2 Network Model

We model a lossy network as a directed graph $G(N, E)$, where $N$ and $E$ are sets of nodes and links in the network, respectively. Let $S$ and $D$ be sets of source and destination nodes of a multicast transmission, respectively. For generality, we define the multicast transmission flows as a set of unicast flows $(s, d)$, where $s \in S$ and $d \in D$. Each $s$ has the same set of data, which can be chosen to transmit data to nodes in $D$.

Define $(a, b)$ as a link conveying data from node $a$ to node $b$. For link $l \in E$, let $t(l)$ and $r(l)$ be the transmitter and receiver nodes of link $l$, respectively. For each node $n \in N$, let $T_O(n) = \{l \in E | n = t(l)\}$ and $T_I(n) = \{l \in E | n = r(l)\}$ be sets of outgoing and incoming links of node $n$, respectively. Let $\Gamma$ be the set of all pairs of source and destination nodes in the network, where $(s, d) \in \Gamma$.

Each link has a normalized positive integral capacity or transmission rate denoted by $c_l$ [63, 72, 73, 74]. One normalized unit of capacity can be translated to be bits per second. To give an example, if a considering link has transmission capacity 512 kbps, it can be
represented by \( c_l = 2 \) units, where each unit is equivalent to transmission rate 256 kbps. We assume that there is little or no interference occurring among wireless links, which may be technically achieved by using Orthogonal Frequency Division Multiplexing Access (OFDMA) [110]. For the link having a capacity \( c_l \), where \( c_l > 1 \), we split the link to \( c_l \) links in parallel with a capacity equal to one for each link. The average probability of a packet loss of link \( l \) is \( p_l \), where \( 0 \leq p_l \leq 1 \). Each \((s, d) \in \Gamma \) transmits \( M \) layers of data, where \( L_i \) is the \( i^{th} \) layer with transmission rate \( r_i \). Let the set of layer indices of each \((s, d) \) be \( I_M \), where \( I_M = \{0, 1, 2, \ldots, M - 1\} \). In this chapter, video layer \( i \) will be more important than video layer \( j \), when \( i < j \).

### 7.2.3 QoS Guarantee

**Definition 1:** The QoS guarantee for \((s, d) \in \Gamma \) and \( i \in I_M \) is a lower bound of the probability that source \( s \) can transmit a packet of \( L_i \) to destination \( d \) successfully.

The probability of a successful packet transmission for \( L_i \), called the reliability and denoted by \( P_{i}^{(s,d)} \), can be expressed as

\[
P_{i}^{(s,d)} = \prod_{l \in E} (1 - p_l)^{f_{l,i}^{(s,d)}},
\]

(7.1)

where \( f_{l,i}^{(s,d)} \) indicates whether or not link \( l \in E \) is used to transmit a packet of \( L_i \). If it is used, \( f_{l,i}^{(s,d)} = 1 \). Otherwise, \( f_{l,i}^{(s,d)} = 0 \).

### 7.2.4 Optimum Path Selection for Layered Multicast

**Definition 2:** A path for \((s, d) \in \Gamma \) and \( i \in I_M \) is a set of links, denoted by \( R_{i}^{(s,d)} \), used to transmit packets of layer \( L_i \) from source \( s \) to destination \( d \). An optimal set of paths is such that \( R_{i}^{(s,d)} \), \((s, d) \in \Gamma \), \( i \in I_M \), maximizes the objective function under a set of constraints.

The optimal set of paths based on the optimization framework is formulated in this section. The objectives of the formulated framework are to maximize information values of transmitted layers and the transmission reliability.

We discuss the objective function as well as the set of constraints in the following subsections.
Table 7.1: Summary of notations for the optimal path selection for layered multicast

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G(N, E)$</td>
<td>directed graph that represents the network</td>
</tr>
<tr>
<td>$N$</td>
<td>set of nodes in the network</td>
</tr>
<tr>
<td>$E$</td>
<td>set of links in the network</td>
</tr>
<tr>
<td>$S$</td>
<td>set of source nodes</td>
</tr>
<tr>
<td>$D$</td>
<td>set of destination nodes</td>
</tr>
<tr>
<td>$(s, d)$</td>
<td>pair of source node $s$ and destination node $d$</td>
</tr>
<tr>
<td>$(a, b)$</td>
<td>link conveying data from node $a$ to node $b$</td>
</tr>
<tr>
<td>$t(l)$</td>
<td>transmitter node of link $l$</td>
</tr>
<tr>
<td>$r(l)$</td>
<td>receiver node of link $l$</td>
</tr>
<tr>
<td>$T_O(n)$</td>
<td>set of outgoing links of node $n$</td>
</tr>
<tr>
<td>$T_I(n)$</td>
<td>set of incoming links of node $n$</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>set of all pairs of source and destination nodes in the network</td>
</tr>
<tr>
<td>$c_l$</td>
<td>capacity of link $l$</td>
</tr>
<tr>
<td>$p_l$</td>
<td>probability of packet loss of link $l$</td>
</tr>
<tr>
<td>$M$</td>
<td>number of layers of data</td>
</tr>
<tr>
<td>$L_i$</td>
<td>$i$th layer</td>
</tr>
<tr>
<td>$r_i$</td>
<td>transmission rate of the $i$th layer</td>
</tr>
<tr>
<td>$I_M$</td>
<td>set of layer indices, where $I_M = {0, 1, 2, \ldots, M - 1}$</td>
</tr>
<tr>
<td>$P_i^{(s,d)}$</td>
<td>probability of a successful packet transmission for $L_i$ of $(s,d)$, called the reliability</td>
</tr>
<tr>
<td>$R_i^{(s,d)}$</td>
<td>set of links used to transmit packets of layer $L_i$ from source $s$ to destination $d$</td>
</tr>
<tr>
<td>$x_i^{(s,d)}$</td>
<td>variable that indicates whether or not packets of layer $L_i$ are transmitted from source $s$ to destination $d$</td>
</tr>
<tr>
<td>$\kappa_i$</td>
<td>information value used to prioritize data layers</td>
</tr>
<tr>
<td>$t_l$</td>
<td>total capacity of link $l$ used by the $i$th layer</td>
</tr>
</tbody>
</table>

7.2.5 Objective Function

Maximizing Information Values of Transmitted Layers

Define $x_i^{(s,d)}$ as a variable, where $x_i^{(s,d)} = 1$ indicates that packets of layer $L_i$ are transmitted from source $s$ to destination $d$. Else, $x_i^{(s,d)} = 0$. To prioritize data layers, we define the information value of each layer as $\kappa_i$, where $\kappa_i \geq \kappa_j$, when $i < j$. The information value physically represents the importance of each layer. Therefore, information values can be used as the estimated influence of layered data reflecting the reconstructed video quality. For example, the information value of video base layer is higher than those of video enhancement layers. Based on the defined variables, the first sub-objective function is defined for the optimal path selection of all destinations as
\[ K_G = \sum_{i \in I_M} \sum_{(s, d) \in \Gamma} \kappa_i x_i^{(s,d)}. \]  

(7.2)

\( K_G \) is the summation of the guaranteed information value from all traffics in the network. \( K_G \) varies proportionally to the number of transmitted layers of \((s, d)\).

Maximizing Reliability

When there is more than one path to agree with the first sub-objective function, this sub-objective function selects a path having the maximal reliability.

The reliability of each data layer can be maximized via the following sub-objective function.

\[ K_R = \sum_{i \in I_M} \sum_{(s, d) \in \Gamma} \kappa_i P_i^{(s,d)}. \]  

(7.3a)

To avoid non-linear optimization, which demands a higher computational complexity, we maximize a logarithmic version of reliability as the following linear function

\[ \overline{K}_R = \sum_{i \in I_M} \sum_{(s, d) \in \Gamma} \kappa_i \log P_i^{(s,d)}. \]  

(7.3b)

Theorem 5. Maximizing the sub-objective function

\[ \overline{K}_R = \sum_{i \in I_M} \sum_{(s, d) \in \Gamma} \kappa_i \log P_i^{(s,d)} \]  

(7.3c)
gives the same transmission paths as maximizing the sub-objective function

\[ K_R = \sum_{i \in I_M} \sum_{(s, d) \in \Gamma} \kappa_i P_i^{(s,d)}. \]  

(7.3d)

Proof. If a flow of the \(i^{th}\) layer for \((s, d)\) can be transmitted, there can be \(N \geq 1\) different paths for data transmission, denoted by \(E_{i,j}^{(s,d)}\), where \(j \in \{0, 1, 2, ..., N\}\). Each \(E_{i,j}^{(s,d)}\) has a reliability, denoted by \(P_i^{(s,d)}\), where \(0 < P_i^{(s,d)} \leq 1\). Maximizing (7.3d) is equivalent to select \(E_{i,k}^{(s,d)}\) to be the selected path, where \(P_i^{(s,d)} = \max\{P_{i,j}^{(s,d)}, j \in \{0, 1, 2, ..., N\}\}\).

Consider maximizing (7.3c), it is equivalent to maximize (7.3d) since the logarithmic function is a monotonically increasing function, and thus the order of data is preserved. In other words, if \(P_{i,m}^{(s,d)} > P_{i,n}^{(s,d)}\), then \(\log P_{i,m}^{(s,d)} > \log P_{i,n}^{(s,d)}\), where \(m \neq n\). To obtain the maximal \(P_i^{(s,d)}\), the \(P_{i,k}^{(s,d)}\) must be selected as the transmission path. Thus, we conclude that maximizing the (7.3c) gives the same transmission path as maximizing (7.3d). \(\square\)
According to (7.1), we rewrite (7.3b) to
\[ \overline{K}_R = \sum_{i \in I} \sum_{(s,d) \in \Gamma} \kappa_i \log \prod_{l \in E} (1 - p_l) f_{i,l,i}^{(s,d)}, \]
which is equivalent to
\[ \overline{K}_R = \sum_{i \in I} \sum_{(s,d) \in \Gamma} \kappa_i \sum_{l \in E} \overline{p}_l f_{i,l,i}^{(s,d)}, \]
where \( \overline{p}_l = \log (1 - p_l) \).

The \( \kappa_i \) is used to assign links with better channel conditions to more important layers of \((s,d)\). To maximize \( \overline{K}_R \), transmissions of a lower layer with a larger \( \kappa_i \) will be placed on the link with higher \( \overline{p}_l \) or lower \( p_l \).

While \( K_G \) is a sum of product between integer numbers, \( \overline{K}_R \) is a sum of product between integer and logarithmic fractional numbers having values less than one. For instance, there is a selected routing path for the layer \( L_i^{(s,d)} \) with \( 0.1 < P_i^{(s,d)} < 1 \) and a given \( \kappa_i \), \( K_G/\kappa_i = 1 \), while \(-1 < \overline{K}_R/\kappa_i < 0 \) according to (7.2) and (7.3f). Hence, \( |K_G/\kappa_i| > 1 \), where \( 0.1 < P_i^{(s,d)} < 1 \). Note that establishing data transmission with \( P_i^{(s,d)} \leq 0.1 \) is rarely seen in practical networks, the assumed scenario is therefore reasonable. The objective function gives priorities to information values of transmitted layers more than the reliability. The scheme maximizes reliability of transmitted layers in the best-effort manner, which is not limited by a QoS constraint.

We can combine (7.2) and (7.3f) to
\[ \sum_{i \in I} \sum_{(s,d) \in \Gamma} \kappa_i x_i^{(s,d)} + \sum_{i \in I} \sum_{l \in E} \kappa_i \sum_{(s,d) \in \Gamma} \overline{p}_l f_{i,l,i}^{(s,d)} \]
\[ = \sum_{i \in I} \sum_{(s,d) \in \Gamma} \kappa_i \{ x_i^{(s,d)} + \sum_{l \in E} \overline{p}_l f_{i,l,i}^{(s,d)} \}. \]

### 7.2.6 Problem Formulation

To solve for the optimal set of paths of all \((s,d) \in \Gamma\), an integer linear optimization is formulated. The input parameters of the formulation, which are network resources and required loads, include a set of nodes in the network \((N)\), a set of links in the network \((E)\), link capacity of link \( l \) \( (c_l)\), probability of packet loss of link \( l \) \( (p_l)\), a set of source nodes \((S)\), a set of destination nodes \((D)\), a set of layer indices \((I_M)\), and required transmission rate of the \( i^{th} \) layer \( (r_i) \). The linear optimization formulation can be shown as follows.
Maximize

\[
\sum_{i \in I_M} \sum_{(s,d) \in \Gamma} \kappa_i \{ x_i^{(s,d)} + \sum_{l \in E} \pi_l f_{l,i}^{(s,d)} \} \tag{7.5a}
\]

Subject to

\[
\sum_{l \in T_\ell(n)} f_{l,i}^{(s,d)} - \sum_{l \in T_{\ell+1}(n)} f_{l,i}^{(s,d)} = \begin{cases} 
\tau_i x_i^{(s,d)}, & n = s \\
-r_i x_i^{(s,d)}, & n = d \\
0, & \text{otherwise}
\end{cases}
\tag{7.5b}
\]

\[
\forall i \in I_M, \forall (s,d) \in \Gamma, \forall n \in N,
\]

\[
f_{l,i}^{(s,d)} \leq t_{l,i}, \forall (s,d) \in \Gamma, \forall i \in I, \forall l \in E,
\tag{7.5c}
\]

\[
\sum_{i \in I} t_{l,i} \leq 1, \forall l \in E,
\tag{7.5d}
\]

\[
x_i^{(s,d)} \geq x_{i+1}^{(s,d)}, \forall i \in I_{M-1}, \forall (s,d) \in \Gamma, \forall l \in E,
\tag{7.5e}
\]

\[
f_{l,i}^{(s,d)} \in \{0, 1\}, \forall i \in I_M, \forall (s,d) \in \Gamma, \forall l \in E,
\tag{7.5f}
\]

\[
t_{l,i} \in \{0, 1\}, \forall i \in I_M, \forall l \in E,
\tag{7.5g}
\]

\[
x_i^{(s,d)} \in \{0, 1\}, \forall i \in I_M, \forall (s,d) \in \Gamma,
\tag{7.5h}
\]

where \(I_{M-1} = \{0, 1, \ldots, M - 2\}\) and \(t_{l,i}\) is the capacity of link \(l\) used by the \(i^{th}\) layer.

- Constraint (7.5b) is the flow conservation constraint.

- Constraints (7.5c) and (7.5d) are link capacity constraints under network coding condition. They allow the flows of different \((s,d)\) with common \(L_i\) to share link capacity. Note that the network coding is executed separately layer-by-layer to maintain the QoS guarantee of each layer transmission.

- Constraint (7.5e) is the layered data constraint. A transmission path of a higher layer will be chosen only if a transmission path of a lower layer has been selected.

- Constraints (7.5f), (7.5g), and (7.5h) are the feasible values of \(f_{l,i}^{(s,d)}, t_{l,i}, \) and \(x_i^{(s,d)}\), respectively.

The solution of the problem can be obtained by various mathematical approaches. We select the GNU Linear Programming Kit (GLPK) [111], which provides the well known
Branch-and-Bound algorithm, to be the solver for the multi-objective integer linear programming. The solution contains the sets of $x_i^{(s,d)}$ and $f_{i,d}^{(s,d)}$, which respectively represent the transmitted layers and selected links for each destination $d$. These parameters will be used in the next section.

7.3 Reliable Layered Multicast with Multiple Sources and Network Coding

7.3.1 Transmission Reliability of Layered Multicast with Multi-Source

Transmission reliability of layered data can be improved by using source and path diversities. Destinations can expect to receive layered data from alternative routes, when primary transmission paths experience severe packet loss or the QoS requirements of transmitted data cannot be fulfilled at destinations. Let $q_i^d$ be a QoS requirement of transmitting data layer $L_i$ to destination $d$, where $0 < q_i^d \leq 1$. $P_i^{(s_1,d)}$ is the transmission reliability of a path used to transmit $L_i$ to destination $d$ by a primary source. This reliability is an outcome from Section 7.2.6. When $P_i^{(s_1,d)} < q_i^d$, the QoS guarantee of $L_i$ of destination $d$ cannot be achieved by the primary source. Therefore, it may be helpful to increase the number of transmitting sources to improve reliability.

Let $P_i^{(s_j,d)}$ be the transmission reliability of paths used to transmit $L_i$ to destination $d$ by secondary source $s_j$, where $j \in J$, $j > 1$, and $J$ is a set of positive integers. The set of paths to destination $d$ of the primary source $s_1$ and every secondary source $s_j$ are independent for all $j$. The reliability of $L_i$, when we use $N$ transmitting sources, can be written as

$$P_i^d(N) = P_i \bigcup_{k=1}^N S_k,$$

$$= 1 - \prod_{k=1}^N (1 - P_i^{(s_k,d)}), \quad (7.6)$$

where $P_i^d(N)$ is the transmission reliability of data $L_i$ to destination $d$ using $N$ sources and $S_k$ is the event that destination $d$ receives data $L_i$ successfully from source $s_k$. As we can see, the term $\prod_{k=1}^N (1 - P_i^{(s_k,d)})$ of (7.6) is the probability that destination $d$ cannot obtain layer $L_i$ from any source.
7.3.2 QoS-aware Multicast with Multiple Sources and Network Coding

In this section, we present the algorithm in using multiple sources to reliably multicast data to destinations, when the required QoS guarantee cannot be achieved by a single source as in Section 7.2.6. However, the improved QoS guarantee comes with more network resource usage. Therefore, the multi-source multicast technique must be selectively used only with the data with high priorities. Network coding is used in this Section to combat with the bottlenecks in the network [52, 82].

When many flows are simultaneously transmitted in a network, some links may become bottlenecks for some destinations, i.e., an aggregate of required data rate at the considering link exceeds the available link capacity. The network coding allows different flows of data to share link capacity instead of competing for individual capacity, thus relieves the bottlenecks of network with sacrificing some computational power. The QoS-aware multicast with multiple sources and network coding algorithm can be stated step-by-step as follows.

**Step 1:** The primary source is selected by choosing the source \( s \) giving the highest lower-bound of achievable data rate, which is the data rate destination can expect to receive from the transmission, obtained by the single source routing, denoted by \( \Omega_s \), where \( \Omega_s = \sum_{i \in I} \sum_{d \in D} r_i P_i^{(s,d)} x_i^{(s,d)} \). The single source routing is performed by using our proposed optimization framework in Section 7.2.6. The optimal solution of the framework maximizes information values and the transmission reliability of transmitted layers, but may not
Finding the primary source
- Find single source routing paths for each $s$ using (5)
- Compute lower-bound throughput for each $s$ ($\Omega_s$)
- Select the primary source $s$, maximal $\Omega_s$

Finding a secondary source
- Select a secondary source $s'$, having subordinating $\Omega_s$
- Remove links connecting to paths from previous steps (To obtain path diversity)
- Find secondary paths using (5) (Only layers with unfulfilled QoS guarantees are the inputs)
- Compute the new reliabilities of the layers using (6)

Figure 7.3: A flowchart demonstrating the QoS-aware multicast with multiple sources and network coding.

achieve the QoS guarantees to some $L_i$ of some destinations. An example of the mentioned scenario is demonstrated in Example 1. The $\Omega_s$ for all $s \in S$ will be kept in a set of individual source achievable data rate, denoted by $\Psi$.

Step 2: Determine whether all $L_i$ of $(s, d), i \in I, d \in D$, can obtain its required QoS guarantee $q_i^d$ or not. If all layers $L_i$ of $(s, d), i \in I$, have QoS guarantees, use the optimal routes to convey the layered data. Otherwise, the secondary source is needed and go to Step 3.

Step 3: Select the secondary source $\hat{s}$ from the subordinate sources according to $\Omega_s$ from $\Psi$. To obtain path diversity, we modify the set of links $E$ by removing all links having the end nodes in the set of paths from the previous steps, except the destination nodes.

Step 4: The secondary paths of the layers with the unfulfilled QoS guarantees are obtained by using the proposed optimization framework in Section 7.2.6. Note that only the layers with the unfulfilled QoS guarantees are considered.

Step 5: Compute the new reliability of the layers with unfulfilled QoS guarantees, which
is computed from (7.6). The algorithm then determines the QoS guarantees for all \( L_i, i \in I \), of all \( d \). If there is any \( L_i \) of \( d \) that does not obtain QoS guarantee, repeat Steps 3, 4, and 5 until the QoS guarantees of all layers are achieved or all network resources and all sources are used.

Figure 7.3 shows a flow chart of the proposed algorithm. At the end of the algorithm, the set of optimal paths used to convey all layers \( L_i, i \in I \), will be determined. These paths will be the input for network code assignment using random network coding to ensure that destinations can receive their max-flow rates. Network coding will be applied only in transmitting data from the same source and same layer. Therefore, decoding layer \( L_i \) successfully depends on whether or not the random network codes can be decoded at destinations and transmitting data packets arrive at destination successfully. Suppose that data layer \( L_i \) can be divided to be \( K \) transmitting packets, \( L_i(0), \ldots, L_i(K-1) \). The decoding probability of layer \( L_i \) from source \( s_k \) can be expressed as

\[
P_{dec,i}^{(s_k,d)} = \prod_{j=0}^{K-1} \left( 1 - \frac{1}{|F|^{K-j}} \right) \times P_i^{(s_k,d)},
\]

where the first expression of (7.7) is the decoding probability of random network coding [83] with field size \(|F|\), whereas the second expression is the reliability of transmission of \( L_i \) from source \( s_k \) to destination \( d \) over the chosen optimal paths. After replacing (7.7) to \( P_{i}^{(s_k,d)} \) in (7.6), we obtain the decoding probability of data layer \( L_i \) from source \( s_k \) taking network coding into consideration.

**Example 1:** Consider the network with a set of average packet loss rates for each link.
shown in Figure 7.4. A successful transmission probability of each link $l \in E$ is random and uniform in the range of $0.90 \leq 1 - p_l \leq 1$. The network has two source nodes having the same set of data, which are nodes $S1$ and $S2$. There are 3 destination nodes, i.e., nodes 3, 4 and 5, $D = \{3, 4, 5\}$. Transmitting data consists of two layers denoted as $L0$ and $L1$. Transmission rate and QoS requirement of $L0$ are set to be $r_0 = 2$ units and $q_{0d} = 0.90$, while transmission rate and QoS requirement of $L1$ are set to be $r_1 = 1$ unit and $q_{1d} = 0.80$, for all $d \in D$.

At the end of Step 1, we have $\Psi = \{\Omega_{S1}, \Omega_{S2}\}$, where $\Omega_{S1} = 7.7025$ and $\Omega_{S2} = 8.0046$. Therefore, we select $S2$ as the primary source. According to Step 2, a set of paths of each layer data for each destination are shown in Figure 7.5, where the sets of solid lines and dash lines are for $L0$ and $L1$ transmissions, respectively. The sets of paths for transmitting $L0$ from $S2$ to destinations 3, 4, and 5 are $\{(S2, 7), (7, 3), (S2, 3)\}$, $\{(S2, 7), (7, 4), (S2, 4)\}$, and $\{(S2, 7), (7, 5), (S2, 5)\}$, respectively. The set of paths for transmitting $L1$ to desti-
Figure 7.6: The network when a set of links has been removed in **Step 3**.
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Figure 7.7: A set of paths for each destination obtained from the secondary source node S1: (a) a set of paths for destination node 3 and (b) a set of paths for destination node 5.

Sections 3, 4, and 5 are \{(S2, 6), (6, 3)\}, \{(S2, 6), (6, 4)\}, and \{(S2, 6), (6, 5)\}, respectively.

Based on the imposed QoS requirements, the transmission of \(L_0\) to destination nodes 3 and 5 cannot achieve the QoS requirement since \(P_0^{(S2, 3)}\) and \(P_0^{(S2, 5)}\) are equal to 0.8733 and 0.8673, respectively. The reliability is computed from (7.1), *e.g.*, \(P_0^{(S2, 3)} = (1 - p_{(S2, 3)})(1 - p_{(S2, 7)})(1 - p_{(7, 3)}) = (0.9982)(0.9578)(0.9135) = 0.8733\). Therefore, we need **Step 3**. A set of links having the end nodes in the paths from the previous steps are removed. Therefore, the network has been changed to the network in Figure 7.6.

Next, we find a set of secondary paths of the layers with the unfulfilled QoS guarantees by using the proposed optimization framework in Section 7.2.6 at **Step 4**. After solving the optimization problem, the sets of secondary paths for destination nodes 3 and 5 are \{(S1, 1), (1, 3), (S1, 3)\} and \{(S1, 1), (1, 5), (S1, 5)\}, respectively. The QoS of these secondary paths are equal to \(P_0^{(S1, 3)} = 0.8639\) and \(P_0^{(S1, 5)} = 0.8061\). These paths are depicted in Figure 7.7
Table 7.3: Comparison of the reliability obtained by single source and multi-source multicast.

<table>
<thead>
<tr>
<th>Schemes</th>
<th>Layer 0</th>
<th>Layer 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source S1</td>
<td>(0.8639, 0.8463, 0.8061)</td>
<td>(0.8992, 0.8599, 0.9108)</td>
</tr>
<tr>
<td>Source S2</td>
<td>(0.8733, 0.9007, 0.8673)</td>
<td>(0.9319, 0.8839, 0.9062)</td>
</tr>
<tr>
<td>Multiple sources S1 and S2</td>
<td>(0.9828, 0.9007, 0.9743)</td>
<td>(0.9319, 0.8839, 0.9062)</td>
</tr>
</tbody>
</table>

At Step 5, according to (7.6), the new reliability of $L_0$ is $P_0^3 = 0.9828$ and $P_0^5 = 0.9743$ for destination nodes 3 and 5, respectively. The QoS guarantees for all $L_i$ of all $d$ are currently achieved, hence we do not need other secondary sources. The sets of routing paths for each destination is depicted in Figure 7.8, where the solid and the dash lines represent paths used by the primary source and the secondary source, respectively.

The reliability obtained by the proposed method compared with those provided by the two single-source multicast schemes are demonstrated in Table 7.3 layer-by-layer, where the first, second, and third components of tuples represent reliability of destination nodes 3, 4 and 5, respectively. The reliability of layered data using multi-source multicast is superior to that of single source multicast.

### 7.3.3 Inter-source Network Decoding

In this section, the inter-source network decoding is presented to further improve the reliability of transmitting layered data based on the multi-source multicast routing proposed in Section 7.3.2. The algorithm in Section 7.3.2 uses only the packet data from the same source for network decoding. If some packets are lost during transmissions, the other network coded data from the considering source are useless. Inter-source network decoding can alleviate this problem by allowing the use of network coded data of the same layer.
Figure 7.9: An example network using inter-source network coding.

From other sources to help recovering data at the considering destination. To recover the coded layer, each destination just needs to obtain a sufficient number of packets from any source so that it can successfully decode the data. Suppose that each source transmits layer $L_i$ with $k$ units or packets, $L_{i,0}, L_{i,1}, \ldots, L_{i,k}$ and these packets may have to be coded at intermediate nodes. Obtaining $k$ linearly network coded packets, the coded data can be recovered by solving linear equations. This is equivalent to receiving the global encoding kernels of random network coding for all $k$ packets, which will form a matrix with rank $k$ [112]. If there are $N$ sources transmitting layer $L_i$, with inter-source network decoding, to recover all $k$ units of layer $L_i$, each destination needs to obtain $k$ network coded packets from total $N \times k$ to successfully decode $L_i$.

Let us consider the specific example of inter-source network decoding. Consider the network in Figure 7.9. The network has two source nodes $S_1$ and $S_2$ transmitting the same set of data. Each source separately multicasts layer $L_i$ with two data packets, i.e., $L_{i,0}$ and $L_{i,1}$, to destination nodes 4 and 5. At intermediate nodes, packets from the same source can be linearly coded, where the network coding coefficients are selected randomly and independently from other intermediate nodes. Based on Theorem 3 in [112], the random linear network coding can be applied to transmitting data starting from the source node.

The encoded data are transmitted to destination nodes 4 and 5 through the determined set of paths. At destination node 4, it obtains a set of encoded data as follows $A_1 = a_{1,1}L_{i,0} + a_{1,2}L_{i,1}$, $A_2 = a_{2,1}L_{i,0} + a_{2,2}L_{i,1}$, $B_1 = b_{1,1}L_{i,0} + b_{1,2}L_{i,1}$, and $B_2 = b_{2,1}L_{i,0} + b_{2,2}L_{i,1}$, where $A_i$ and $B_i$ are randomly and linearly coded data transmitted from $S_j$, where $j = 1, 2$.

The probability that destination node 4 successfully obtains $L_{i,0}$ and $L_{i,1}$ is equal to
the probability of the event that at least two encoded data either from $S_1$ or $S_2$ arrive at the destination. For instance, when destination node 4 receives $A_1$ and $B_2$, we can formulate a matrix containing global encoding kernels as [112]

$$Y = \begin{bmatrix} a_{1,1} & a_{1,2} \\ b_{2,1} & b_{2,2} \end{bmatrix}$$

and its linear equations can be written as

$$X = \begin{bmatrix} a_{1,1}L_{i,0} + a_{1,2}L_{i,1} \\ b_{2,1}L_{i,0} + b_{2,2}L_{i,1} \end{bmatrix}.$$  

We can write the linear equations in the form of matrix of global encoding kernel as

$$Y \begin{bmatrix} L_{i,0} \\ L_{i,1} \end{bmatrix} = X.$$  

When matrix $Y$ is nonsingular, we can decode $L_{i,0}$ and $L_{i,1}$ by solving linear equations using the Gaussian elimination. As we can see from the example, the destination has more degree of freedom in choosing the packets from any source. It needs only two data packets to recover all transmitted data.

### 7.4 Experimental Results

To evaluate our proposed reliable layered video multicast scheme, we compare the simulation results with the following routing schemes:

**Single source routing schemes**

- The shortest path routing (QoS-oblivious w/o NC), which was partly used in [113, 114].

- QoS-aware routing for layered multicast transmission (QoS-aware w/ NC) [63].

- QoS-oblivious routing using network coding (QoS-oblivious w/ NC), which was partly used in [52, 75].

**Multi-source routing schemes**
• Peer-to-peer streaming of Scalable Video Coding (P2P streaming of SVC), which is based on [79, 80].

• QoS-aware routing using network coding and multiple sources (QoS-aware w/ NC and multiple sources).

• QoS-aware routing using inter-source network decoding and multiple sources (QoS-aware w/ inter-source ND and multiple sources).

We simulate these routing schemes on 20 randomly generated network topologies containing 30 nodes. Node positions are chosen randomly in a square whose the length of each side is 200 meters. Each link capacity is determined by a distance between a transmitter and a receiver at each end of the link. Each link capacity is shown in Table 7.4, where $1 \leq c_l \leq 3$ units [74]. One unit is equal to 512 kbps. The successful data transmission of each link is randomly generated, where $Z \leq 1 - p_l \leq 1$. Variable $Z$ is a set of numbers labeled on x-axis of all graphs in this section, where $Z \in \{0.60, 0.65, 0.70, 0.75, 0.80, 0.85, 0.90, 0.95\}$. The Gilbert-Elliot [115] channel model is used to simulate the burst packet loss pattern. In the model, there are two states. The first state represents a good channel condition, where there is no probability of packet loss. The second state represents a bad channel condition, where the probability of packet loss is varied depended on the setting. The transitional probabilities from the first state to the second state as well as from the second state to the first state are 0.08 and 0.02, respectively. The achievable data rate, which is the data rate destination can expect to receive from the transmission, is calculated from a sum of products between the transmission rates and reliability of data layers. When some layers cannot be transmitted from the source due to limited network resources, achievable data rate of those layers will be zero.

The objectives of our experiments are to show achievable data rate gains and QoS guarantee improvements of multicast transmissions, when the proposed routing scheme is used. In addition, we simulate scalable video multicast and show the improvement both in subjective and objective qualities. Video codec is based on H.264 Joint Scalable Video Model (JSVM) [24]. The group of picture (GOP) size is eight. Here, we consider only SNR scalability. Each video sequence is encoded to be three layers, i.e., a base layer and two enhancement layers. The information values of a base layer, the first enhancement
Table 7.4: Distance thresholds for different transmission data rates

<table>
<thead>
<tr>
<th>Distance (m)</th>
<th>Link Capacity (unit)</th>
</tr>
</thead>
<tbody>
<tr>
<td>63-100</td>
<td>1</td>
</tr>
<tr>
<td>40-63</td>
<td>2</td>
</tr>
<tr>
<td>0-39</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 7.10: Comparison of achievable data rate of all layers for various link conditions.

layer, and the second enhancement layer are set to be three, two, and one, respectively. Note that the information value ($\kappa$) of more important layer will be higher than that of less important one. The frame rate and the resolution of the 4:2:0 YUV video sequences are 30 Hz and CIF (352 × 288 pixels), respectively. Error concealment mode of JSVM is enabled in our simulations. The simulation framework is partly based on the myEvalSVC framework [116]. There are four sources and three destinations in each network. Each destination requires three layers of data. The transmission rates of $L_0$, $L_1$, and $L_2$ are two, one, and one unit(s), respectively. The imposed QoS requirements of $L_0$, $L_1$, and $L_2$ for all destinations are 0.90, 0.85, and 0.80, respectively. Network coding is applied only in transmission of $L_0$. The optimal route solution is computed using the Python programming language [106] together with PulP package [107] and GLPK solver [111].
7.4.1 Comparison of Achievable Data Rate and Reliability

Figure 7.10 shows the average achievable data rate with a successful transmission probability. The P2P streaming of SVC scheme gives the highest data rate to all destinations by utilizing all available network resources. An average data rate of the scheme slightly surpasses that of the QoS aware w/ inter-source ND and multiple sources by 5%. The performance gain is more obvious when we encounter hostile channel conditions. Our proposed routing scheme achieves an average gain of 8%, 36%, and 40% in average achievable data rate with respect to the QoS-aware w/ NC, QoS-oblivious w/ NC, and the QoS-oblivious w/o NC, respectively. Note that the achievable data rate gained by our multiple sources routing scheme slightly drops at some values of successful transmission probability. This is because we do not need to use multiple sources when QoS guarantee can be achieved by only one source.

Figs. 7.11, 7.12, and 7.13 demonstrate the average reliability in terms of successful transmission probability of data transmission of $L_0$, $L_1$, and $L_2$ from different routing schemes. The average reliability provided by the P2P streaming of SVC scheme is slightly higher than that given by our proposed scheme, i.e., 2%, 6%, and 9% for $L_0$, $L_1$, and $L_2$, respectively, whereas our proposed scheme gives better average reliability than those from
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Reliability

QoS-oblivious w/ NC
QoS-oblivious w/o NC
P2P streaming of SVC
QoS-aware w/ NC
QoS-aware w/ NC and multiple sources
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Figure 7.12: Comparison of reliability of data transmission of layer 1 for various link conditions.

Figure 7.13: Comparison of reliability of data transmission of layer 2 for various link conditions.

other routing schemes. For transmission data layer 0, $L_0$, the proposed routing scheme gives an average gain of 12%, 35%, and 58% over the QoS-aware w/ NC, QoS-oblivious w/o NC, and the QoS-oblivious w/ NC, respectively. For transmission data layer 1, $L_1$, the proposed routing scheme gives an average gain of 4%, 20%, and 35% over the QoS-aware
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Figure 7.14: Comparison of the number of links used for each transmission scheme.

w/ NC, QoS-oblivious w/ NC, and the QoS-oblivious w/o NC, respectively. Finally, for transmission data layer 2, $L_2$, the proposed routing scheme achieves an average gain of 5%, 18%, and 55% over the QoS-aware w/ NC, QoS-oblivious w/ NC, and the QoS-oblivious w/o NC, respectively. Note that the gain over the QoS-oblivious w/o NC is high because most data of $L_2$ cannot be transmitted due to the lack of available channels when the QoS-oblivious w/o NC is used.

Even though the P2P streaming SVC gives better results than our proposed QoS aware w/ inter-source and multiple sources, the advantages come with much higher network resource consumption. To be more specific, it consumes at least twice more channel usages than those used by other schemes. Figure 7.14 shows average numbers of used links from various routing schemes, which imply the network resource consumption in streaming video contents. Our proposed scheme uses much less network resource than that of the P2P streaming of SVC. When we consider the performance per channel use, our proposed scheme clearly outperforms the P2P streaming SVC. Moreover, the number of links used by our scheme decreases proportionally to packet loss rates of links. In other words, our scheme consumes less resource, when channel condition is in good states. Note that other single source routing schemes consume fewer channels than that of our proposed scheme but none of them can provide QoS guarantee to the scalable video streaming.
7.4.2 Comparison of Objective and Subjective Qualities

In this section, we show the advantage in terms of peaked-signal-to-noise ratio (PSNR) in scalable video multicast with our proposed scheme. We use four video sequences consisting of “Paris”, “Bus”, “Football”, and “Mobile” in our simulation. These video sequences are available online at [117]. The packet loss rate of each video layer is calculated from the reliability in Section 7.4.1.

Figs. 7.15, 7.16, 7.17, and 7.18 show the PSNR comparison among different routing schemes of video sequences “Paris”, “Bus”, “Football”, and “Mobile”, respectively. As we can see from the results, the PSNR improvement using our proposed multicast scheme is significant, when the channel conditions are hostile, e.g., the range of successful transmission probability is between 0.6 to 0.8. The average PSNR gain achieved by the P2P streaming of SVC is approximately 1-2 dB compared with that of our proposed scheme. The PSNR gain between our routing scheme and QoS-oblivious w/ NC is approximately 5-10 dB. This implies that the multiple sources and inter-source network decoding should be used, when the channel is hostile. When the channel is in good conditions, single source and network coding should be sufficient to give an acceptable transmitted video quality. Because multi-source multicast requires more network resource usages, it should
Figure 7.16: Comparison of the average PSNR of video sequence “Bus” for various link conditions.

Figure 7.17: Comparison of the average PSNR of video sequence “Football” for various link conditions.

be selectively used.

Next, Figs. 7.19, 7.20, 7.21, and 7.22 show the subjective qualities of video frames from “Paris”, “Bus”, “Football” and “Mobile” video sequences, respectively. We compare video frames obtained from the proposed scheme and QoS-oblivious w/o NC. As we can
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Figure 7.18: Comparison of the average PSNR of video sequence “Mobile” for various link conditions.

Figure 7.19: Visual example selected from video sequence “Paris” from various routing schemes: (a) Original, (b) QoS-aware w/ inter-source ND and multiple sources, and (c) QoS-oblivious w/o NC.

see from the results, our scheme gives superior visual qualities to the QoS-oblivious w/o NC, especially in high movement video sequences such as “Football” video sequence.

7.5 Conclusion

The reliable layered multicast using multiple sources and inter-source network decoding is proposed. The multi-source technique gives the path diversity that yields a better achievable data rate for layered transmissions. An optimization framework is formulated to find the optimal set of paths under several constraints. When the QoS guarantee of the
Figure 7.20: Visual example selected from video sequence “Bus” from various routing schemes: (a) Original, (b) QoS-aware w/ inter-source ND and multiple sources, and (c) QoS-oblivious w/o NC.

Figure 7.21: Visual example selected from video sequence “Football” from various routing schemes: (a) Original, (b) QoS-aware w/ inter-source ND and multiple sources, and (c) QoS-oblivious w/o NC.

Figure 7.22: Visual example selected from video sequence “Mobile” from various routing schemes: (a) Original, (b) QoS-aware w/ inter-source ND and multiple sources, and (c) QoS-oblivious w/o NC.

considering layered data cannot be achieved from the computed routes and some network resources are still available, a secondary source will find its optimal path and will transmit the same layered data to the considering destinations. This process will run repeatedly until the QoS guarantee is met or the network resources become unavailable. The network
coding is applied to the optimal set of paths. The inter-source network decoding is pro-
posed to further improve the achievable data rate, whereas a sufficient number of network
coded data are received not necessarily from the same source, the transmitted data can
be recovered. Our experimental results show the improvement in the achievable data rate
with QoS guarantee obtained from the proposed algorithm compared to previous works.
The simulations of scalable video coding show the gains in both subjective and objective
qualities under various video sequences and network topologies.
Chapter 8

Conclusion

This chapter gives a discussion about our presented approaches and the conclusion. Potential directions of future work are provided at the end of this chapter.

8.1 Discussion

The major part of link bandwidth in the Internet is occupied by content retrieval as a consequence of emerging content-oriented services and applications. In the process of content retrieval, a content delivery path often lies across multiple networks in the Internet, which can be categorized by location into the core and edge areas. In this dissertation, data transmission in both areas are facilitated by several novel content-oriented approaches to allow for efficient content delivery.

Data centers, which are major hosts of content servers, typically have direct connection to the core area of the Internet. The core area is therefore the first place where content starts a journey toward end-users. This area is prone to network congestion because it is loaded with a large amount of content retrieval traffic from end-users. Network caching has been an effective solution to network congestion. However, existing implementation of network caching, such as Web caches and Content Delivery Networks (CDNs), involves many unnecessarily complicated systems. Content-Centric Networking (CCN) architecture is considered to be a new solution to network congestion since it natively supports network caching in its protocol. Existing routing and caching schemes for CCN cannot
fully utilize in-network caches. We thus introduce a new cooperative routing scheme and a probabilistic caching scheme for CCN. The cooperative routing scheme optimizes data transmission paths based on the data similarity extracted from content retrieval statistics. The probabilistic caching scheme lets CCN routers randomly cache data with a caching probability to reduce redundant copies of the same content cached by CCN routers along a transmission path. Both schemes cooperatively improve the utilization of in-network caches, leading to more efficient data transmission in the core area of the Internet. The content delivery completes the first part of data transmission in the core area and proceeds in the edge area.

In the edge area, multi-hop wireless networks would be prevalent as a result of the increasing number of wireless devices, accelerated by advancement in modern electronic and computing technologies. Unreliable quality and limited bandwidth are common issues in the transmission links of these networks. On the other hand, steaming bandwidth-demanding content over such networks has become the norm. Moreover, the quality of reproduced content at an end-user is susceptible to data loss. Quality-of-service (QoS) is thus necessary for data transmission in multi-hop wireless networks. We propose two new QoS-aware routing schemes for multi-hop wireless networks, one is for unicast and the other is for multicast. In essence, our proposed routing schemes select optimal routes in given networks according to QoS requirements and the importance of data. Network coding techniques are exploited to further improve network resource utilization. Our routing schemes not only better guarantee QoS of data transmission in multi-hop wireless networks than several existing schemes, but also achieve efficient utilization of network resources.

We propose several content-oriented approaches for efficient data transmission in the Internet. Results from extensive evaluation show that our schemes can address data transmission more efficiently than several existing schemes which ignore the properties of data. Our proposed schemes may be orthogonal, considering that they are applicable to networks in different areas. Nevertheless, they can be jointly used to enable efficient content delivery over heterogeneous networks in the future Internet. For instance, a new framework for efficient content delivery can be described as follows. We can utilize CCN architecture along with the cooperative routing and probabilistic caching schemes to facilitate data
transmission in the core area. Much of redundant traffic could be eliminated by efficient
in-network caches, thus network congestion would rarely happen. Upon receiving the data
from the core area, networks in the edge area forward them to end-users. Some of data
may be lost in the this area before reaching end-users as a result of unreliable wireless links
and limited link bandwidth. In this case, our QoS-aware routing schemes can be used both
to achieve a QoS guarantee and to prioritize data transmission. The cooperation among
all of our proposed schemes would enable efficient content delivery in the future Internet.

It is worth to note that our work has some limitations. For example, our Optimal
Cooperative Routing Protocol (OCRP) is driven by exchanges of signalling packets be-
tween CCN routers. Excessive signalling packets could affect the performance of particular
CCN routers and routing stability. The number of signalling packets created depends on
several parameters, such as the number of CCN routers, threshold of popularity index,
and traffic sampling interval. These parameters are unique to each network and are not
necessarily the same as those used by this work. In the performance analysis of a prob-
abilistic caching scheme, we model the requests of content with Independent Reference
Model (IRM). However, recent studies in [118] point out that IRM may reduce the accu-
racy of caching analysis because temporal locality of requests is ignored. We also assume
Zero Download Delay (ZDD) in this work. In fact, download delay occurs for every cache-
miss and may contribute to the discrepancy between the analytical results and the actual
performance in real networks. Next, let us consider our QoS-aware routing schemes for
multi-hop wireless networks. In our routing scheme for unicast transmission, the optimal
route selection and CNC establishment are separate steps. An optimal route for the entire
unicast sessions is calculated in the first step. Upon the obtained route, our Cooperative
Network Coding Establishment (CNCE) algorithm decides whether CNC will be applied
at which intermediate node. If this optimal route does not match any CNC structure,
the network will not set up any CNC. To improve the opportunity of CNC, the optimal
route calculation should be aware of CNC structures and QoS requirements. However,
this would cost much more complexity than our proposed scheme. Finally, in our work
on QoS-aware routing scheme for multicast transmission, we assume that only a multicast
session exists in a multi-hop wireless network. In practice, more than one session may oc-
cur simultaneously and may increase contention for network resources. Hence, a multiple
8.2 Conclusion

Network congestion and lack of QoS guarantee are critical problems in the modern Internet, owing to an explosion in popularity of applications and services with content-oriented requirements. Many of existing solutions are either inefficient or unnecessarily complicated as they are based on a host-to-host communication model, which treats data as anonymous packets without considering properties of data. Aiming to find solutions that better fit these new requirements, we propose several content-oriented approaches for efficient data transmission in the core and edge areas of the future Internet.

We first address the problem of network congestion in the core area. We consider CCN to be a solution to network congestion as it natively supports network caching in its protocol. We introduce a cooperative routing for CCN and propose OCRP for CCN to improve the utilization of in-network caches in content-centric networks. OCRP makes use of content retrieval statistics collected from CCN routers for route optimization. An optimal route is obtained by solving an integer linear optimization problem, whose constraints are flow conservation constraint, cache contention mitigating constraint and path length constraint. Simulation results show that OCRP yields an improvement in the server load and round-trip time over the shortest path routing. Not only the routing but also the caching contributes to the utilization of in-network caches. We thus propose and analyse a probabilistic caching scheme, aiming to justify its feasibility in CCN. The behavior of the probabilistic caching scheme is investigated by means of computer simulation and mathematical analysis. Simulation results show that the behavior of a probabilistic caching scheme varies as a function of cache replacement policy. The hit rate and the duration of the initial state of a probabilistic caching system are inverse functions of a caching probability. In addition, we propose a Markov chain-based analytical model for performance analysis of the probabilistic caching scheme. The insights from the analytical model show that a combination of a probabilistic caching scheme and LRU gives an effective cache management scheme for CCN routers. However, if a CCN router cannot afford LRU due to its computational power limitation, RR is preferred to FIFO.
We proceed to address QoS guarantee for data transmission in multi-hop wireless networks, which would be common in the edge area. We propose a QoS-aware routing scheme for unicast transmission using cooperative network coding (CNC). We set up an integer linear optimization problem to obtain an optimal route of each unicast flow. We develop CNCE algorithm to decide whether or not CNC will be performed at an intermediate node. The criteria of this algorithm are based the A-B, Y, and X structures found in the network and QoS requirements of unicast sessions. Simulation results show that our routing scheme yields better throughput and higher channel use efficiency with the QoS guarantee of unicast flows than QoS-oblivious approaches. For multicast transmission, we propose a QoS-aware routing scheme with the help of a multi-source technique and inter-source network decoding. We formulate an integer linear optimization problem for calculating an optimal route based on QoS requirements and available network resources. We exploit a multi-source technique to improve the reliability of transmitted data through path diversity. Inter-source network decoding is exploited to improve the achievable data rate, where a data layer can be recovered by using a sufficient number of network coded data that are not necessarily obtained from the same source. Results from computer simulation show that our routing scheme yields a significant improvement both in subjective and in objective qualities of scalable videos compared to several existing schemes.

8.3 Future Work

8.3.1 Network Coding in Content-Centric Networks

Network coding could be used to improve the utilization of content-centric networks as well as to reduce content-retrieval time. An example of network coding in a content-centric network is shown in Fig. 8.1. We assume that each link in the network can carry only a chunk of data per a transmission slot. Node 4 is a content requester who demands content X that consists of two data chunks: $x_1$ and $x_2$. Node 4 sends an Interest packet for content $X(x_1, x_2)$ to node 3. Node 3 does not have content $X$ in its CS so it forwards the Interest packet to all potential content repositories. Both nodes 1 and 2 have data chunks $x_1$ and $x_2$, thus becoming the potential content repositories for content $X$. Nodes 1 and 2 respond to received Interest packets with Data packets containing network-coded data $a_1 x_1 + a_2 x_2$. 
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and $a_3x_1 + a_4x_2$, respectively, where $a_1$, $a_2$, $a_3$, and $a_4$ are coding coefficients. By randomly choosing these coding coefficients from a large enough field, the probability that coding vectors $[a_1, a_2]$ and $[a_3, a_4]$ are linearly independent is high. Nodes 3 forwards these Data packets to node 4 and caches both network-coded data in its CS. Node 4 obtains content $X$ by decoding the two network-coded data inside received Data packets. Node 3 can also decode the caches network-coded data to obtain data chunks $x_1$ and $x_2$. It can optionally cache data chunks $x_1$ and $x_2$ in its CS to become a potential content repository of content $X$.

On the other hand, if network coding is not allowed, nodes 1 and 2 may respond to the Interest packet with Data packets containing the same data chunk. This event can happen because node 1 does not know which data chunk node 2 will send, and vice versa. When both nodes 1 and 2 send Data packets containing the same chunk to node 3, the link bandwidth is wasted as node 3 will forward only one of them to node 4. Moreover, node 4 needs to send another Interest packet for the data chunk that has not been received, resulting in a longer content-retrieval time. As we can see from this
example, network coding has potential to improve data transmission in content-centric networks. An investigation into the implementation of network coding in CCN should give an interesting future work.

### 8.3.2 Scalable Video Streaming in Content-Centric Networks

Scalable video streaming is one of the applications that are expected to highly benefit from the in-network caches. It holds several key features such as a high caching efficiency and a seamless quality adaptation [119, 120]. However, scalable video streaming in CCN would encounter several fundamental problems associated with bandwidth estimation. Figure 8.2 shows an example of the problems. Data layers of a scalable video bitstream may be cached by different CCN routers. As a result, the round-trip times (RTTs) and bandwidths for downloading chunks of different data layers could fluctuate in an unprecedentedly wide range.

Existing bandwidth estimations rely on an estimated RTT, which is a function of the RTTs of recent transmissions [121]. In content-centric networks, these approaches would be severely inaccurate due to a large variance of the estimated RTT. At a client, a quality adaptation logic of scalable video streaming utilizes the estimated bandwidth to determine the data rate, which affects the quality of video. The data rate is generally set to be as close as possible to the estimated bandwidth for the best video quality. Inaccurate bandwidth estimation leads to either underutilization of actual bandwidth or frequent video quality fluctuation, both of which degrade the experiences of the client. Therefore, an investigation into a framework for efficient scalable video streaming in content-centric networks is a challenging future work.
8.3.3 Cache Management Schemes for Video Workloads

According to the conclusion of the dissertation, a combination of a probabilistic caching scheme and LRU gives an effective cache management scheme for content-centric networks. Nevertheless, the conclusion is met under an assumption that all content objects are uncorrelated and have the same size. It might not hold for video workloads. In general, a video bitstream is divided into multiple chunks to be transmitted in heterogeneous networks. Upon receiving video requests, a video source (or a video server) sends video chunks to a client, one after another. The order of video chunks is deterministic, thus exhibiting strong temporal locality of traffic. A question of whether a combination of probabilistic caching scheme and LRU is suitable for video streaming workloads is worthwhile to consider. Furthermore, the video streaming traffic is expected to approximately account for 80% of all consumer Internet traffic in 2018 [5]. Therefore, it is reasonable to design cache management schemes based on the characteristics of video workloads.
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