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Abstract

For decades, computational science and computer industry pursue a low latency interconnection network. In particular, as numerous endpoints of highly parallel computing systems (such as data centers or supercomputers) demand high computing and large storage, an interconnection network becomes a critical component of the highly parallel computing systems. The interconnection network is expected to provide a low latency and a high communication bandwidth. Indeed, the switch delay to forward a message becomes dozens or hundreds of nanoseconds. The receiving and sending overhead at a host could be hundreds of nanoseconds by enabling intelligent network interfaces. As device technology and its corresponding software overhead continue to improve, an expected Message Passing Interface (MPI) level communication naturally becomes latency sensitive, such as dozens of nanoseconds for custom supercomputers or hundreds for commodity clusters.

In this dissertation, we propose a new type of low latency interconnection network working towards Exascale and Big-Data computing challenges. Our approach is a combination of three following technologies; a short-diameter network topology with its low-cost physical layout, a custom routing avoiding latency overheads for accessing routing tables, and a low-latency error control mechanism for the usage of high-bandwidth optical links.

We first focus on designing short diameter network topologies and their physical layouts for achieving both low total switch latency and low total cable latency. We propose a new non-random approach named Distributed Shortcut Networks (DSNs), for designing a cost-effective and layout-conscious interconnect topology. The DSN approach is based on a common technique seen in traditional regular topology designs, e.g., the use of “virtual supernodes”, combined with a different design philosophy learned from observing small-world networks. We discussed both the ring-based DSN
and the 2-D grid-based DSN topologies, where the ring-based DSN provides insight and theoretical analysis to the approach while the 2-D grid-based DSN provides competitive and practical use. By these techniques, DSN achieves logarithmic diameters which are in proportional to the total switch latency. DSN also has advantages of structured topological properties for shorter cable lengths when it is implemented into a machine room, i.e., leading to a low total cable latency. In addition, we illustrate that DSN is fully flexible to a required network size and to an incremental expandability after its installment on a machine room. When incrementally adding nodes and cabinets to the proposed topology, its diameter and average shortest path length increase modestly. Its network cost and power consumption modestly increase when compared to the counterpart non-random topologies.

Secondly, we study the ideal performance of a proposed interconnection network when a routing algorithm is implemented. Numerous endpoints require large CAM (Content Addressable Memory)-based routing tables at each switch consuming electric power drastically. A large CAM table implemented outside the router chip becomes a latency bottleneck especially when the switch delay becomes extremely small, e.g. 40ns. In this regard, avoiding routing table is a goal for a lower switch delay. We propose an effective non-minimal custom routing algorithm on DSNs without routing tables by computing directly of synthesis hardware at each switch. These latency analyses show that our custom routing algorithm achieves a good result in the low switch-latency era.

Thirdly, we address the high switch-delay problem by reducing the latency overhead of error correction codes in high-bandwidth optical communications, e.g., 100 Gb/s or 400 Gb/s. Recent high-bandwidth optical communication has error correction codes (ECC), such as forward error correction components (FEC) at each switch for maintaining the same bit error rate (BER) as that in traditional low-bandwidth interconnection networks. However, the FEC operation latency overhead becomes higher than the sum of all the other switch operation overhead including routing computation and switch allocation. The FEC operation overhead significantly degrades the performance of parallel applications in highly parallel computing systems especially when the BER is high. In this study, we design low-latency unreliable networks using a Hamming code. Although it does not provide rigid error-free communication, some parallel applications obtain the acceptable quality of computation results with short execution time.

Finally, we illustrate our best interconnection networks integrated with DSN
topologies with its custom routing and the high-speed cables with our moderate error-proof approach. We show that our low-degree, cable-geetric moderate error-proof approach achieved a better performance compared with the same-degree counter-part network such as Torus or Random.
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Introduction

1.1 Motivation and Objectives

In high-end computing, i.e., supercomputer and high-performance computing (HPC), to force the system performance cross a threshold of $10^{3k}$ operations per second is a major milestone [2]. The first Petascale ($10^{15}$) was achieved in November 2008 with the Roadrunner BladeCenter system operated by the U.S. Department of Energy (DOE). In the latest rankings, the Sunway TaihuLight maintains its top position from June 2016 with a performance of 93 petaflops [3]. Subsequently, the Exascale systems are expected to break the performance barrier of the Exaflop ($10^{18}$ floating point operations per second) in near future [4]. In addition, as the outbreak of the Internet of Things (IoT) and Big-Data applications in recent years, the demands of huge storage capacity and high-speed data access for data center (DC) systems become extremely emergent. These Exascale and Big-Data challenges thus motivate the academic research and industry technological developments of recent decades.

The interconnection network is one of the most critical concerns of the architecture design for high-performance computing and data center systems. As the number of
endpoints has significantly increased, an interconnection network is expected to provide a low latency and high communication bandwidth to meet the high computing and storage demand. A number of reports [5, 2, 6, 7] have focused on the requirements and challenges of constructing such kind of systems, revolving around many design aspects such as network topology, routing algorithm, power consumption, cost, reliability and fault tolerance, scaling ability, etc. Specifically, the key requirements for an HPC system \(^1\) at the scale of more than 100,000 endpoints were defined in [5] as follows:

- **Low latency**: maintaining approximately 1 µs end-to-end latency across system.
- **High bandwidth**: link bandwidths are greater than 800 Gb/s.
- **High message throughput**: greater than 100 million message/s and 1000 million message/s for MPI and load/store communication models, respectively.
- **High reliability**: targeting less than \(10^{-23}\) unrecovered bit error rates.

Motivated by these requirements, this dissertation aims to design an efficient interconnection network concentrating on the low-latency purpose. We also consider the others requirements such as high bandwidth and high reliability in the relations with the low-latency point of view. In the following, we first address the challenges of design an interconnection network and then we focus on the specific challenges related to the latency requirement.

### 1.2 Challenges of Interconnection Network Design

#### 1.2.1 Overview

Interconnection network design is a well-researched area due to its important role in the HPC system design. In spite of that, the system design with 100,000 endpoints still needs considering thoroughly for a proper solution on several aspects. It is reported in [8] that these aspects include the following:

\(^1\)Because the demands of interconnection connection design for data center and high-performance computing systems becomes converging, in this dissertation, if there is no more explanation we use the term "HPC system" to mention both of them, i.e., HPC system and data center system.
1.2 Challenges of Interconnection Network Design

1 **Performance requirements.** In HPC system, the endpoints synchronize, communicate together, or perform data access operations through the interconnection network by passing messages between a particular pair of source and destination nodes. Indeed, the time taken for a message reaches its destination (message latency) directly affects the performance of overall system. Low maximum/average message latency is expected for a high-scale system. In addition, the number of messages delivered through the network at the same time (network throughput) is also an important concern in term of high-performance system design.

2 **Incremental expandability.** A large number of data center and supercomputers are gradually increased their size after deploying because the difficulty in precisely estimating future user demands and the financial/political nature. Some interconnection networks are difficult to expand because of their coarse design size with a fixed number of endpoints. In other cases, expandability is provided by using the wasting resources, e.g., reservation switch ports for future expansion usage. In this context, the interconnection networks should provide incremental expandability. That is the network could be built up with any required size and allows the addition of a small number of nodes while minimizing resource wasting.

3 **Reliability.** An interconnection network should be able to pass a message reliably. For a limited number of occurred faults on the delivered path, it is expected to send the message through some alternative paths. In addition, bit flips rate (soft error) become higher with the higher scale of networks size and speed of cables (link bandwidth). Thus, a cost-effective error detection/correction mechanism is essential for HPC systems in order to achieve the reliability requirement.

4 **Physical constraints.** An interconnection network connects endpoints such as processors, memories, etc, via a large number of components such as switches and cables. As the number of endpoints has been increased, e.g., 100,000 endpoints, the number of such components also increases that leads to take some physical constraints into account. A major challenge for a large interconnection network when it is implemented into a server room is how to arrange these components in a limited area (a floor plan). A floor plan is able to highly affect the network latency and establishing cost due to the long length of connecting cables or affect the power consumption of the cooling systems. Thus, physical layouts of an
interconnection network are also desirable for carefully considering.

5 **Cost constraints.** It is unreasonable to deploy an interconnection network with an infinite cost. Indeed, interconnection network design is to balance the trade-offs between cost and other design factors such as overall system performance. Therefore, increasing the cost-efficiency, i.e., maximize the performance with a particular cost, is a practical concern for designing HPC systems.

In this dissertation, we focus on minimizing the network latency for high-performance purpose while still step-by-step consider the other problems. In the next section (1.2.2), we clarify our targeted obstacles for achieving low-latency communication in an HPC system.

### 1.2.2 Low-Latency Challenges

Let us firstly give a brief definition of the network latency. "The latency of a network is the time required for a packet to traverse the network, from the time the head of the packet arrives at the input port to the time the tail of the packet departs the output port" [1]. Principally, network latency includes switch latency, time of flight (cable latency), and serialization latency. The switch latency is the time spent at switches on the traversed path of a message. Typically, the switch latency depends on the number of intermediate switches between source and destination (also known as hop count $H_{min}$\(^2\)), and the delay at a switch $t_s$ for routing computation, switch allocation, error control operation, etc. On the other hand, the time of flight is the time spent on the cables that are in proportional to the total cable length $L_{min}$ and the inverse of propagation velocity $v$. The serialization latency is the time for a message of size $S$ to cross a channel with bandwidth $b$ [1]. In the ideal case where no contention occurs, the following expression illustrates the ideal latency of a network:

$$\text{Latency} = H_{min} t_s + \frac{L_{min}}{v} + \frac{S}{b}$$

(1.1)

Due to the wide base of installed applications using Message Passing Interface (MPI),

\(^2\)In the ideal case, we assume that all the messages are delivered through the shortest routing paths. Thus we use $H_{min}$ to denote the hop count of this minimal path. In the other cases, routing path depends on a particular routing algorithm and may not be the shortest path. In this case, the switch latency is proportional to the real routing path length.
and Partitioned Global Address Space (PGAS) programming models, small delivered messages with a collective communication is frequently generated in the interconnection networks. Thus, as the high-scale of endpoints, the switch latency and time of flight become bottlenecks of network latency. In this dissertation, we are interested in three design challenges of interconnection networks including network topology, routing algorithm, and high-speed cable in term of minimizing network latency.

- **Network topology and physical layout.** Previously, the delay at a switch was relatively larger than the delay on cables, i.e., hundreds of nanoseconds per switch, and 5 nanoseconds per meter, respectively. Low latency network design is targeted at reducing the maximum hop count between any pairs of source and destination which corresponds to the diameter of a network topology. As the technology has been driven, the switch delay becomes small, such as 40.1 nanoseconds on Anton-2 and about 100 nanoseconds even in a commodity InfiniBand switch which uses a forwarding table. The total cable latency (or total cable length) also significantly contributes to the communication latency. Thus considering short-diameter network topologies and their physical layout for achieving both low total switch latency and low cable latency becomes a crucial concern. Such cable-geometric design is needed, but their good design methodology is not given.

- **Routing algorithm.** A large number of endpoints drastically requires the large CAM (Content Addressable Memory)-based routing tables at each switch that consumes more power and potentially donates an extra switch latency overhead. In this context, compact routing with the usage of energy-efficiency Ternary CAMs (TCAMs) has been researched to cope with this problem. Another approach is to design a routing algorithm that does not require routing table by it’s capable of computing the routing path with hardware synthesis at each switch.

- **High-speed cable usage.** Not only network latency, but also network throughput is an important factor for the performance of HPC systems. In order to achieve high network throughput, besides network topology design, increasing the speed of cables is also an essential approach. In order to achieve the high-bandwidth requirement, high-speed optical fiber such as Gigabit Ethernet has been studied and commercially designed with the use of advanced modulation technology and forward error correction (FEC) to maintain the reliability of the network.
communication. However, the use of FEC contributes a considerable extra latency overhead that might not be allowed since it significantly slows down the systems. Thus, cost-effective error detection techniques and other fault-tolerant mechanisms like light-weight fast correction code would be a challenge of HPC system design.

1.3 Contributions

In the beginning work, we propose short diameter network topologies called Distributed Shortcut Networks (DSNs) by exploiting the small world network model. The DSN topology takes full advantages of the structured topological properties such as the low degree and the non-random that help to gain a short cable length when it is implemented into a server room. That is, our new DSNs have performance somewhat comparable to the state-of-the-art low-degree interconnection networks but have clear advantages in saving cables that help to reduce the deployment cost. In addition, we illustrate that our network topologies support incremental expandability for further extension demands after its deployment.

In the following work, we aim at avoiding the routing tables with the purpose of a low switch delay. We propose an effective hardware-based non-minimal custom routing algorithm on our DSN network topologies. This custom routing also could be implemented as a compact routing with TCAMs usage. Although our proposed routing does not ensure the shortest routes for all pairs of source and destination nodes, it overall latency still small due to taking the advantages of routing over the short-cable-length paths, i.e., low cable latency. Furthermore, we also show that for a given number of occurred faulty/congested links on the delivered paths, the message still reaches the destination through the alternative paths with a proper increment of routing path length.

In the final work, we consider the low-reliable network design using Hamming code (moderate error-proof high-speed cables). The Hamming code does not provide rigid error-free communication, its BER is indeed acceptable for a large number of parallel applications. Hamming code has advantages in reducing the switch delay then help to improve the system performance.

Finally, we illustrate our best interconnection networks in which DSNs topology with its custom routing and moderate error-proof high-speed cables are implemented and compare them to counterpart conventional interconnection networks. Table 1.1 highlights our contributions in this work.
Table 1.1: Problems statement and our contributions.

<table>
<thead>
<tr>
<th>Network Topology (Chapter 3)</th>
<th>Problem</th>
<th>Scalability limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>Short network diameter with short cable length in server room</td>
<td></td>
</tr>
<tr>
<td>Proposal</td>
<td>Non-random small-world network</td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td>Reduce both switch latency and cable latency</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Routing Algorithm (Chapter 4)</th>
<th>Problem</th>
<th>Switch latency by implementation of routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>Avoid routing table usage</td>
<td></td>
</tr>
<tr>
<td>Proposal</td>
<td>Algorithmic routing (custom routing)</td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td>Reduce the switch latency</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Point-to-point Link (Chapter 5)</th>
<th>Problem</th>
<th>Latency overhead by FEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>Avoid RS-FEC usage</td>
<td></td>
</tr>
<tr>
<td>Proposal</td>
<td>Hamming FEC</td>
<td></td>
</tr>
<tr>
<td>Efficiency</td>
<td>Reduce the switch latency in high-bandwidth link</td>
<td></td>
</tr>
</tbody>
</table>

1.4 Dissertation Organization

The remainder of this dissertation is organized as follows. Chapter 2 elaborates on the background and related work in the area of network topology design, routing algorithm designing, and reliability point-to-point link design, respectively. Chapter 3 presents our first approach to design a new small-diameter short-cable network topology. We also illustrate that our network topology supports incremental expandability for further extension demands after its deployment. In chapter 4, we introduce the routing algorithm on our proposal DSNs network and show its ability to deal with faults/congestion. Chapter 5 gives the details of our fast moderate error-proof mechanism, which has a low latency overhead that helps to improve the overall system performance. In chapter 6, we show the effects of our three approaches via the comparison with the counterpart conventional networks. Finally, in chapter 7, we summarize the contributions of this dissertation and discuss the future work. Figure 1.1 illustrates the outline of this thesis.
Figure 1.1: Outline of our thesis with highlighted contributions in red.
In this chapter, we introduce basic background and notations that are used throughout the dissertation. We firstly give a definition of the network topology and summary some well-known topologies that frequently used in HPC system. We also introduce the baseline layout for deploying an interconnection network into a server room. This layout is used for out interconnection network design where physical layout and cable length is one of the important design aspects. Then, we give an introduction to the basis of routing and two approaches to express a routing algorithm. In Chapter 4, we consider these two approaches for design an effective custom routing on our proposed interconnection network. Finally, we briefly explain the Physical Layer for high-speed reliable links which may use for HPC systems in the future.
2.1 Interconnection Network Topology

2.1.1 What is Network Topology

Designing the network topology is the first step in designing an interconnection network because the physical layout, the routing scheme, and the switching method depend heavily on the topology. “Network topology refers to the static arrangement of channels and nodes in an interconnection network” [1]. A node may be an endpoint, e.g., a processor, a memory, and a storage device, or a switch node that forwards packets for an end-to-end communication. The network in which every node play both roles as an endpoint and a switch refers to a direct network. Instead, if endpoints are connected to the others through some switch nodes, the network is classified as an indirect network.

In this section, we formally define the direct network and the related terminologies. These definitions also would be used for representing the switch-to-switch subnetwork of an indirect network.

A direct network topology and its terminologies can be borrowed from the graph theory. We first define the network topology as follows:

**Definition 2.1** A direct network topology is represented by a connected graph $G$ whose vertices $V(G)$ and edges $E(G)$ represent the nodes and the communication channels/links, respectively. Two vertices $u$ and $v$ are adjacent if a link forms an edge $e(u,v)$.

Each node $u$ has a set of links that connect it to other nodes. The number of links of a given node is called node degree that particularly refers to the radix of a switch, i.e., the number output/input ports. Formal related definitions of degree are given in Definition 2.2

**Definition 2.2** For a given network $G$:
1. Degree of a given node $u$, $\deg_G(u)$ is the number of adjacent nodes of $u$.
2. Radix / degree of a network $G$ is presented by maximum value of node degrees, $\deg(G) = \max_{u \in V(G)} (\deg_G(u))$.
3. A network is “regular” when all the nodes have the same degree.

An interconnection network is required to support the communication between any pair of nodes in the network. That is, every vertex pair $u, v$ is joined by a path $p(u,v)$ as in Definition 2.3. Typically, there exists more than one path for a pair of nodes. Thus, the actual traveling path for a packet is expected to be the path with the
shortest length because the length of the routing path heavily affects the switch latency as mentioned in Chapter 1. The length of this shortest path for a pair of nodes \( u \) and \( v \) is called the \textit{distance} between them. In network topology design, the maximum distance between every pair of nodes (known as network \textit{diameter}) is one of the critical concerns. Designing a shorter diameter network topology helps to support the lower ideal communication latency of a network.

**Definition 2.3** For a given network \( G \):

1. A path between a given pair of nodes \( u \) and \( v \) is a sequence of adjacent edges, \( p(u,v) = \{e_1(u,v_1), e_2(v_1,v_2), \ldots, e_n(v_{n-1},v)\} \).
2. The length or hop count of a path \( p(u,v) \) is the number of edges, \( \text{len}(p(u,v)) = |p(u,v)| \).
3. Distance between vertices \( u \) and \( v \), \( \text{dist}_G(u,v) \) is the length of shortest path joining \( u \) and \( v \).
4. Average distance (average shortest path length - ASPL) in network \( G \) is \( \frac{\sum_{u,v} \text{dist}_G(u,v)}{N(N-1)} \) where \( u \in V(G), v \in V(G), u \neq v \) and \( N = |V(G)| \).
5. Diameter of network \( G \) is the maximum distance between any two vertices of \( G \), \( \text{diam}(G) = \max_{u,v} \text{dist}_G(u,v) \).

Beside network latency, as we mentioned in Chapter 1, network \textit{throughput} is also an important concern in term of the high-performance system. Throughput is the number of messages delivered through the network at the same time. Throughput depends not only on network topology but also on routing algorithm and also flow control. However, it is well-known that the ideal throughput can be determined through graph theory with the assumption of perfect routing and flow control [1]. The upper bound on the ideal throughput of a network topology is given as in Equation 2.1 where \( N \) is the number of nodes, \( b \) is the link bandwidth and \( \text{bw}_e(G) \) is the (edge) bisection width of the network \( G \) (Definition 2.4).

\[
\Theta_{\text{ideal}} \leq \frac{2 \times b \times \text{bw}_e(G)}{N} \quad (2.1)
\]

**Definition 2.4** The edge bisection width \( \text{bw}_e(G) \) of a given network \( G \) is the smallest number of edges removal of which divides \( G \) into two parts of equal size.

In summary, the objective of our topology design is to have a short diameter and a high bisection bandwidth. Although many network topologies have been proposed, very a few of them have have ever been implemented. In the next section, we summary some popular network topologies.
2.1.2 Popular Network Topologies

Mesh-Based Topologies

Mesh-based topologies, also called strictly orthogonal topologies, include $n$-dimensional mesh ($k$-ary-$n$-mesh), $n$-dimensional torus ($k$-ary-$n$-cube) [9] and $n$-dimensional binary hypercube ($n$-cube).

In the $k$-ary-$n$-mesh, the nodes are arranged in an $k_1 \times k_2 \times \cdots \times k_n$ grid with $k_i \leq k$ nodes in each dimension $i$. Formally, a mesh is defined as a graph $M$, where each vertex $a$ is identified by a $n$-tuple $(a_1,a_2,\ldots,a_n);0 \leq a_i \leq k_i-1$ for all $i \in 1\ldots n$. Two node $u$ and $v$ are adjacent if $u_i = v_i$ for all $i$ except one, $u_j = v_j \pm 1$. Clearly, mesh is not a regular network because the node degrees are from $n$ to $2n$ and the diameter of mesh is $\sum_{i=1}^{n} k_i - 1$. Figure 2.1(b) presents an example of 16-node $4 \times 4$ mesh with the diameter 6 where the corner nodes and the internal nodes have degree 2 and 4, respectively.
To decrease the network diameter, the degree of nodes in the corner can be increased to $2n$ by adding links as shown in Figure 2.1(a). That forms the $k$-ary-$n$-cube (or torus) network with the diameter of $\sum_{i=1}^{n} \left\lceil \frac{k_i}{2} \right\rceil$. Formally, a torus is defined as a graph $T$, where each vertex $a$ is identified by a $n$-tuple $(a_1, a_2, \ldots, a_n)$; $0 \leq a_i \leq k_i - 1$ for all $i \in 1 \ldots n$. Two node $u$ and $v$ are adjacent if $u_i = v_i$ for all $i$ except one, $u_j = (v_j \pm 1) \mod k_i$. Every node has degree $2n$ if $k > 2$, thus torus is a regular network.

Another regular topology is the $n$-dimension hypercube which is a special case of the two network above. The hypercube $H$ is a graph with $2^n$ vertices which labeled by $n$-bit binary strings with edges connecting two vertices if their labels differ in a single bit. Each node of hypercube has the same degree $n$. Figure 2.1(c) shows an example of 4-dimension hypercube. The diameter of a hypercube network is $n$ because in the worst case, a source and a destination address of a message can differ in all $n$ bits.

Mesh-based topologies have been widely used for the interconnection network of HPC system. It is frequently used in supercomputers such as BlueGene/L Anton-2 [10] or Cray XT5 [11]. For the latest update, the top-4 fastest supercomputer by June 2017 [3] named Titan [12], implements Cray Gemini interconnect which based on 3-D Torus network. The top-5 supercomputer named Sequoia, and top-9 Mira supercomputer use IBM BlueGene/Q architecture [13, 14] which implemented 5-D Torus network. In addition, Fujitsu introduced Tofu-interconnection network based on 6-D Torus in K-Computer [15].

**Shuffle-Based Topologies**

Many topologies have been proposed for the purpose of minimizing the network diameter for a given number of nodes and node degree. Typically, the shuffle-based topologies
including De-Bruijn [16], (n,k)-Star [17, 18] and Kautz graph, have a logarithmic diameter and constant node degree.

De-Bruijn network of degree \( d \) and dimension \( n \) (denoted as De-Bruijn(\( d,n \))) has \( d^n \) nodes, each node \( x \) is represented by a set of \( n \) symbols \((x_{n-1}, x_{n-2}, \ldots, x_1, x_0)\) where \( x_i \) in range of \( d \) different symbol values, e.g., a base-\( d \) digit; \( 0 \leq x_i \leq d - 1 \). A node \( u \) is adjacent to node \( v \) if the first \( n - 1 \) symbols of \( v \) equal to the last \( n - 1 \) symbols of \( u \). Because any node can be obtained from another node by at most \( n \) shifts, hence the diameter of De-Bruijn topology is just \( n \) hops. However, it is reported that the average shortest path length of De-Bruijn is very close to the diameter. This is a disadvantage compared to mesh-based topologies. Figure 2.2 shown an example of 8-node De-Bruijn(2,3) with degree of 4 and diameter of 3.

A vertex of the \( n \)-Star network is labeled by permutations of 1 through \( n \). A permutation is connected to every other permutation that can be obtained from it by interchanging the first symbol with any of the other symbols. A \( n \)-Star graph has \( n! \) nodes with a degree of \((n-1)\) and a diameter of \( \frac{3(n-1)}{2} \).

A Kautz(n,m) graph is a labeled graph, vertices are labeled by strings of length \( n \) above an alphabet with \( m \) letters. Every two consecutive letters in a string must be different. There is a directed edge from a vertex \( u \) to another vertex \( v \) if it is possible to transform the string of \( u \) into the string of \( v \) by removing the first letter and appending a letter to it. Figure 2.3 presents Kautz(3,3) network. Each node is presented by a string of

Figure 2.3: Kautz (3,3) network.
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length-3 above 3 different letters A,B,C. The node ABC has directed outgoing links to the node BCA and the node BCB. A Kautz network has a size of \((m-1)^n + (m-1)^{n-1}\) nodes with a constant degree, i.e., \(2(m-1)\) for unidirectional links and \(m-1\) for bidirectional links, and a short diameter, i.e., approximates \((n-1)\) hops.

Although shuffle-based topologies has a short diameter and a constant degree, it is not well applied to HPC system due to its complicated complexity of routing algorithms.

Indirect Switch-Based Topologies

Other topologies have been proposed for the purpose of minimizing the network diameter is indirect switch-based topologies. In this section, we introduce two popular networks include Butterfly \((k\text{-ary } n\text{-fly}) [19]\) and \(k\text{-ary } n\text{-tree} [20]\).

\(k\text{-ary } n\text{-fly network (}n\text{ stages of degree-}k\text{ switches}\) is an indirect network that consists of \(2 \times k^n\) endpoint, \(n\) stage of \(k^{n-1}\) cross bar switches. We consider the network of switch nodes as a direct network. Each vertex of this network, i.e., a switch, has \(k\) input links and \(k\) output links which can be identified by a stage-level \(i\) and an \(n\)-digit radix-\(k\) number, \(\{d_{n-1}, d_{n-2}, \ldots, d_0\}\). An output link of stage \(i-1\) is wired to an input link of stage \(i\) by permuting the \(d_{n-i}\) and \(d_0\), i.e., wire the switch \((i, \{d_{n-1}, \ldots, d_{n-i}, \ldots, d_0\})\) and the switch \((i+1, \{d_{n-1}, \ldots, d_0, \ldots, d_{n-i}\})\) together. For example, Figure 2.4(a) presents the 2-ary 3-fly network topology with 3 stages, 4 switches per each stage. Links are labeled as shown in the figure with 3-digit of radix-2 addresses. An output link of stage-0 connects to an input link of stage-1 by exchanging the first and the third digits of address, e.g., \((0,001)\) connects to \((1,100)\). Similarly, an output link of stage-1 connects to an input link of stage-2 by exchanging the second and the third digits of address, e.g., \((1,010)\) connects to \((2,001)\).

A tree in which every node but the leaves has a fixed number \(k\) of descendants is a \(k\text{-ary tree}\). A \(k\text{-ary } n\text{-tree}\) is a \(k\text{-ary tree}\) with \(n\) levels of nodes. Root nodes are count as the first level-0 while leaf nodes are in the level-(\(n\)-1). Figure 2.4(b) and Figure 2.4(c) show examples of 4-ary 2-tree and 2-ary 3-tree, respectively. Clearly, decreasing the height of the tree, i.e., the number of levels, helps to reduce the network diameter but it requires a higher node degree. For low latency purpose, fat-trees which are high-degree low-level trees frequently use in HPC system. Indeed, the top-1 supercomputer, i.e, Sunway TaihuLight, the top-2, i.e., Tianhe-2 (MilkyWay-2), and the top-7 Oakforest-PACS [3] are built up based on fat-tree structure [21, 22].
Figure 2.4: Indirect network topology.
Random Network and Small-World Network Model

As a subject of extensive studies, small-world networks have been introduced to model network structures of popular real-world large-scale networks [23]. Typically, a small-world model is a simple regular topology such as a torus with added random links. In Watts and Strogatz’s model, a ring is augmented with random links: with a given probability parameter $p$, each local ring link is considered to be replaced by a uniform random link [23]. This work drew a lot of attention on small-world models, where just a few added random links can drastically reduce the diameter. Below we briefly review some existing topologies, which are inspired by small-world networks.

1) Random Shortcut Networks [24]: Typically, (uniform) random shortcuts are added to a ring of nodes. $RSN(n,k)$ is formed based on a ring of $n$ nodes, such that every pair of nodes has the same probability to have a shortcut connecting them, and the degree of all the vertices of the resulting graph is the same $k$. Figure 2.5(a) shows an example of $RSN(16,4)$.

2) For DLN-$2^x$ (Figure 2.5(b)) with a given degree $x$, we reuse a special Distributed Loop Network description from [25]: $n$ vertices are arranged in a ring, and a shortcut is added between vertices $i$ and $j$ such that $j = i + \lfloor n/2^k \rfloor \mod n$ for $k = 1, \ldots, x - 2$. For $x = \log n$, obviously, for any given destination node $t$, any other node $u$ has at least one shortcut link that halves the distance to $t$. Thus, it is easy to see that this graph has a logarithmic diameter.

These long-range shortcuts have made possible the distance-halving technique, which is widely used in analyzing graphs as well as designing topologies with a small diameter. Generally, in these graphs, when a node $u$ searches for a path to another node $v$, it will find a long link from itself or a nearby node that goes closer to $v$ by at least half of the $(u,v)$ distance (for a given predefined distance metric). As mentioned, DLN-$2^x$ with $x = \log n$ has a logarithmic diameter and also a natural simple routing logic, but has degree $\log n$, which is not as low as desired.

Now we look closer at Kleinberg’s small-world network [26]. In a base $n \times n$ grid graph, each node has at most 4 links to the neighbor nodes (Figure 2.5(c)). A random shortcut is attached to each node, where the node $u$’s shortcut goes to another node $v$ with the probability inversely proportional to the square of the lattice distance between $u$ and $v$. Kleinberg’s small-world network has short cable length, with a constant degree and logarithmic diameter. This graph features the small-world effect in full: short routes
between any two nodes are abundantly available, and moreover, any node $u$ can find a path of length $O(\log^2 n)$ to any other node $v$ by using the local information only. This is done by greedy routing, which works naturally based on the distance-halving technique. However, greedy routing can only find paths of length $\theta(\log^2 n)$ [27], asymptotically quadratic of the minimum.

Recent research in the interconnection network for HPC systems has been attention on the random network and Small-world network model. Shin et al. propose a degree-6 random topology [28] based on Kleinberg small-world network model [29] for data-centers which have a small diameter, i.e., approximately $\log n$. In addition, Singla et al.
propose a random regular graph called Jellyfish for data-centers. For a given $r$-regular random graph, where all the nodes have the same degree $r$, the authors show that the path length of Jellyfish increases logarithmically (with the base $r$) with the number of nodes in the network. Although Jellyfish can be used in both low-degree and high-degree network designs, the authors claimed that Jellyfish accommodates a large number of servers by using a small number of links at each switch for interconnection while still achieving high capacity. Moreover, the work in [24] investigates the idea of adding random links into classical topologies for HPC systems. They found that this method can significantly reduce the diameter even in a low-degree design.

2.2 Physical Layout

2.2.1 Baseline Layout in a Server Room

A server room of a High-Performance Computing system or a high-density data center is practically deployed as rows of cabinets (or racks) as shown in Figure 2.6. Such a floor layout helps to achieve the maximum number of possible cabinet locations in a limited space and support effective power and cooling distribution systems [30, 31]. For example, cabinets are arranged front-to-front and back-to-back to form the air cooling system with hot aisles and cold aisles [31, 32]. The cold air flows up from the underfloor to the cabinets via the cold aisles, while the heated air flows out from the cabinets to the room air conditioning unit (CRAC) through the hot aisles and the ceiling.

The computing nodes, the servers, and the switches are arranged into cabinets and connected together via cables. Cables within a cabinet are called intra-cabinet cables, and the other cables are called inter-cabinet cables. Modern data centers typically are deployed using Top-of-Rack (ToR) architecture in which the switches reside at the top of the server cabinets. Thus, inter-cabinet cables are put into several cable trays (pathways) which are a few feet above the top of cabinets. As the number of switches has been increased, group cables into direct pathways become difficult because of the frequent appearance of diagonal cables and pathways. This diagonal cabling approach (illustrated in Figure 2.6(b)) requires more efforts of cable maintenance and air flow control. Instead, current designs normally arrange the pathways based on the Manhattan cabling approach as in Figure 2.6(a). That is: (1) the pathways run through the horizontal and vertical directions and (2) the crossing points of the pathways are only allowed above the cabinet.
2.2.2 Cable Length Optimization

Establishing a floor plan for a logical topology can be viewed as placing switches into cabinets and the cabinets into possible locations in a server room. Previously, traditional topologies used in supercomputers, e.g., \(k\)-ary \(n\)-cube topologies, have a low degree and regular structure that can be easily and cost-effectively deployed. However, recent advances of routing algorithm allow to use any topology which has shorter minimum routing path length, e.g., higher-degree topologies \([15, 33, 34]\) or unstructured random topologies \([35, 28]\). Therefore, attention has been paid to the way to deploy these new kinds of topologies with a very short total cable length.

Recently, layout-conscious topologies have been proposed aiming at providing both short path length and short cable length. The main idea of this approach is to manually design the cabinet layout to minimize the number of inter-cabinet cables, i.e., highly connected switches are arranged into the same cabinet by taking advantage of the topological properties of the logical topologies. For example, high-degree networks such as Flattened butterfly \([33]\), Dragonfly \([34]\) or Slimfly \([36]\) present the term like “group of switches”\(^1\) in their topology designs and map one or several groups into a cabinet. The inter-cabinet cable now can be measured and reduced by considering the inter-group links. By contrast, in Skywalk \([37]\) the designers consider the layout first, i.e., they start from free switches placed in a grid of cabinets, then inter-cabinet links are added.

\(^1\)it is called “dimension” in Flattened butterfly \([33]\)
Another approach is to formulate the mapping problem into a well-known optimization problem and then solve it algorithmically. For example, Fujiwara et al. separate this problem into two optimization steps: (1) clustering a logical topology into a weighted graph of cabinets with the goal of minimizing the number of inter-cabinet cables, and (2) mapping this graph onto a physical layout on a floor plan which can be modeled as a quadratic assignment problem (QAP) [38]. In 2015, HP published their approach to data center cabling and defined the problem as a Minimum Linear Arrangement Problem (MLAP) [39]. Both QAP and MLAP are NP-hard and can be solved using a heuristic approach.

In this dissertation, we aim at achieving the short total cable length by targeting the layout-conscious topology approach. In addition, for the fair comparison with another network topologies, we assume that each of the compared networks is optimally deployed in a floor plan by using the algorithmic approach mentioned in [38]. Figure 2.7 presents the overview of this method. In this example, a grid-like topology\(^2\) of 4×3×3 nodes is deployed into a layout of 4×3 cabinets. Four nodes have been grouped into a cluster in an optimal way in which there exist only one inter-cluster links (the blue link in the network of clusters). This network of clusters then is mapped into the server room where an inter-cluster link is equivalent to an inter-cabinet cable with Diagonal Cabling or several normalized cables if applying Manhattan Cabling. In figure 2.7, two red cables are normalized from the earlier mentioned inter-cluster link.

\(^2\)A 4×3×3 grid pluses two extra blue links in the logical topology
2.3 Routing algorithm

2.3.1 What is Routing

Routing involves selecting a path from a source node to a destination node in a particular topology. A well-designed routing algorithm keeps the path lengths as short as possible while balances the load of links in the networks. Moreover, a routing algorithm also needs to provide the fault tolerance ability when one or several links fail.

Regarding the network performance, the fact is that a short routing path helps to reduce the overall latency of a message. If all the routing paths are shortest paths, the routing algorithm is “minimal routing”, otherwise it refers to “non-minimal routing”. Figure 2.8 shows an example of two different routing algorithm on a 4×4 Torus network. The routing path from source node 00 to destination node 21 in Figure 2.8.(a) is called minimal routing because every package is routed via the shortest path. By contrast, the route in Figure 2.8 is a non-minimal path.

2.3.2 Routing Implementation

A routing is a mechanism that can transfer a message (packets of information) from any source nodes to any destination nodes of the network. Generally, routing algorithms are classified into three types based on their different relations [1].

1. The $N(\text{source}) \times N(\text{destination}) \rightarrow P$ routing relation (all-at-once), where $N$ is the
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Table 2.1: Dimension ordering routing table for 4×4 torus network in figure 2.8.

<table>
<thead>
<tr>
<th>To</th>
<th>From</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>-</td>
</tr>
<tr>
<td>01</td>
<td>E</td>
</tr>
<tr>
<td>02</td>
<td>E</td>
</tr>
<tr>
<td>03</td>
<td>E</td>
</tr>
<tr>
<td>10</td>
<td>S</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>33</td>
<td>E</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>To</th>
<th>From</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>W</td>
</tr>
<tr>
<td>01</td>
<td>-</td>
</tr>
<tr>
<td>02</td>
<td>E</td>
</tr>
<tr>
<td>03</td>
<td>E</td>
</tr>
<tr>
<td>10</td>
<td>W</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>33</td>
<td>S</td>
</tr>
</tbody>
</table>

node set and \( P \) is the path set.

2. The \( C \times N \rightarrow C \) routing relation, which considers the input port of the packet to find the output channel \( C \).

3. The \( N \times N \rightarrow C \) routing relation, which only takes into account the current and destination nodes to determine the output channel.

All of the three types can be deployed using a routing table. A routing table stores the value of the relations, e.g., the identifier of the output port on the routing path, that is indexed by the destination identifier. To forward a packet, the switch has to compare the destination identifier of the packet to all the indexes to get the routing information (the “routing lookup”) and thus choose an appropriate route (the “routing decision”).

With source routing, the routing lookup and decision are made only at the source node. Then all the routing path information is packed into the packet header for the later fast forwarding at an intermediate switch without doing lookup again. Typically, a routing table of source routing implements the first relation.

Another table-based approach is distributed routing that refers the second and third relations. By considering the information of the current nodes, e.g., an input port or its identifier, rather than the source node, it reduces significantly the size of the routing table at each switch. Following the above taxonomy, the number of entries in each switch is at most \( N \times N \times C \) in the first type, \( N \times C \) in the second type, and \( N \) in the third type, respectively. The first routing relation can express an arbitrary routing algorithm but its
routing table becomes large. By contrast, the third routing relation requires the smallest number of routing table entries. This is commonly used in commercial interconnection networks, such as InfiniBand and Ethernet.

Table 2.1 expresses the routing table of dimension ordering routing for $4 \times 4$ torus network in Figure 2.8. For the source routing, based on this table, a routing path is computed at the source node and attached to the message header. For the distributed routing, e.g., with the $N \times N \rightarrow C$ routing relation, this table is distributed and stored separately at each node. That is, each node $i$ stores only the column $i$ for performing table look up and routing decision function.

Another way to deploy a routing algorithm is to instantly compute the route by using a combinational logic circuit at each switch instead of looking up from a routing table. This approach is known as “algorithmic routing”, custom routing, or finite-state machine routing. Algorithmic routing is often more efficient in terms of both area and speed than table-based routing [1] [8]. However, it requires the routing algorithm logic simple and nature to be easily effectively implemented as a logic circuit. Continuing with the example of routing in Torus network, Figure 2.9 illustrates a simple logic circuit for Dimension Ordering Routing (the figure is redrawn from the one in [1]). The algorithm requires the relative address stored in routing header, i.e., the distance, routing direction in X and Y dimension $\delta_x$, $D_x$, $\delta_y$, and $D_y$, respectively. This information then is used for

![Diagram of routing logic](image-url)
determining the routing decision by using a set of AND gate components. Through these logic modules, the signals of routing to the East (E), West (W), North (N), South (S) or Exit (receipt the message) are generated.

2.4 Point-to-point reliable links

2.4.1 Overview

Recently, demands for increasing the speed of the data access in HPC systems drive the development of high-speed optical fiber communication to become one of the critical issues. The Institute of Electrical and Electronics Engineers (IEEE) standard 802.3ba specified 100 Gb/s Ethernet standard in 2010 [40]. Subsequently, the 400 Gb/s Ethernet has been studied by IEEE 802.3bs Task Force from 2014 and planned to release officially in 2017 with a major objective of design the 500m single mode fiber (SMF) to support the intra-datacenter connection requirement [41]. In this study, we assume to use multi-level modulation formats such as Pulse Amplitude Modulation (PAM) and Quadrature Amplitude Modulation (QAM) [42]. The data bits are mapped into a series of signal symbols in which each symbol carries two or more bits. For example, when using 16-QAM, 4-bit per symbol can be transferred instead of 1-bit per symbol as in the conventional optical communication that implements on/off keying (OOK) or binary phase-shift keying (BPSK). Therefore, four times of bandwidth can be achieved with the same rate of the signal. However, multi-level modulations are more sensitive to noise than on/off keying. Thus, in order to design an error-free communication system, Error Control Codings (ECC), e.g., Forward Error Correction (FEC), are proposed beside the CRC error detection code at the Media Access Control (MAC) layer.

Figure 2.10 shows the overview of network physical layer specified by IEEE Standard for 100 Gigabit Ethernet [40]. The Physical Medium Dependent (PMD) sublayer translates the encoded bits of data to and from signals suitable for the specified medium, i.e., the modulations. The Physical Medium Attachment (PMA) sublayer aims at adapting the data formatted in Physical Coding Sublayer (PCS) to an appropriate number of physical lanes of PMD sublayer. The PCS, also known as line coding, formats the data with control characters that help to determine when a packet has been established. PCS is also used for compensating any rate difference between the upper level, e.g., MAC, and PMA through the insertion or deletion of idle control characters. Depend on
the physical type, the FEC sublayer which implements an error correction code for the purpose of error-free communication is optional or omitted.

### 2.4.2 Forward Error Correction (FEC)

The main idea behind FEC is to add some redundant bits to the original message that is used by receivers to check the correctness of the transmitted message and recover it to the correct data. A challenge of FEC design is to implement an error correction code with low redundancy and high capacity of errors correction. For the low-redundancy target, the amount of the redundant bits is expressed by the Code Rate $R$ and Overhead $\rho$. Typically, $R = \frac{k}{n}$ and $\rho = \frac{1}{R} - 1$ for every $k$ bits of data and $(n - k)$ bits of checksum over $n$ transferred bits ($n$ also known as the length of FEC’s codewords). In addition, the error correction capacity is characterized through the post-FEC Bit Error Rate (post-FEC BER), i.e., the average probability that an error bit is received after passing through FEC at a given level of Signal-To-Noise-Ratio (SNR) $E_b/N_0$. Specifically, an FEC-implemented system achieves a smaller BER for a given SNR, and conversely, a smaller SNR is required for a given BER, than those in an uncoded system using the same modulation. This reduction of SNR is referred as the Coding Gain. In other words, designing a correction code for FEC is to consider both low coding overhead and high coding gain.

According to the survey in [43, 44], three generations of FEC have been proposed with various different targeted coding overhead and coding gain. For example, the first generation, i.e., hard decision block codes such as Hamming, BCH, and Reed Solomon

---

3SNR is the ratio of signal energy per bit to noise power density per Hertz. Typically, the unit of the SNR is expressed by using the logarithmic scale (decibel or dB)
Table 2.2: Ethernet coding

<table>
<thead>
<tr>
<th>Ethernet Standard</th>
<th>Line/PCS Code</th>
<th>FEC</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>100BASE-X/T4</td>
<td>4B/5B, 8B/6T</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>1000BASE-X</td>
<td>8B/10B</td>
<td>NO</td>
<td></td>
</tr>
<tr>
<td>10GBASE-LX4/CX4</td>
<td>64B/66B</td>
<td>RS(255,239)</td>
<td>Clause 85 (802.3ba)</td>
</tr>
<tr>
<td>10GBASE-SR/LR/ER</td>
<td>64B/66B with 4B/5B</td>
<td>RS(255,239)</td>
<td>Clause 85 (802.3ba)</td>
</tr>
<tr>
<td>40GBASE-CR4</td>
<td>64B/66B with 4B/5B</td>
<td>RS(528,514)</td>
<td>Clause 92 (802.3bj)</td>
</tr>
<tr>
<td>100GBASE-CR10</td>
<td>256B/257B Transcode</td>
<td>RS(528,514)</td>
<td>Clause 95 (802.3bm)</td>
</tr>
<tr>
<td>100GBASE-SR4</td>
<td>256B/257B Transcode</td>
<td>RS(528,514)</td>
<td></td>
</tr>
<tr>
<td>&gt;400G</td>
<td>256B/257B Directcode</td>
<td>RS(528,514)</td>
<td>Expectedly in 802.3bs</td>
</tr>
</tbody>
</table>

(RS), achieves at most 8-dB of coding gain with a coding overhead no greater than 7 percents at a $10^{-15}$ output BER. Without changing the targeted coding overhead, the second generation achieves better coding gain, i.e., 8-9 dB, with the use of hard decision concatenated codes alongside interleaving and convolutional-decoding techniques. By contrast, the third generation such as Turbo or Low-Density Parity-Check (LDPC) achieves much higher coding gain, i.e., 10-11 dB, by accepting a higher overhead, i.e., 20 percents that leads to lower throughput.

Although the second and the third FEC generations have better correcting performance, some of the first generation codes such as Reed-Solomon are still suitable for short-haul optical high-speed networks due to their relatively simple implementation, and relative short block length [44]. For instance, RS(255,239) is standardized for FEC in 40GBASE-CR4 Ethernet or 100GBASE-CR10 Ethernet [40] and RS(528,514) is implemented in 100GBASE-CR4 [45], or 100GBASE-SR4 [40]. Recently, RS(544,514) and RS(528,514) are also suggested to be implemented by 400 Gb/s Ethernet Task Force Group [46] [41]. Table 2.2 gives a brief overview of Error Control Coding that used in Ethernet Standard. Further introductions to high-speed optical cable design and surveys on FECs are reviewed in [42, 47, 44, 43].
This chapter introduces our cable-geometric approach in design network topology for high-scale HPC system in which network diameter is not the only major requirement. The challenges or design goals are to reduce the network latency by achieving good trade-offs between switch latency and cable latency (time of flight). Our approach is based on the idea of random small-world network models for a small-diameter but exploits its effect in a deterministic manner. That is a non-random approach with well-designed topological properties that helps to easily map into a server room with a short total cable length.

In this chapter, we propose short-diameter short-cable length network topology called Distributed Shortcut Networks (DSNs). We then show the analysis of our proposed topology and discuss its extension to support incremental expandability requirement.
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3.1 Introduction

3.1.1 Problem Statement

Designing low-latency interconnection networks is a main concern in highly parallel computers as they become larger, such as 3M cores for Tianhe-2 [3]. The switch delay to forward a message becomes dozens or hundreds of nanoseconds, such as 45.3 ns on BlueGene/Q, 40.1 ns on Anton-2 [10] and about 100 ns even in a commodity InfiniBand QDR switch which uses a forwarding table. As device technology and its corresponding software overhead continue to improve, an expected MPI-level communication naturally becomes latency sensitive, such as dozens of nanoseconds for custom supercomputers or hundreds for commodity clusters/data centers in 2018 [48, 10].

Low-latency network topology design has two trends in recent supercomputers: high-radix indirect networks, such as the use of the InfiniBand standard, and low-radix direct networks, such as BlueGene/Q, Anton-2 [10] and K-Computer [15]. In the high-radix indirect networks, such as fat trees, a traditional concern is to obtain a good degree-diameter trade-off in graph construction [49], because high-radix switches usually have a delay of around 100 ns, which is relatively larger than the cable delay. There are different types of such trade-off depending on the design priority of a proposal. For example, some important technology-driven topologies such as SlimFly [36] aim at a constant diameter as small as just two or three at the expense of possibly having high degrees.

In contrast, in the low-radix direct networks, which are our target in this study, since the switch delay is becoming as low as dozens of nanoseconds, the cable delay (5 ns per meter) also becomes a crucial concern to reduce communication latency. Low-latency topology design thus becomes complicated.

Although some prior topology designs take into account the cable delay for a low-latency network [50, 37], those designs use random shortcut links that require routing-table implementation by off-chip content-addressable memory (CAM) that may be costly when each switch is embedded in a compute node, i.e., a direct network. These new constraints bring a new challenge in low-latency network design to develop (1) a low-degree non-random network topology that has low-cable delays when mapped onto a floor plan, and (2) a custom routing algorithm that does not require routing-table implementation at switches.
3.1 Introduction

In this chapter, we only focus on the first challenge, i.e., low-degree non-random network topology design. We discuss the custom routing algorithm on our proposal network topology in Chapter 4.

3.1.2 Related Work

As mentioned, the ideal topology should have properties of both (1) low average shortest path length (ASPL) and low diameter, and (2) short cable length on a floor plan. Regarding the diameter, it is well known in graph theory that for a degree $d$ and a network size $n$, the diameter lower bound, or Moore bound, is computed as the lowest value $k$ such that $1 + d \sum_{i=0}^{k-1} (d - 1)^i \geq n$. Unfortunately, only a few graphs satisfy this bound [49]. Besides, several topologies are proposed in a low-degree fashion, where the degrees are upper bounded by a rather low constant number. An $n$-vertex graph with a constant degree has a diameter no less than $\Theta(\log n)$ asymptotically [28, 35, 24]. Let us say that such a graph or topology exhibits the constant-degree-and-logarithmic-diameter (hereafter “CDLD”) trade-off optimality.

In fact, several traditional regular topologies, such as hypercubic topologies including the cube-connected cycle (CCC) and certain butterfly networks, reach this optimality of constant degree and logarithmic diameter. However, these traditional networks are considered difficult to deploy in a machine room and are difficult to scale up, because they usually have a complicated, strict structure, especially in using high dimensions. By contrast, the tori (normally with quite a low number of dimensions) have a significantly higher diameter but easier and more cost-efficient to deploy.

Recently, random topologies including random shortcut networks (RSN) [24] have been proposed along this CDLD direction to go even further in reducing the diameter. In RSN, the diameter can be very close to the optimum value (even outperforming traditional CDLD topologies), but it is reported that the cable length of the random topology is about three times larger than that of hypercubes and tori [50]. This fact keeps the cable delay relatively large compared to the switch delay.

Figure 3.1 shows the maximum end-to-end latency versus the switch delay for a 2,048-switch network. This graph indicates better topologies for different switch delay values. Data points are shown for the traditional hypercube and torus topologies, and for fully random topologies with different degrees [35], Skywalks which consider the cable delay [37], and Slimfly as a reference of high-degree topologies. The legend in the figure
indicates the degrees and the diameters (i.e., the hop count between the furthest two nodes) for each topology. When the switch delay is zero (though this is unrealistic), the torus achieves the lowest maximum zero-load latency. By contrast, when the switch delay is large, such as around 100 ns, random networks are better because the switch delay is a major factor in the communication latency.

When the switch delay is set to 30 and 80 ns for degrees 6 and 11, respectively, the tori and the random low-degree topologies have a similar maximum end-to-end latency. This fact illustrates that both low diameter and short cable length are needed for low-latency communications in the low switch-delay era. Skywalk, the random-based topology design, hits a good trade-off between diameter and cable length, leading to low network latency (as shown in Figure 3.1). However, Skywalk requires routing-table implementation at switches which may be costly. Consequently, these switch-delay era requires a new non-random low-degree topology design targeting the path hops and cable length trade-off with a custom routing algorithm. In this context, we propose Distributed Shortcut Networks (DSNs), which are non-random networks that exploit certain aspects of the small-world effect, featuring the CDLD property. That is, our new DSN have strengths somewhat comparable to RSN, but has clear advantages in saving cables and in having a custom routing.
3.2 Distributed Shortcut Networks and Properties

3.2.1 Our Basic Approach

Our approach is learned from observing small-world network model, i.e., the Kleinberg’s model [26]. The small-world model has been introduced to explain the structures of popular real-world large-scale networks [23]. Typically, a small-world network is a simple regular graph such as a ring or torus with additional random links, which can drastically reduce the diameter. For example, in Random Shortcut Networks (RSN) [24], (uniform) random shortcuts are added to a ring of nodes. DLN-$2^x$ [24] and Chord-like topologies [51] have logarithmic-diameter that can be formed by setting up each node with a collection of various-range shortcut links, typically links jump $2^x$ nodes when the nodes are placed on a ring \(^1\). This collection of links with $2^x$-ranges turns the routing task on the ring-based topology into a simple routine binary search.

Analysis of Kleinberg’s small-world model shows that, if the size of local neighborhood $\theta(\log n)$ is large enough, the graph can have a logarithmic diameter with only one long link per node, because those long links collectively act as various-range shortcuts [28][27]. This analysis suggests that, if we want to build a logarithmic-diameter graph, we can start with a simple base graph such as a ring or a grid (for providing some local connectivity) and then add shortcuts with the collection of all the $2^x$-ranges, which we call the distance-halving links.

To design the constant-degree-and-logarithmic-diameter topologies, besides exploiting small-world model (for logarithmic-diameter), we use the supernode technique (for constant-degree). That is, we start with a base graph of supernodes and then add distance-halving shortcuts, and then we can replace each abstract supernode with a collection of regular nodes (typically $\log n$ or more nodes), and distribute the distance-halving links among these regular nodes. We also need to establish local connectivity among these regular nodes with some additional local links. An option often used for this internal structure of a supernode is a simple cycle.

In summary, our design approach is to start with a base graph of abstract supernodes, then add distance-halving links among them. The base graph can be a ring, a grid or any structure using a natural simple distance metric. The supernodes are then replaced with

\(^1\)The DLN-$x$, Distributed Loop Network of degree $x$ [24], consists of $n$ vertices arranged in a ring and additional shortcuts between vertices $i$ and $j$ such that $j = i + \lfloor n/2^k \rfloor \mod n$ for $k = 1, \ldots, x - 2$. 
small subgraphs that act as ‘local neighborhoods’. The inner topology of the supernode, i.e., this neighborhood subgraph, should be chosen cleverly so that we can create natural efficient custom routing for the whole network. The distance-halving links could be simply the links with $2^x$-ranges, but other options are possible.

Based on this design approach, in the following we describe in detail two specific design proposals: one is for a ring and one is for a 2-D grid as the base graph. The reason we include the ring is that it is more straightforward and looks similar to some traditional topologies, and therefore, easier for theoretical analysis. In other words, this ring-based topology is an intermediate step for aiding the discussion of the grid-based topology, which is more practical for deployment in a machine room (where supernodes can be naturally deployed as cabinets).

### 3.2.2 Ring-based DSN Topology (1-D DSN)

First, we formulate a basic structure that is a ring with additional shortcuts tailored to support the distance-halving routing technique. We call this structure Ring of Distributed Shortcuts or ring-based DSN. The basic idea of our ring-based DSN topology is that virtually see it as a smaller ring of $n$ supernodes, and then add $z \leq p = \lceil \log n \rceil$ shortcuts for each supernode by using the distance-halving principle. We assume a ring of regular nodes is grouped into separate supernodes $V_i$, $i = 1 \ldots n$, which have roughly the same size $m \geq p$. For each supernode $V_i$, we can distribute $z$ shortcuts for regular nodes by picking up a sequence of $z$ nodes such that a node $v^i_j$, $j = 1 \ldots z$, is connected to the node $v^i_{j+1}$ (called local link) and to the node $v^i_{j+1}$ (called level-$j$ shortcut), where $k = i + 2^{p-j}$
mod $n$. Clearly, a local link connects nodes inside the same supernode while a level-$j$ shortcut connects two different supernodes $V_i$ and $V_k$. We also say that a level-$j$ shortcut has a length $l_j = 2^{p-j}$ and $z$ different-length shortcuts can go through a supernode $V_i$.

Figure 3.2 illustrates an example of our ring-based topology for the case of 28 nodes grouped into rings of $n = 7$ supernodes $V_1, V_2, \ldots, V_7$, which have the same size, $m = 4$. Each supernode has $z = p = 3$ types of shortcuts with the lengths of 1, 2, and 4 supernodes on the ring.

### 3.2.3 Grid-based DSN Topology (2-D DSN)

Below we describe the construction of grid-based DSN which is more practical for deployment in a machine room where supernodes can be naturally deployed as cabinets.

**Grid:** $n$ supernodes are placed at vertices of an $X \times Y$ grid, where each supernode has a size of $m \geq z$ nodes. Assume that $\log X \geq z, \log Y \geq z$.

**Locality:** Per each supernode, arrange local links so that the regular nodes inside connect together to form a subgraph of diameter $\leq$ a given $\Delta$ and degrees $\leq$ a given $\delta$. Normally, all these subgraphs are created in the same shape, which we call the *internal structure* of supernodes. The local links are also called internal links.
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**Rings:** Construct shortcuts between supernodes so that all the supernodes form a Ring-based DSN per each grid row or each column.

Figure 3.3 presents an example of our grid-based topology for the case of 512 nodes arranged into a grid of $8 \times 8$ supernodes $(x, y)$, where $0 \leq x \leq 7$ and $0 \leq y \leq 7$. Each supernode includes $m = 8$ regular nodes with an internal structure as shown in the supernode $(7,1)$. This structure has been designed in order to achieve a diameter $\Delta = 2$ with the network degree no greater than $\delta = 4$. We then construct the shortcuts between supernodes where each row (X dimension) and each column (Y dimension) form a ring-based DSN. We consider the X-shortcut / Y-shortcut (the solid red lines / the dashed green lines in 3.3) for connecting supernodes that is in the same row/column, respectively. We configure each supernode with $z = \log_2 X = \log_2 Y = \log_8 = 3$ different types of shortcuts, i.e., lengths of 1, 2, and 4. For instance, the supernode $(7,1)$ has three outgoing X-shorcuts (and also three incoming X-shortcuts) targeting to supernode $(3,1)$, $(1,1)$, and $(0,1)$, respectively. These shortcuts are subsequently distributed for the regular nodes inside each supernode that helps to maintain a low degree of each node, i.e., each node has at most one outgoing and one incoming shortcut for each dimension.

Let us now investigate the degrees and diameters. Given a DSN network $G$, we split graph $G$ into a subgraph $G_S$ that contains only all the shortcuts and a subgraph $G_L$ that contains the remaining links, which are the local links mostly used to maintain the internal structure inside supernodes. The degrees in $G_L$ are upper bounded by $\delta$. Thus, the facts below are straightforward.

**Fact 1** For 1-D DSN defined above $p = \lceil \log n \rceil$ (i.e., $n$ supernodes with $n\lceil \log n \rceil$ regular nodes), the graph diameter is at most $\log n + 2\Delta$ if each subgraph of $G$ induced by a supernode is connected and has a diameter $\Delta$.

**Fact 2** For the 2-D DSN defined above with $z = \lceil \log X \rceil = \lceil \log Y \rceil$, each node has at most one outgoing and one incoming shortcut for each dimension. The average degree of the graph is at most $\delta + 4$. For a supernode of size $m$, the average degree of the graph is $\leq \delta + 2z m$. The graph diameter is at most $\log n + 3\Delta + 2$.

Fact 1 and Fact 2 show that the internal structure of supernodes effects the degree and the diameter of the whole network. Ideally, a good structure should have $\Delta$ as low as possible given the size $m$ and the maximum degree $\delta$. In addition, a good structure helps
to make the custom routing natural and simple enough \(^2\), and it needs to be flexible enough for easily being expanded. We recommend and discuss a few choices in the Section 3.2.4.

### 3.2.4 Our Concrete Topologies

We have described the basic ideas of our DSN topologies, which can be seen as a basic framework to create our DSN and achieve nice performance properties. The general DSN topology has three basic elements: (i) a grid for setting the supernode positions, (ii) locality for setting the supernode internal structure, (iii) rings for configuring the shortcuts. Any of these three can be refined or customized for achieving certain aims. We now use this basic framework to create concrete topologies for certain priority objectives.

In our DSN basic framework, the term *internal structure* of a supernode is rather abstract and is obviously open for refinement. Informally speaking, this term refers to a certain kind of shape desired to form the supernodes, that is, the way that the inner nodes (the network nodes that operate inside a given supernode) connect together. In general, each such graph structure can be characterized by three parameters: the size \( m \), the diameter \( \Delta \), and the maximum degree \( \delta \). Ideally, a good structure should have \( \Delta \) as low as possible given the size \( m \) and the maximum degree \( \delta \). In addition, a good structure helps to make the custom routing natural and simple enough. Moreover, under certain circumstances (e.g., in data centers), one may need to add new nodes or remove existing nodes, and so it is preferred to have simple operations for maintaining the basic shape and routing. Below we recommend and discuss a few choices, which we will evaluate in the later sections.

Using a hypercube shape could be a proper choice where dimension routing is a natural and perfect choice for local routing. For the supernode size \( m = 8 \), a 3-D cube has degree 3 and diameter 3. By adding just one more link, a diagonal in any face, as shown in Figure 3.3, we achieve diameter 2.

However, fact \(^2\) shows that an increment by 1 in \( \Delta \) causes an increment by 3 in the diameter of the whole network; ideally, we want \( \Delta \) to be only 1 or 2. Because using a complete graph as the internal structure can cause too high degrees, we focus on designing for \( \Delta = 2 \). The following is a good design for a structure of a 2-level hierarchy:

\(^2\)as discussed in Chapter 4
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3.3 Physical Layout of DSN

In this section, we consider the physical layout of our 2-D DSNs topologies with the baseline layout mentioned in Section 2.2.1. The main target of this work is to (1) minimize the number of inter-cabinet cables by operating the clustering function and (2) to minimize the total cable length by solving the mapping function optimally.

We learn from the approach of manually clustering groups of nodes into cabinets as in Flattened butterfly [33], Dragonfly [34] or Slimfly [36]. For our DSN topology, a supernode is considered to be implemented as a cabinet in order to keep a small number of inter-cabinet cables, i.e., the number of shortcuts links. In addition, following our prior survey in [52], we found that the existing of diagonal cables in a system that uses...
Manhattan Cabling leads to a considerable increase of total cable length, e.g., up to 10% when the network size is set to 512 switches [52]. This fact implies that reducing or avoiding the diagonal cables is also an important concern for physical layout design. Interestingly, our 2-D DSN topologies can support this required avoidance because no diagonal shortcut appears in our design, i.e., we arrange X-shortcuts with horizontal pathways and Y-shortcuts with vertical pathways.

In the following, let us approximately evaluate the total cable length of the shortcuts and compare it with the counterpart in the random model. For simplicity, we assume for now that the distance between two adjacent supernodes is 1 and the distance between two adjacent regular nodes is $\ll 1$. It is easy to see that, per each grid row, the total cable length of the (row) shortcuts outgoing from a given supernode is $\leq X$ for a grid-based DSN, i.e., $z = \log X$ outgoing shortcuts with the length of $2^i, 0 \leq i \leq z-1$; then the total length is $\sum_{i=0}^{\log X-1} 2^i \leq X$. Similarly, per each grid column, the length is $\leq Y$ for a given grid-based DSN. Thus, we have the following fact on shortcut length, which also considers a special case (a standard case in practice) that the supernodes are deployed at the nodes of $N \times N$ grid ($X = Y = N$).

**Fact 3** Let $n$ is the number of supernodes. For a $X \times Y$ grid-based DSN, the total shortcut length is at most $n(X + Y)$ and the average shortcut length is at most $\frac{X + Y}{2z}$, respectively.

In a grid-based random model for creating shortcuts (such as the one in [37]), a shortcut can be created between any two supernodes uniformly and randomly chosen from a row/column of a given grid. As the calculation result of an elementary probability problem, the expected distance between two such nodes is a third of the row/column size. The following fact summarizes the properties of a special case, $2^p \times 2^p$ DSN and compares this case with the random grid model for cable length. In theory, the two topologies are in the same CDLD class but the grid-based DSN can potentially save much more cable length.

**Fact 4** We compare our grid-based DSN with the random grid network discussed above:

1. For a random network based on a $N \times N$ grid, the average shortcut length is $N/3$.

2. For an $N \times N$ DSN, the average shortcut length is at most about $\frac{3}{z}$ of the counterpart in the corresponding random grid network.
3. Consider a $2^p \times 2^p$ DSN where all the subgraphs induced by each supernode have constant degrees and a diameter upper bounded by a given constant $\Delta$. The DSN then has constant degrees, a logarithmic diameter ($\leq 2p + 3\Delta$), and the average shortcut length is at most about $\frac{3}{p}$ of the counterpart in the corresponding random grid network.

**Proof.**

In the random network based on a $N \times N$ grid, let $p_{A:B}$ is the probability of the event that having an inter-cabinet cable between a cabinet $A$ and $B$, $p_{A:B} = p = \frac{1}{N^2}$. Let $X$ is the random variable present the length of a cable between any two cabinets. Clearly, Probability of the event that a cable has length 0 is $\Pr(X = 0) = n \times p$.

Probability of the event that a cable has length 1 is $\Pr(X = 1) = 2 \times (N - 1) \times p$.

Probability of the event that a cable has length $k$ is $\Pr(X = k) = 2 \times (N - k) \times p$.

We then consider the average length of cables as the expectation of $X$:

$$E(X) = \sum_{k=0}^{N-1} k \times \Pr(X = k)$$

$$\Rightarrow E(X) = \sum_{k=0}^{N-1} (k \times 2 \times (N - k) \times p)$$

$$\Rightarrow E(X) = \frac{2}{N^2} \sum_{k=0}^{N-1} (k \times (N - k)) \quad (3.1)$$

$$\Rightarrow E(X) = \frac{2}{N^2} \sum_{k=0}^{N-1} (Nk - k^2)$$

$$\Rightarrow E(X) = \frac{2}{N^2} \times (N \times \frac{(N-1) \times N}{2} - \frac{(N-1) \times N \times (2N-1)}{6})$$

$$\Rightarrow E(X) = \frac{(N-1)(N+1)}{3N} = \frac{N}{3}$$

For our grid-based DSN, the average inter-cabinet cable length is at most $\frac{N+N}{2z} = \frac{N}{z}$ as mentioned in Fact 3. Thus the average inter-cabinet length of DSN is at most about $\frac{N}{z} \times \frac{3}{N} = \frac{3}{z}$ of the random counterpart. \qed

### 3.4 Topology Analysis

In this section, we first use graph analyses to compare our newly proposed topologies with a typical non-random topology (torus) and random topologies such as RSN [24]
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and Skywalk [37] in terms of the diameter, the average shortest path length, and the network bisection. Next, we compute the average cable length, the network cost, and the network latency by considering their floor plans in a machine room to evaluate them from a practical perspective.

Fact 2 showed that the average degree of our proposed topologies is around 6 when the network has 128 to 16384 nodes. Thus, we compare them with the same-degree, same-sized counterparts. We choose 3-D Torus, RR-6 [24]\(^3\), and Skywalk-4-2 [37]\(^4\) to be the representative of torus, RSN, and Skywalk, respectively. Also, Dragonfly, Slimfly is considered as a reference to state of the art high-degree topologies in this comparison. For Dragonfly topologies, we follow the description in [34] with the fixing of group’s size, i.e., 8 nodes per group for all network sizes with a high degree from 9 to 263 \(^5\). We use the Slimfly topologies provided in [36] with different sizes (from 98 to 5618 nodes) and degree (from 11 to 79).

3.4.1 Graph Analysis

Diameter and Average Shortest Path Length

We consider the topology scalability, i.e., how the diameter and the average shortest path length increase with the number of nodes, by means of graph analysis. Figures 3.5(a) and 3.5(b) show the diameter and the average shortest path length (ASPL) of each topology. Smaller values are considered to be better.

In most network sizes, RR-6 achieves the smallest diameter and ASPL whereas 3-D Torus leads to the largest. 2-D DSN has the same result as Skywalk-4-2, which is much smaller than that of 3-D Torus and is considered as a good achievement. Specifically, when compared to 3-D Torus, the diameter and the ASPL of 2-D DSN decreases up to 78.8% and 74.5%, respectively. These values are not far from the smallest value, e.g., 10.5% larger ASPL than that of RR-6 in the 2\(^{14}\)-node networks.

In addition, the path lengths of all the compared topologies except for 3-D Torus

---

\(^3\)An RR-x topology is constructed of a ring and \(x-2\) additional random shortcuts at each node.

\(^4\)A Skywalk-\(d_1\)-\(d_o\) topology of degree \(d_1 + d_o\) is tailored to map onto the physical layout of cabinets, as described in [37]. Each node has \(d_1\) intra-cabinet links and \(d_o\) inter-cabinet links.

\(^5\)Typically, a \(n\) nodes Dragonfly with \(c\) nodes per a group, i.e., \(N = \frac{n}{c}\) groups, is constructed by a fully connection between nodes in the same group. In addition, each node has \(\frac{N}{c}\) inter-group links for connection between groups. As instance, for network of 256 nodes, 32 groups of size 8 is generated. Each node has degree 11 with 7 intra-group links and 4 inter-group links.
increase slightly as the number of nodes increases. Therefore, we can say that these topologies have good scalability. The growth rate of 2-D DSN is lower than that of Skywalk-4-2 and similar to that of RR-6. This result implies that DSN may have better performance than Skywalk with the same degree when the network becomes even larger.

**Network Bisection Bandwidth**

The bisection is one of the important characteristics of a network and is usually used to predict the network throughput from a theoretical viewpoint. We consider a $p$-way partition of a graph, where the graph is partitioned into $p$ components that have nearly the same size in terms of the number of vertices as well as edges. We use min-cut to refer to the minimum number of edges that connect any two of the $p$ components. A network bisection in common sense is the min-cut computed with $p=2$. In this study, we compute the cuts of the compared topologies by using METIS, which uses an efficient multi-level iterative approach [53].

Figure 3.6 presents the min-cuts of the compared topologies with different network size. Higher values are considered better. Clearly, the min-cuts of our proposed topologies are narrower than those of both RR-6 and Skywalk-4-2 but are wider than that of 3-D Torus. The gap between 2-D DSN and 3-D Torus becomes larger when the number of nodes increases. This result indicates that 2-D DSN has a higher bisection bandwidth compared to 3-D Torus. Therefore, we say that the DSN topologies have
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Figure 3.6: Network bisection bandwidth vs. network size. Dragonfly and Slimfly are considered as references to high-degree topologies.

good performance in terms of throughput.

3.4.2 Layout Analysis

In this section, we estimate the cable length, the network cost, and the latency when deploying the topologies onto a machine room floor. We assume that the compute nodes and the switches are enclosed in cabinets and the physical floor plan is large enough to organize these cabinets into a 2-D grid layout. Each cabinet occupies space 0.6 m wide and 2.1 m deep, including space for the aisle, as in the recommendations in [32]. We consider \( c \) cabinets arranged into an \( x \times y \) grid, where \( x = \lceil \sqrt{c} \rceil \) is the number of cabinet rows, and \( y = \lceil c/x \rceil \) is the number of cabinets per row.

When deploying the topologies of switches into cabinets, how to assign a switch to a particular cabinet is an important question (we call this a mapping problem). We assign the switches to the cabinets sequentially by considering the order of these switches in the logical topologies. Interestingly, RSN and Skywalk are constructed in any mapping method. For 2-D DSN, nodes in the same supernode are deployed in the same cabinet. That is, a supernode in the logical design are mapped exactly to a cabinet in a physical deployment. For 3-D Torus, switches that have the same pair of \( x \)-index and \( y \)-index are put in the same cabinet. That is, a cabinet at the physical location \((x, y)\) includes switches with logical index \((x, y, *)\). Since a supernode of our proposed topologies includes 8 nodes, we assume that each cabinet has 8 switches.
Average cable length and layout

Cable length is one of the drivers of topology deployment cost and is also an important factor of low communication latency in the low-switch-delay era. For a practical perspective, we first measure the average cable length based on the method in [33]. In this method, cables between compute nodes and switches are ignored, since their lengths are constant regardless of the layout. Cables between switches in the same cabinet (called intra-cabinet cables) are 2 m long. Cables between switches in different cabinets (called inter-cabinet cables) are computed by using the Manhattan distance of cabinets and additional overhead (2 m at each cabinet).

The average cable length of each topology is shown in Figure 3.7. Lower values are considered better. As expected, Skywalk, which is a random topology optimized for the cable length, achieves a short average cable length. Our proposed topologies also have a short average cable length by using the above mapping method, where the switches in the same supernode are mapped into the same cabinet. Therefore, most of the links are implemented by short intra-cabinet cables, i.e., 4 intra-cabinet and 2 inter-cabinet cables per each switch. As a result, 2-D DSN has similar values compared to Skywalk-4-2. The average cable length is reduced up to 31.2% and 64.5% when compared to 3-D Torus and RR-6, respectively. Therefore, DSNs are non-random topology optimized for short cable length, which leads to low cost and low end-to-end latency.
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Figure 3.8: Total cost vs. network size in 8-switches/cabinet networks of 40-ns switches and 40-Gbps 5-ns/m switch-to-switch cables. Dragonfly and Slimfly are considered as references to high-degree topologies.

Network cost

We now provide a further cost comparison of the above topologies. We use the cost model mentioned in [36], which considers both the cost of switches and the cost of interconnection cables. In this model, the switch cost, based on the Mellanox IB FDR10 switches, is a linear function of the switch degree or the radix. On the other hand, the cost of both electrical and optical cables depends on the cable length and the link bandwidth [36]. In this study, we set the cable bandwidth to 40 Gbps.

Figure 3.8 plots the total cost of networks versus the network size. Although 2-D DSN has a shorter average cable length, its cost is higher than 3-D Torus when the network size is larger than 4096. This result indicates that the switch cost of 2-D DSN is higher than that of 3-D Torus. When looking into detail, it is reasonable because the switch cost depends on the switch radix (or the node degree). As we mentioned before, our proposed topologies have an average degree around 6 (specifically, the networks of 1024, 2048, and 4096 nodes have average degrees 5.75, 6, and 6.25, respectively). The larger the network size, the higher the average degree of 2-D DSN, which leads to higher cost of both the cables and the switches. However, the results are approximately the same as those of Skywalk-4-2 and lower than 3-D Torus and RR-6. We say that 2-D DSN achieves low cost in the low-degree topology design.
End-to-end latency

In this section, we measure the end-to-end latency of the lowest-latency paths in order to examine the lowest performance that the compared topologies could support. Remember that our DSN topologies focus directly on the low-latency switch era. Thus, we set the switch delay to 40 ns/hop and the cable delay is set to 5 ns/m.

The network latency versus network size is shown in Figure 3.9. Lower values are considered better. These results show that 2-D DSN achieves lower latency than 3-D Torus with the same degree. For example, the average latencies of 2-D DSN are 29.70% and 57.83% lower than those of the 3-D Torus in the networks of 2048 and 16384 nodes, respectively. When compared to RR-6, we see that our 2-D DSN almost always lead to lower average latencies (up to 10%) with a few exceptions. The exceptions correspond to the cases of small networks. In these cases, the good effect of the shorter cable length on the cable delay is not large enough to overcome the bad effect of the larger hop counts on the switch delay. It is remarkable that 2-D DSN outperforms RR-6 and is similar to Skywalk-4-2, although it is well known in previous work that topologies exploiting randomness gain a drastic reduction in latency \[37, 24\]. Therefore, we say that our 2-D DSN are low-latency low-degree non-random topologies.

This is expected that the communication latency of all the low-degree network topologies, i.e., 3-D Torus, RR-6, Skywalk and 2-D DSN with degree-6, are higher than...
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Figure 3.10: Average latency of lowest-latency paths vs. total cost. The numbers indicates the network sizes. All the network topologies have $2^k$ size except for Slimfly.

the high-degree network, e.g., Dragonfly with the degrees from 9 to 263 and Slimfly with the degrees from 11 to 79. However, it is unreasonable if we do not take the network cost into account. In this study, we also consider the trade-off between network latency and cost. The average network latency versus total cost of various interconnection networks is shown in Figure 3.10. The results show three groups of network topology design including: (1) low-degree non-random network, e.g., 3-D Torus, with low-cost but high-latency (2) high-degree non-random network such as Dragonfly, Slimfly with very low-latency but these topologies require a huge cost, and (3) low-degree random network such as RR-6 and Skywalk that are more balanced in cost and latency. Our proposed topology lays into the third group. Although our 2-D DSN does not reach the best network latency, i.e., higher than the second group, we achieve a much lower cost. Thus, we state that our 2-D DSN provides a good trade-off between network performance and cost.

There is an interesting point is that although our DSN belongs to the third group but, is not based on the random links. This helps to not only accomplish a lower cost as mentioned but also more easily in expanding the network size and implementing the routing. In the next section, we discuss the incremental expandability properties of our network and. We also present the relationship between the structured non-random design and the routing (Chapter 4).
3.5 DSN-F with Incremental Expandability

A large number of data center and supercomputers are gradually increased their size year by year, because of the difficulty in precisely estimating future user demands and financial/political nature. Indeed, a large number of the TOP500 supercomputers have increased their computation power after deploying by increasing the number of processors. For example, K-computer was enlarged its size up to 28% from 2011 to 2012. In 2012, IBM BlueGene/Q, and Cray XK serial systems were also increased their number of cores by 100%, and 87.76%, respectively [3]. In addition, commercial data centers have also been expanded. Facebook’s data center server population had been doubled from November 2009 by June 2010 [35].

In this context, we target network-topology expandable property with two main characteristics:

- **Arbitrary size:** the network topology could be built up with any required size.
- **Incremental adding nodes:** the network topology of \(n + x\) nodes could be built up from a topology of \(n\) nodes with any \(x\) nodes.

In this section, we discuss how to refine our DSN topologies for achieving the incremental expandability requirement while still maintain low degree and logarithmic diameter properties. We named this refinement as DSN-F.

3.5.1 Background

The survey in [35] indicated that the conventional tree-based topologies such as Fat-tree could not meet the expansion requirement because of their coarse design size. For example, a system with Fat-tree only has size 3456, 8192, 27648 if 24, 32, and 48 ports switches are used, respectively [35]. Using reservation ports for future expansion usage was proposed but it wastes resources and this issue will appear again when all of the free ports are used.

Low-degree non-random networks, such as 2-D or 3-D tori, can be incrementally expanded in a straightforward manner. For example, \(k\)-ary 2-mesh can be expanded by each \(k\)-node increase with the same custom routing algorithm, e.g., Duato’s protocol or dimension-order routing. In this case, the topology is still a two-dimensional mesh. Its short-cable layout in a machine room is also obvious.
By contrast, small-world and random topologies are easy to add nodes while maintaining low diameter and low average shortest path length but introduce difficulties in achieving a short cable length and a constant switch degree. Koibuchi et al introduced random shortcut network [24] aimed at these properties but did not discuss the expandability. The JellyFish work [35] discussed that total random topologies have high incremental expandability. However, the switch degree may increase and the newly introduced long cables may arise when adding nodes to an existing random topology.

To our best knowledge, in this context, we do not have an efficient method to incrementally add nodes to a small-world topology. This is our main challenge in this study for extending our DSN topology.

3.5.2 Topology Description

Let us firstly remind the notations used to describe our topologies. Consider a ring-based DSN topology of \( n \) supernodes, each of which is a group of \( m \) nodes. Each supernode has \( z \leq p = \lceil \log n \rceil \) different range shortcuts, e.g., the length of the level-\( i \) shortcut is \( l_i = 2^{p-i} \) for \( i = 1 \ldots z \). Per each supernode, the local links are arranged to form a subgraph of diameter \( \leq \) a given \( \Delta \) and degrees \( \leq \) a given \( \delta \). For expandability purpose, we assume that the number of supernodes is fixed to be \( 2^p \). Now, the topology is a ring of \( 2^p \) supernodes that include at least \( p \) nodes and \( p \) outgoing shortcuts.

Inside a supernode, we arrange the nodes into layers named layer-\{0,1,2,\ldots\}. Layer-0 includes \( p \) different-level nodes that come with shortcuts. Each layer also has at most \( p \) nodes without shortcuts. With this inside structure of a supernode, we can easily add nodes to an existing topology without rewiring the shortcuts (long and complicated cables) by pushing nodes into the layer of supernodes. Furthermore, if the number of additional nodes grows high, we propose a method to transform the DSN topology from the view of \( p \)-node-layer to \((p+1)\)-node-layer, with an acceptable number of rewired cables. Since the topology after transformation is still a DSN, we can use the former method to add more nodes. This idea gains the incremental expandability properties for our design.

Let us describe our new topology design in detail. Hereafter \( n \) denotes the total number of nodes. Each node has a node ID \( i \) with \( 0 \leq i \leq (n-1) \), which is determined by three numbers, namely \( l \), \( k \), and \( s \):

- **Node level** \( l \) with \( 1 \leq l \leq p \), where an integer \( p \) with \( p \times 2^p \leq n < (p+1) \times 2^{(p+1)} \).
denotes the maximum level of all the nodes. The level of the node $i$ is $l = i \mod p + 1$.

- **Node layer** $k$ with $0 \leq k \leq \lfloor n/N \rfloor$, where $N = p \times 2^p$ denotes the maximum number of nodes in each layer (where each supernode has $p$ nodes). We say the node $i$ is in layer-$k$ if $\lfloor i/N \rfloor = k$.

- **Supernode ID** $s$ with $0 \leq s \leq 2^p - 1$. Nodes are grouped into $2^p$ supernodes identified by the supernode ID $s$. A supernode $s$ is a group of nodes $i$ with $i/p \mod 2^p = s$. Since $0 \leq i \leq n - 1$ and $n \geq p \times 2^p$, each supernode has at least $p$ adjacent nodes.

Hereafter we refer to a node as $\{l, k, s\}$. There are two types of links inside a supernode:

- Nodes in the same layer are arranged in a ring. Each node $\{l, k, s\}$ has two links, called **Local_Pred** and **Local_Succ**, which are connected to nodes $\{(l - 1 \mod p), k, s\}$ and $\{(l + 1 \mod p), k, s\}$, respectively.

- Each node $\{l, k, s\}$ with $k \geq 1$ has another link, called **Layer_Link**, which is connected to the node $\{l, k - 1, s\}$, i.e., the same-level node in the upper layer.
In each supernode $s$, each node with level $l < p$ has one shortcut link going to another node $j$ that has level $l + 1$ in supernode $u$ with the minimum clockwise distance of $2^{p-l}$ to $s$. This kind of links is called Level-$l$ outgoing Shortcut of supernode $s$ or level-$\{l-1\}$ incoming Shortcut of the destination supernode $u$. Note that only the nodes in layer-0 have shortcuts.

Figure 3.11 illustrates our topology construction in detail. Figure 3.11(a) presents a full network for the case of $n = 32$ and $p = 3$. In this case, the topology is a ring of $2^3 = 8$ supernodes. Each supernode is constructed of two layers. The nodes 0 to 23 are arranged in layer-0 and the rest are in layer-1. Each node with level $l < 3$ has one Shortcut link. The node 0 in the supernode 0 has a shortcut to the node 13 in the supernode 4 with the clockwise distance $\Delta = 4$. We denote the distance between the two supernodes by $\Delta_{ij} = s_j - s_i$. By definition, this shortcut goes a distance that is greater than or equal to $2^{p-l} = 2^{3-1}$.

The structure inside a full supernode with $2p + 2$ nodes arranged into 3 layers is presented in Figure 3.11(b). The node 0 with $\{1, 0, 0\}$ has two links, Local_Pred and Local_Succ, which are connected to nodes 2 with $\{3, 0, 0\}$ and node 1 with $\{2, 0, 0\}$. It also linked to the node 24 with $\{1, 1, 0\}$ by a Layer_Link.

### 3.5.3 Incremental Expansion Method

The following section provides an insight into its arbitrary size and incremental expandability properties.

The number of shortcuts $p$ is an important parameter for labeling and topology construction. For any number of nodes $n$, we can always find a corresponding integer $p$. Therefore, we can say that DSN-F has an arbitrary size property. Moreover, the inside structure of supernodes makes it easy to add new nodes while maintaining the advantages of degree and diameter.

As an example, consider adding one node to an $n$-node DSN-F topology with $p$ levels and $K$ layers. Generally, we add a new node into the layer-$(K-1)$ which has $r = n \mod N$ nodes in it ($r < p$). If the layer-$(K-1)$ has full $p$ nodes, we will first create a new layer-$K$, and then add the new node to it. In both cases, since nodes are added into a supernode based on the labeling scheme of the construction method, the structure inside the supernode is maintained. Hence, the maximum/average degree does not change, and the diameter increases at most 1 hop (for the new layer) when compared to the original
topology. From the cabling point of view, this method has an advantage that it avoids rewiring, i.e., it only adds new cables for the new node.

Additionally, in case of the number of additional nodes grows high, we propose a method to transform the structure of supernodes from \( p \)-node-layer to \((p+1)\)-node-layer, with an acceptable number of cables rewired. The main idea is (i) we add nodes to the topology using the above-mentioned method; and (ii) whenever the numbers of nodes inside all the supernodes reach \( 2p + 2 \), we firstly split each supernode into two new smaller ones with size of \( p+1 \), then add shortcuts to the new supernodes to ensure that each of them has a full set of \( p+1 \) shortcuts. As a result, the topology produced by the transformation method is still DSN-F but its argument integer \( p \) changes to \( p+1 \). We say that DSN-F has an incremental expandability property since we can continue adding more nodes into the new topology by applying the transformation method repeatedly.

In the rest of this section, we provide a detailed description of our transformation method. Let us consider a transformation of DSN-F topology from argument \( p \) to \( p+1 \). Before transforming, the topology is a ring of \( 2^p \) supernodes, each with a full set of \( p \) shortcuts. Inside each supernode, \( 2p + 2 \) nodes are arranged into 3 layers. Without loss of generality, we use ID numbers from 0 to \( 2p+1 \) to identify those nodes, as shown in Fig. 3.12(a). After transforming, a supernode \( S \) is split into two smaller supernodes \( S_A \) and \( S_B \). Each of them has \( p+1 \) nodes and is constructed of only one layer. The supernode \( S_A \) is a combination of \( p \) layer-0 nodes and one layer-3 node, i.e., node \( 2p \) at
layer-3, level-1. Clearly, now this node can be considered as a level-\((p + 1)\) node of \(S_A\). Similarly, remove/add links following the steps below:

- All the Layer Links \((p\) links between layer-0 and layer-1, and two links between layer-1 and layer-2\) are removed.

- In each supernode, most of the local links are not affected. We add the node level \((p + 1)\) into the ring of layer-0 in the position between the node level 1 and the node level \(p\). This action remove one link and add two links inside each supernode.

- In the supernode \(S_A\):
  - Keep all the shortcuts (both incoming and outgoing) from nodes level 1 to nodes level \(p - 1\).
  - Remove the Succ link of the node level \(p\) and then add new outgoing shortcuts from it to the node level \((p + 1)\) in the supernode \((S + 1)_A\).
  - Add a new Succ link from the node level \(p + 1\) of \(S_A\) to the node level 1 of \(S_B\).

- In the supernode \(S_B\):
  - Add \(p\) outgoing shortcuts. From the node level \(l \leq p\) of \(S_B\), add one shortcut to the node level \(l + 1\) in the supernode \((S + 2^{p+1-l})_B\).
  - Add a new Succ link from the node level \(p + 1\) of \(S_B\) to the node level 1 of \((S + 1)_A\).

Figure 3.12 illustrates our transformation method. Fig.3.12(a) shows a supernode \(S\) before splitting, and Fig.3.12(b) presents two smaller supernodes after splitting. Clearly, the inside structure of the supernode \(S_A\) (or \(S_B\)) looks like DSN-F topology with the size of the shortcut set changed from \(p\) to \(p + 1\). On the other hand, the distance between \(S_A\) and \((S + 1)_A\) is 2 because \(S_B\) is in the middle of them. Similarly, the distance between \(S_A\) and \((S + 2^{p-l})_A\) is \(2 \times 2^{p-l} = 2^{(p+1)-l}\). Therefore, the length of a typical shortcut from the node \(i\) with \(\{l, 0, S_A\}\) to the node \(j\) with \(\{l + 1, 0, (S + 2^{p-l})_A\}\) is as far as it is in the design of topology. The two points above prove that the topology after transforming is still an instance of DSN-F.
3.5.4 Topology Analysis

In this section, we analyze the graph properties of the ring-based DSN-F topologies generated by the incremental network expansion. Our target is to learn how much the degradation of the network efficiency, i.e., diameter, and how wasting of the resource, e.g., establishing cost.

Diameter and Average Shortest Path Length vs. Number of Added Nodes

Figure 3.13(a) shows the diameter and the average shortest path length of the 1,024-node DSN-F topology and its expanded variations. The x-axis indicates the number of added nodes, i.e., $x = 0$ means the baseline 1,024-node network and $x = 1024$ means the expanded 2,048-node network. Not surprisingly, the diameter and the average shortest path length slightly increase as the number of nodes increases. When the number of added nodes is greater than 768, i.e., $x = 896$, one more layer is added into each supernode following our expansion method (3 layers per supernode). Therefore, the diameter at $x > 768$ increases 1 hop compared to the diameter of $x = 768$. When 1,024 nodes are added, i.e., the network grows twice as large as the baseline, supernodes are split into smaller ones which have only 1 layer. Due to this regularity, the diameter at $x = 1024$ is slightly lower than at $x = 768$. 
3.6 Summary

Network Cost

We also estimate the cost per node of DSN-F network as the number of nodes increases. We use the cost mode mentioned in [36], which considers both the cost of switches and the cost of interconnection cables. In this model, the switch cost is a linear function of radix, while the costs of both electrical and optical cables depend not only on cable length but also on link bandwidth. We set the link bandwidth to 40 Gbps.

Figure 3.13(b) plots the cost per node vs. the number of nodes $N$ of networks with DSN-F. Spare ports are generally needed for network expansion purposes. We thus evaluate the cost per node of the DSN-F network for the cases that support 25, 50, and 100% of expandability by preparing the number of the corresponding spare ports. The results show that the cost increases by up to 13, 27, and 54%, respectively. These are expected results because the switch cost which is almost proportional to the number of ports dominates the overall network cost.

3.6 Summary

In this chapter, we introduce our cable-geometric approach in design network topology for high-scale HPC system with the consideration the trade-offs between switch latency and cable latency. We propose the Distributed Shortcut Network (DSN) and analyze its both topological properties such as degree, diameter and physical layout such as cable length. We show that by exploiting the small world network model in a deterministic manner, our network topology has a low degree, a logarithmic diameter and significant shorter cable length in the comparison with the same degree same size counter path topology. Such kind of network properties makes DSN has a good communication latency. We also illustrate the capability of customized our network topology for incremental expansion demand.
“Whereas a topology determines the ideal performance of a network, routing is one of the two key factors that determine how much of this potential is realized” [1]. As discussed in Chapter 3, the increase of network size brings new challenges in low-latency network design to develop (1) a low-degree non-random network topology that has a low-cable delay when mapped onto a floor plan, and (2) a custom routing algorithm that does not require routing-table implementation at switches. We have just introduced our network topology with a logarithmic diameter and a short cable length in Chapter 3. In this chapter, we present how to route a message without the use of routing table at each switch on this topology (custom routing). Besides achieving the low switch delay by the avoidance of large routing table, our target is to keep routing path lengths as short as possible.

1Flow control is the other factor. In this dissertation, because the network latency is our main target, we skip the consideration of flow control (switching technique).
4.1 Introduction

4.1.1 Problem Statement

Network topologies and their routing algorithms in interconnection networks have been widely studied for decades. A well-known combination is $k$-ary $n$-cube with dimension-order routing or Duato’s protocol [1]. It is frequently used in supercomputers such as BlueGene/L Anton-2 [10] or Cray XT5 [11]. It requires $\frac{k \cdot n}{4}$ hops on average for the inter-node communication, and the diameter is as large as $\frac{k \cdot n^2}{2}$ when $k$ is an even number. Some unique network structures, such as De-bruijn, Star, and Kautz, provide better average shortest path length (ASPL) when compared to the $k$-ary $n$-cubes.

In terms of ASPL and diameter, the random network topology is well-known to be better than the above network topologies, and its family appears in the graph catalog in the GraphGolf competition [54]. It assumes a topology-agnostic routing algorithm, e.g., up*/down* routing [55], and it requires routing tables that have $N \times C$ entries at each switch where $N$ and $C$ are the network size and the number of input ports of a switch, respectively.

As the number of nodes becomes large, e.g., 100,000, the required number of routing table entries will be larger than that implemented in recent switches, e.g., 48,000 in InfiniBand switch products [56] or 32,000 in Ethernet switch products. In this context, compact routing schemes aimed at finding the best trade-off between the number of routing table entries and the stretch factor of the routing path has been studied. The stretch factor is the worst-case ratio between the routing path length and the topological minimal distance for a source-and-destination pair. Two routing design directions/fashions have been proposed: (1) Hierarchical Routing and Addressing [57, 56] for regular topologies, and (2) the universal compact routing that can apply for arbitrary topologies [58, 59, 60] especially for Internet-like networks [61, 62].

Both of these two approaches require the implementation of routing table by off-chip Content-Addressable Memory (CAM/TCAM) [63, 64]. However, it is reported that the power consumption grows linearly with the size of CAM/TCAM, i.e., the number of entries, and becomes one of the most hungry modules, e.g., several tens of Watts [56, 65]. In addition, as the CAM/TCAM size has increased, the delay for its table lookup operation at each switch also become considerable in the low-switch-latency era. For example, extra latency overhead is about over 5 nanoseconds per switch with the use of
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4 Mbits TCAM [65]. This extra latency may significantly affect the performance of HPC systems. Thus, design a routing algorithm that does not require a large routing table (with CAM/TCAM) is critical for low-latency interconnection network design.

In this desertion, we aim at avoiding the routing table usage by computing the routing paths at each switch using a combinational logic circuit. The main challenge is how to design the routing algorithm as simple as possible while keeping the routing path length as short as possible. In the following, we first overview the table-based routing approach with CAM/TCAM as the related work. We then describe in detail our custom routing for our proposed DSN topologies in Section 4.2.2 and illustrate how the routing path can be computed with the hardware synthesis in Section 4.2.3. We also present the possibility of extending our custom routing for dealing with fault/congestion or implementing using routing tables for other network design area.

4.1.2 Compact Routing Algorithms with Routing Table

Compact routing refers to the design of routing scheme that uses a small number of routing table entries (RT) at each node so that a small ratio between the path length of the route and the shortest path, i.e., the stretch of routes, is provided. For a given family of network topologies, finding the best trade-off between RT and stretch is the focus of this research area. The routing scheme that can apply to all the networks is called universal compact routing.

Focusing on small routing table size, Kleinrock and Kamoun proposed Hierarchical Routing and Addressing technique, which is the basis of today’s Internet routing approach [57]. The main idea is that the nodes in a network are grouped into clusters, then the clusters may be grouped into clusters of clusters, and so on. Each node keeps complete information of the nodes that are close to it, e.g., in the same cluster, while stores less information of the further away nodes, e.g., stores the nodes in the other clusters by only one entry. The summary of related works in this area [61] shows that the efficiency of the hierarchical approach in terms of RT-stretch trade-off depends on (1) the abundance of remote nodes or (2) the regularity of the network topologies. Typically, the torus topology family has the former property, e.g., 3-D Torus with Dimension-Order Routing (DOR). Dragonfly [34], which is one of the current state-of-the-art high-radix topologies, and the $b$-ary tree structure are considered as the latter type of topologies. For example, Mariano et al. proposed to use the Hierarchical Routing and Addressing
technique for Exascale HPC Systems that employ Flattened Butterfly, Folded-Clos, and Dragonfly topologies in [56].

By contrast, the hierarchical approach is not suitable for random network topologies because these network topologies have small average path length (sparse remote nodes) by exploiting randomness (irregularity). In this context, researchers paid attention to the universal compact routing that has a good RT-stretch trade-off by finding the lower bound of the routing table size versus the stretch.

In a general view, the shortest path routing (stretch-1) requires $O(n)$ entries or $O(n \log(n))$ bits at each node, where $n$ is the number of nodes. Below, we summarize the well-known theoretical bound of routing table size at each node with the “bits” metrics to keep the consistency with the previous work. The analysis in [58] showed that a compact routing scheme that uses only $O(n)$ bits leads to route a message with a stretch of a factor at least 3. Thorup and Zwick proved that any compact routing scheme with stretch less than 5 can not archive the RT smaller than $\Omega(n^{1/2})$ [66].

Looking insight the concrete routing schemes, Cowen proposed the landmark-based algorithms [60] with stretch-3 and $\tilde{O}(n^{2/3})$ of RT\(^2\). Improving this landmark-based approach, Thorup and Zwick designed a new routing scheme that archives stretch-3 with only $\tilde{O}(n^{1/2})$ [59]. The main idea of this approach lays on finding a representative set of nodes as landmarks and finding the neighborhood for each remaining node (the cluster of a node). A non-landmark node keeps complete information of the nodes in its own cluster and all the landmarks. A non-landmark node also uses a landmark node to be its representative, i.e., the closest landmark in terms of graph distance. A landmark node does not have a cluster but it stores the information of all the nodes that it represents. Thus, the routing is simple: if the destination node is in the same cluster of the source node, it uses shortest path routing; otherwise, the message is routed to the closest landmark of the destination node and then forwarded to the destination node.

### 4.2 Custom Routing Algorithm

#### 4.2.1 Our basic approach

In this section, we provide the overview of the custom routing for our DSN topology. We remind the notations used to describe our topologies and routing algorithms as listed $^{2} \tilde{O}(f(n)) = f(n) \times \text{polylog}(n)$
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Table 4.1: Notations of DSN

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Number of supernodes</td>
</tr>
<tr>
<td>$V_i$</td>
<td>Supernode $i$</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of nodes inside a supernode</td>
</tr>
<tr>
<td>$v_{ki}$</td>
<td>Node $k$ inside supernode $V_i$</td>
</tr>
<tr>
<td>$z$</td>
<td>Number of different range shortcuts, $z \leq p = \lceil \log n \rceil$</td>
</tr>
<tr>
<td>$l_i$</td>
<td>Length of level-$i$ shortcuts, $l_i = 2^{p-i}$</td>
</tr>
<tr>
<td>$d_{st}$</td>
<td>Distance between $V_s$ and $V_t$, $d_{st} = (t - s) \mod n$</td>
</tr>
</tbody>
</table>

in Table 4.1.

We firstly consider the custom routing in Ring-based DSN topology between supernode $V_s$ to $V_t$ by using proper shortcuts and a few local links. Let $d_{st} = (t - s) \mod n$ be the distance between these two supernodes. We choose $k$ as the largest integer such that $\frac{d_{st}}{2^k} \leq l_k \leq d_{st}$, where $k = \lceil \log \frac{2^n}{d_{st}} \rceil + 1$. The path between $V_s$ and $V_t$ could start from $u_{ki} \in V_s$ by taking the level-$k$ shortcut (the movement that halves the distance to supernode $V_{s+l_k}$). At this intermediate supernode, we repeatedly find an available level-$k'$ shortcut ($k' = k, \ldots, p$) and then continue jumping by using the distance-halving technique. Note that, the shortcut may use local links to move inside the supernode at each of these intermediate supernodes.

For example, we present the routing path between the nodes $v_{12}$ and $v_{72}$ shown as the black nodes and the arrow lines in Figure 4.1. First, we find the level-$k$ shortcut, which moves half the distance between the source supernode $V_1$ and the destination supernode $V_7$. Based on our above description, this shortcut could be a level-$1$ shortcut, i.e., the path starts from a local movement from source node $v_{12}$ to $v_{11}$. Then, messages are routed to $v_{52}$ by using the level-$1$ shortcut. At this intermediate node, a suitable shortcut is selected again, e.g., the level-$2$ shortcut, which jumps to the destination supernode $V_7$. Finally, messages are sent to the target node by using the local links.

In Grid-based DSN topology, the concept of our custom routing is simple. The whole routing process is a mix of two types of routing: routing within a supernode using the local links and routing within a ring using mainly the shortcuts. For convenience, we term the former $L$-routing (using the local links) and the latter $S$-routing (using the shortcuts). Suppose that we need to create a route from node $u$ in supernode $U$ to node $v$ in supernode $V$. Without loss of generality, we assume that $U$ and $V$ are not in the same row or column of the grid. Let $W$ denote the supernode that is in the same row as $U$ and
in the same column as $V$. Thus, the route can be formed as follows three phases:

1. Find a route from $u \in U$ to node $w \in W$.
2. Find a route from $w \in W$ to node $v' \in V$.
3. Find a local route to go from $v'$ to $v$ within $V$.

The routing in the first and second phases consists of L-routing initially and then S-routing. The final third phase is simple L-routing. So there are 3 stages of L-routing and 2 of S-routing. The path length is thus upper bounded by $3\Delta + \log X + 1 + \log Y + 1$.

### 4.2.2 Concrete Routing Algorithms

Consider a ring-based DSN topology of $n$ supernodes, each of which is a group of $m$ nodes. Each supernode has $z$ different range shortcuts, e.g., the length of the level-$i$ shortcut is $l_i = 2^{p-i}$ for $i = 1 \ldots z$. Routing between any two regular nodes can be formed by combining the routing between supernodes by using the distance-halving technique and the local routing within a given supernode, as we have just mentioned. The route can be shorter with a small refinement by allowing a message to travel along the ring in both directions (we call them FORWARD ROUTING and BACKWARD ROUTING). That is, for any $V_s$-$V_t$ pair of the source and the destination supernodes, we can choose the direction to have a shorter $d_{st}$ hop distance, which is half of the ring size at most. Figure 4.2(a) shows our ring-based routing algorithms in detail with three main features:
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The ring-based DSN custom routing algorithm

1: procedure DSN-ROUTING($v_i^s, v_j^f$)
2: if $d_{st} \leq n/2$ then
3: DSN-FORWARD-ROUTING($v_i^s, v_j^f$)
4: else
5: DSN-BACKWARD-ROUTING($v_i^s, v_j^f$)
6: end if
7: end procedure

8: procedure DSN-BACKWARD-ROUTING($v_i^s, v_j^f$)
9: path ← DSN-FORWARD-ROUTING($v_j^f, v_i^s$)
10: Revert order of path
11: end procedure

12: $u$ is an intermediate node in the routing path
13: $V_x$ is supernode that $u$ belongs to
14: procedure DSN-FORWARD-ROUTING($v_i^s, v_j^f$)
15: $u ← v_i^s$ \Comment{Start at source node}
16: repeat
17: $k ← \lceil \log_2 \frac{d_{xt}}{n} \rceil + 1$
18: if level of $u$ is not $k$ then
19: $u ← v_k^s$ \Comment{i.e., L-Routing from $u$ to $v_k^s$}
20: else
21: $u ← u.$Shortcut \Comment{i.e., S-Routing}
22: end if
23: until $u$ in $V_t$ \Comment{i.e., reach supernode $V_t$
24: $u ← v_j^f$ \Comment{i.e., L-Routing}
25: end procedure

(a) Routing for ring-based DSN

The grid-based DSN custom routing algorithm

1: procedure 2-D-DSN-ROUTING($i, j$)
2: DSN-Routing in X dimension
3: DSN-Routing in Y dimension
4: end procedure

(b) Routing for grid-based DSN

Figure 4.2: Concrete custom routing for Distributed Shortcut Networks
Table 4.2: An example routing table of local routing between nodes inside a supernode.

<table>
<thead>
<tr>
<th>To</th>
<th>From</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>4,5</td>
<td>3,6</td>
<td>2,7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-</td>
<td>3</td>
<td>4</td>
<td>4,5</td>
<td>3,6</td>
<td>7</td>
<td>1,8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>-</td>
<td>4</td>
<td>4,5</td>
<td>6</td>
<td>2,7</td>
<td>1,8</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>-</td>
<td>5</td>
<td>3,6</td>
<td>2,7</td>
<td>1,8</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>8,1</td>
<td>7,2</td>
<td>6,3</td>
<td>4</td>
<td>-</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>8,1</td>
<td>7,2</td>
<td>3</td>
<td>5,4</td>
<td>5</td>
<td>-</td>
<td>7</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>8,1</td>
<td>2</td>
<td>6,3</td>
<td>5,4</td>
<td>5</td>
<td>6</td>
<td>-</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>7,2</td>
<td>6,3</td>
<td>5,4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

- First, the BACKWARD ROUTING path from $v^s_i$ to $v^s_j$ could be easily found by reverting the order of the FORWARD ROUTING path from $v^s_j$ to $v^s_i$.

- Second, in FORWARD ROUTING, we choose the level-$k$ shortcut to jump out of the supernode where $k$ is the largest integer such that $\frac{d_{st}}{2} \leq l_k \leq d_{st}$ (based on the distance-halving technique).

- Finally, the L-Routing path between any pairs of nodes inside a supernode are chosen as one of the shortest paths between them. For the ring-based DSN topology, it is the shortest path along the ring. For the grid-based DSN the routing paths are listed as in the Table 4.2. Each cell of this table shows the routing path. Nodes are indicated by its level.

In the following, we look into the details of the concrete custom routing algorithm for the grid-based DSN topology, which is our final target in this study, by using the above ring-based routing algorithm. Given $n$ supernodes placed in a grid of $X \times Y$, a supernode $V_i$ now is identified by a tuple $(x_i, y_i)$, where $1 \leq x \leq X$ and $1 \leq y \leq Y$. As the topology definition, each supernode is a group of $m$ nodes with $z$ different-length shortcuts in each dimension (X and Y). Figure 4.3 is an example of 512 nodes in the 2-D DSN topology where the supernodes of 8 nodes are arranged into an $8 \times 8$ grid. Here, each supernode has $z = 3$ shortcuts in the X dimension (solid red lines) and $z$ other shortcuts in the Y dimension (dashed green lines). For example, the level-1 shortcut from node 1 in supernode (7,1) comes to supernode $(x_k, y_k)$, where $x_k = (7 + 4) \mod 8 = 3$ and $y_k$ is the same as the source (also called the level-1 X-shortcut). Clearly, the X-shortcuts build up
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Based on this observation, the routing algorithm of 2-D DSN topologies becomes simple by using the ring-based routing in two small steps. The routing path from node $i$ in supernode $(x_i, y_i)$ to node $j$ in supernode $(x_j, y_j)$ could be a concatenation of the ring-based routing path from the source node to an intermediate node $u$ in supernode $(x_u, y_u)$ and the ring-based routing path from $u$ to the destination node. In the former routing path, called X-dimension routing, we use only X-shortcuts in the distance-halving technique. Similarly, in the later routing path, called Y-dimension routing, only Y-shortcuts are used. In Figure 4.3, the black lines present the routing path from a node in supernode (7,1) to the supernode (0,7). This path is the concatenation of S-Routing in X dimension from supernode (7,1) to supernode (0,1) and the S-Routing in Y dimension from (0,1) to (0,7), respectively. This simple routing mechanism looks similar to the routing of the 2-D torus in terms of dimension. Therefore, we can say that it is easy on the implementation and scalability perspective, e.g., when they have more dimension.

4.2.3 Compute Routing Path with Hardware Synthesis Approach

Instead of storing the routing path in a table, we present how to compute our custom routing based on a combinational logic circuit (algorithmic routing). Figure 4.4 shows an
Figure 4.4: Algorithmic routing logic for DSN.

example of a logic circuit for our mentioned algorithmic routing for DSN topologies. The circuit at a node $u_i^j$ (switch) accepts its information and the information of destination $v_j^i$ in routing header as the input, i.e., the X, Y address of the supernode and node’s ID. Based these input, the Parameter computation module determines (i) the distances between these two supernodes for each dimension $\Delta_x$ and $\Delta_y$, (ii) the sign bit to present routing directions such as FORWARD_ROUTING or BACKWARD_ROUTING, i.e., $D_x$ and $D_y$, and (iii) ID of nodes that hold the shortcuts based on halving-distance technique, i.e., $k_x$ and $k_y$ where $k_x = \lfloor \log_2 \frac{n}{\Delta_x} \rfloor + 1$, $k_y = \lfloor \log_2 \frac{n}{\Delta_y} \rfloor + 1$ (Let us call these as jumping nodes). The distances then are puts into the zero checkers modules to determines whether the packet has finished its movement in X(or Y) dimension or not. Typically a zero checker generates one signal bit such as “S-Routing X done” or “S-Routing Y done” for this purpose. Similarly, “L-Routing X done” and “L-Routing Y done” are generated with the comparison of current node ID $i$ and jumping nodes ID $k_x$, $k_y$, respectively. These signals are then inputted to several AND gates that help to indicate which routing
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Figure 4.5: Alternative paths for failed links in 1-D DSN network of 64 nodes.

actions should be done. For example, the fourth gate from the lefts determines that if S-Routing is not done and the current node is the jumping node in X dimension, “S-Routing X” signals will be set. The Routing Selection module using the set of such signals to forward the packet to the proper ports.

4.2.4 Alternative Routing Path

This section illustrates that our routing algorithm can be extended to deal with fault and congestion by enabling alternative paths to the destination. We assume that a node $u$ has information about the neighbor failures/congestion, i.e., a link $(u, v)$ where $v$ is an adjacent node of $u$. Note that a node has two type of links that include local-link and shortcut link. When a local-link fails, the routing can bypass it by taking advantages of the structure inside supernode in our L-Routing phase. Similarly, the routing can avoid faulty shortcut links in S-Routing phase by using another available shortcut link.

Alternative Routing in Ring-based DSN

In Ring-based DSN, the routing path between a given pair of supernodes $s$ and $t$ is an ordered sequence of movements with different length, i.e., $2^{n-i}$. This sequence can be modeled by $d_{st} = \sum_{i=1}^{n} a_i \cdot 2^{n-i}$, $a_i \in \{-1, 0, 1\}$. We use $2^{n-i}$-length shortcut to make a forward (or backward) S-routing movement if $a_i$ equals to 1 (or -1), and L-routing otherwise. Figure 4.5 illustrates an example of routing path from node $v_{1}^{2}$ in supernode $V_1$ to node $v_{2}^{8}$ in 64-nodes (16 supernodes) 1-D DSN topologies by black nodes and arrow line in this figure. Clearly, the message has to travel a distance $d_{st} = (8 - 1) \mod 16 = 7$. Based on the routing mechanism discussed in section 4 of our paper, this sequence
Table 4.3: Alternative local routing in grid-based DSN.

<table>
<thead>
<tr>
<th>To</th>
<th>From</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>8,1</td>
</tr>
<tr>
<td>6</td>
<td>8,1</td>
</tr>
<tr>
<td>7</td>
<td>8,1</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
</tr>
</tbody>
</table>

presents the routing path \( d_{st} = \sum_{i=2}^{p} a_i \times 2^{p-i} = 0 \times 2^3 + 1 \times 2^2 + 1 \times 2^1 + 1 \times 2^0 \). That is, we use the \( 2^2 \)-distance shortcut links (level-2 shortcut) to move first, and then take the level-3, level-4 shortcut to reach the destination. Another way to present the routing path is that \( v_2^1 \rightarrow v_3^5 \rightarrow v_4^7 \rightarrow v_1^8 \rightarrow v_2^8 \) in which the symbol "\( \rightarrow L \)" means L-routing, and "\( \rightarrow S \)" stands for S-routing.

Without loss of generality, we assume that a \( 2^k \)-distance shortcut fails, e.g. \( k = 2 \) in example of figure 4.5. We now look for the possible alternative paths for the path \( d_{st} = 2^k + \sum_{i=p-k+1}^{p} a_i \times 2^{p-i} \) by finding the alter movement of distance \( 2^k \). We present two alternative paths as follows:

1. Use the shorter shortcuts to alter the faulty link, i.e., \( d_{st} = 2^{k-1} + 2^{k-1} + \sum_{i=k+1}^{p} a_i \times 2^{p-i} \).
2. Use the longer shortcuts to bypass the faulty link and then go backward to the destination if needed, i.e., \( d_{st} = 2^{k+1} - 2^k + \sum_{i=p-k+1}^{p} a_i \times 2^{p-i} \).

Clearly, both of two above alternative paths need 2 hops for S-Routing and at most \( \Delta + 1 \) hops for local traveling to reach the proper shortcut link where \( \Delta \) is the diameter of structure inside supernodes. Overall, our path diversity increases at most \( \Delta + 2 \) hops when compared to the baseline that all links and nodes are healthy.

Alternative Routing in Grid-based DSN

In Grid-based DSN, the custom routing for Grid-based DSN is the combination of routing in X-dimension and Y-dimension sequentially (denoted by XY-routing). Because
the routing in each dimension is similar to Ring-based DSN routing mechanism, the routing method to avoid faults for Ring-based DSN can be applied for Grid-based DSN. For example, if an X-shortcut fails, we find the alternative S-routing path to move in X-dimension, then use Y-dimension routing. The alternative paths for L-Routing in grid-based DSN are shown in Table 4.3 where the alternative paths are still minimal routing.

In addition, we can select the routing order, i.e., X-dimension after Y-dimension and vice versa, for taking shorter path hops avoiding faulty links. In Section 4.3, we will evaluate two mechanisms to avoid faults, i.e., XY-routing, and XY-YX routing (choose the shorter path between XY- and YX- routing). Our result shows that the XY-YX routing has lower average shortest path length and increasing-rate on average path length compare to XY routing.

4.3 Custom Routing Analysis

We now measure the end-to-end latency of our custom routing algorithm described in Section 4.2.2 and compare the latency to that of some well-known low-radix traditional topologies that support minimal custom routing, i.e., shortest-hop paths. We choose 3-D Torus, n-Star, De-bruijin, and Kautz as the low-degree counterparts with the degree-6. We also choose Hypercube, Dragonfly, and Slimfly as the high-degree competitive topologies. In this study, the routing latency depends not only on the routing path hops (switch delay) but also on the physical layout in a machine room (cable delay). We assume that each of the compared networks is optimally deployed in a floor plan. We do this by using the mapping and the layout optimization method in [38].

4.3.1 Maximum and Average Routing Latency

Figure 4.6 represents the maximum and the average end-to-end routing latency when the switch delay is set to 40 ns/hop. The lower value is considered better. Not surprisingly, Slimfly leads to the best result regardless of the network size, since it has a high degree compared to the other topologies, i.e., degree 35 compared to 6 of the 2-D DSN in the case of 1024 nodes.

For our proposed topologies, we estimate two routing algorithms, which are the ideal minimal routing and our custom routing. 2-D DSN with our custom routing
4.3.2 Routing Latency vs. Switch Delay

To measure the range of switch delay in which our custom routing could achieve good performance, we estimate the routing latency of 1024-switch networks while changing the switch delay. Figure 4.7 shows the maximum and the average routing latency vs. the switch delay. For each topology, the legend in the figure indicates the network size, the
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Figure 4.7: Maximum and average routing latency vs. switch delay in network of 128 cabinets, 1024 switches.

maximum degree and the routing diameter, i.e., the longest routing path length. In most cases, when the switch delay is increased from 0 ns (the ideal case) to 100 ns, of course, Slimfly leads to the lowest latency while 3-D Torus leads to the highest. 2-D DSN with our custom routing always achieves much lower latency than 3-D Torus, e.g., 24.7% and 14.5% lower maximum and average latency, respectively, in the case that the switch delay is set to 30 ns/hop. Especially, when compared to Hypercube (which has a higher degree), although the custom routing algorithm of 2-D DSN has higher average latency, it has a similar result in terms of maximum routing latency.

4.3.3 Alternative Routing

In this subsection, we first analyze the link utilization that helps to estimate the possibility of congestion occurs at each link. We count the communication source-and-destination pairs on each link for the case of the uniform random traffic pattern. Because DSNs are
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Figure 4.8: Link utilization of custom routing in various network sizes.
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Figure 4.9: Link utilization of custom routing with alternative paths.

Symmetric topologies in terms of supernode point of view, without loss of generality, we measure the number of communication pairs of each link inside a supernode. Figure 4.8 presents the link utilization of our custom routing in various network sizes, e.g., from 256 to 8912 nodes. For each network topology, we use \( L_{i,j} \) to indicate the local link that connects node level \( i \) and level \( j \) while \( X_k \) and \( Y_k \) refer the level-\( i \) X-Shortcut and level-\( i \) Y-Shortcut, respectively. The result implies that the link utilization is uneven if an all-to-all communication is applied.

Specifically, all the shortcut links have the same link utilization excepts level-1 shortcuts. This is expected result because the level-1 shortcuts are used for route two supernodes with distance \( \frac{n}{2} \), where \( n \) is the number of supernodes in a dimension (X or Y). That is they are used in the paths presented by \( d_{st} = 2^{\log n - 1} \). Level-\( k \) shortcuts, \( k > 1 \), are used in the path presented by \( d_{st} = \sum_{i=2}^{\log n} a_i * 2^{n-i} \) where \( a_k = 1 \) and \( a_i \in (0, 1) \). Thus, level-\( k \) shortcuts are used in \( 2^{\log n - 1} \) different set of routing paths. The utilization of local links are also uneven. Some local links are not frequently used, e.g., from \( L_{5,6} \) to
L_7_8 in the network of 512 nodes. It is reasonable because node 5, 6, 7, and 8 do not have out-going shortcuts, then the related local links are rarely used. By contrast, the links that connect level-k nodes, k ≤ \log n are often used, e.g., L_1_2.

The uneven link utilization may lead to the communication congestion, especially in the case of a heavy load. Thus it may cause the network communication jitter, i.e., the increase of latency due to blocking at an intermediate switch. We thus provide the alternative routing path to (1) improve the load balancing and (2) automatic forward the packet if a link is blocked. Figure 4.9 illustrates the link utilization of custom routing with the local alternative paths mentioned in Section 4.2.4. Note that such alternative paths do not increase the total routing path length between nodes. Although the link utilization in Figure 4.9 is still uneven, it is possible to improve the load balancing of local links, i.e., intra-supernode link, by optimizing the local routing, especially when sacrificing a small latency. In addition, because most of the shortcuts have the same load except the level-1 shortcuts, a simple method is to increase the link bandwidth of a heavy link, e.g., by using link aggregation.

We then estimate the increasing of routing path length if the alternative paths are used if the network congestion and link faults appear. We randomly remove the links from the network of 1024 switches and evaluate the path lengths. Besides our two proposed mechanisms, namely XY-routing and XY-YX-routing (which chooses the shorter path between XY-routing and YX-routing), we consider the minimal routing as the baseline.

Figure 4.10 represents the average routing path length vs. the ratio of faulty/block
Figure 4.11: Application performance evaluated using NAS Parallel, Himeno, and BigDataBench benchmarks. “Avg” means the average over all the benchmarks. Values are normalized to those of 3-D Torus.

links against the number of total links. In most cases, as expected, the XY-routing has the longest routing paths while the minimum routing has the shortest. The XY-YX has a similar shape of curve when compared to that for the minimal routing. For example, the increasing rates of path length are 8.82% and 24.86% for XY-YX while these are 9.45% and 19.49% for minimal routing at the faulty link rate of 10% and 20%, respectively.

4.4 Performance Simulation

We evaluate the performance of parallel applications and benchmarks when executed on our proposed topologies, custom routing algorithm and existing same-degree topologies by means of an event-discrete simulation.

4.4.1 Parameters

We use the SimGrid simulation framework (v3.12) [67]. SimGrid implements validated simulation models, is scalable and simulates the execution of unmodified parallel applications that use the Message Passing Interface (MPI). We use NAS Parallel Benchmarks (version 3.3.1, MPI versions) [68, 69, 70] (Class B for BT, CG, DT, LU, MG and SP, and Class A for FT benchmarks), the Himeno Benchmark [71], and the
BigDataBench (version 3.1) [72] (K-means data clustering). It is reported that the network topology strongly affects the application performance due to the inter-node communication overhead that usually has spatial and temporal access locality[73]. We simulate various topologies of 256 nodes with 40-ns switch delay and 40-Gbps link bandwidth. Each host has 100 GFlops in computation speed. We configure SimGrid to utilize its built-in version of MVAPICH2 for MPI collective communications [74]. We measure the performance of the parallel applications executed on our proposed topology, where the custom routing is implemented for the communication between switches. The counterpart topologies, namely 3-D Torus, RR-6 and Skywalk-4-2, implements the minimal routing taking the shortest-hop path.

### 4.4.2 Evaluation

Figure 4.11 shows simulation results for 3-D Torus, RR-6, Skywalk-4-2, and 2-D DSN topologies. The y axis indicates the relative performance in Mop/s of each topology, normalized to that of 3-D Torus. Higher values are considered better. Overall, our proposed topology outperforms 3-D Torus by 19% on average. The random topologies (RR-6 and Skywalk-4-2) and our proposed non-random topology (2-D DSN) are better for applications that have collective communications across the system (e.g., CG, MG, FT and Himeno) or irregular communications (e.g., DT and K-means) because these topologies have lower end-to-end average latency than the torus. However, the torus topology has better performance than the others for benchmarks that generate a large number of neighboring communications (e.g., LU, SP and BT). We can see that the performance of a network topology depends on benchmarks, specifically on communication patterns. Our proposed topology is suitable for applications that have irregular communication patterns or non-nearest neighbor collective communication patterns.

### 4.5 Discussion

#### 4.5.1 Achieving Deadlock-Free Routing

In this subsection we discuss how to refine our DSN topologies for achieving deadlock-free routing (when using cut-through or wormhole switching mechanisms). The idea is
to refine the design of the internal structure of the supernodes as well as to customize the custom routing accordingly.

Let us briefly review our custom routing in this way:

- **Phase A:** L-routing within the source supernode \( U \) (to reach a node with a proper horizontal shortcut)
- **Phase B:** S-routing horizontally along a row ring (to reach an intermediate supernode \( W \), which is the intersection between the row of \( U \) and the column of \( V \), to the destination supernode)
- **Phase C:** L-routing within supernode \( W \) (to reach a node with a proper vertical shortcut)
- **Phase D:** S-routing vertically along a column ring to reach \( V \)
- **Phase E:** S-routing within \( V \) to reach destination node \( t \)

From this we observe that the two S-routing phases (B and D) naturally use separate links from the ones that can be used by the other phases (A, C and E) in most cases. In fact, if the internal structure is dense enough, we can easily separate the links being used between all the phases by elaborating on which links are used for which phases. Thus, the only deadlock issue remaining is to guarantee that no loop can be formed by the links used in the same phase by several routing tasks; that is, no loop can be formed among all the partial routes created inside a given particular phase.

This can also be done by carefully designing the supernode’s internal structure and customizing our custom routing accordingly. Note that, since we want the diameter of structure inside supernode \( \Delta \) to be as small as 2 or less, the local links are usually abundant for division in separate groups, each of which is fixed for a distinct responsibility.

### 4.5.2 Expression of Routing with Table-Based Approach

In this section, we discuss how to implement our custom routing with CAM/TCAM (compact routing). We learn the approach in Dimension Ordering Routing of the conventional torus network that uses a Hierarchical Routing and Addressing. We consider the grid-based DSN network of \( N \times N \) supernodes, each includes \( m \) regular nodes. In our routing logic, the network is equally partitioned into several same
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(a) Hierarchical Addressing that requires $\log (N^2 \times m)$ bits.

<table>
<thead>
<tr>
<th>Entry Number</th>
<th>Destination Address</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0b000 0b000 0b000</td>
<td>This switch</td>
</tr>
<tr>
<td>2 to m</td>
<td>0b000 0b000 0b----</td>
<td>Same-supernode switches. L-Routing</td>
</tr>
<tr>
<td>$m+1$</td>
<td>0b000 0b001 0b***</td>
<td>L-Routing to the node that holds the length-1 Y-shortcut</td>
</tr>
<tr>
<td>$m+2$</td>
<td>0b000 0b01* 0b***</td>
<td>L-Routing to the node that holds the length-2 Y-shortcut</td>
</tr>
<tr>
<td>$m+3$</td>
<td>0b000 0b1*** 0b***</td>
<td>S-Routing since this node (node 0) the hold length-4 Y-shortcut</td>
</tr>
<tr>
<td>$m+4$</td>
<td>0b001 0b*** 0b***</td>
<td>L-Routing to the node that holds the length-1 X-shortcut</td>
</tr>
<tr>
<td>$m+5$</td>
<td>0b01* 0b*** 0b***</td>
<td>L-Routing to the node that holds the length-2 X-shortcut</td>
</tr>
<tr>
<td>$m+6$</td>
<td>0b1*** 0b*** 0b***</td>
<td>S-Routing since this node (node 0) the hold length-4 X-shortcut</td>
</tr>
</tbody>
</table>

(b) The routing table of switch $v_0$ of supernode (0,0) in DSN network of $8 \times 8 \times 8$ switches (Figure 4.3).

Figure 4.12: Hierarchical Addressing and Routing Table at a switch in a $N \times N$ grid-based DSN network. Each supernode includes $m$ regular nodes.

Our Hierarchical Addressing is designed to support the longest-prefix-matching lookup technique implemented in current TCAM [63]. Each switch keeps the complete information of all the same-cluster switches. Besides, all the switches that can be moved to by using the same outgoing shortcuts are grouped and stored by only one entry in the routing table. Thus, the address of a switch becomes a combination of the switch ID, and its supernode ID as shown in the Figure 4.12(a). This address mechanism and routing requires the small size of memory as the conventional addressing of torus network. That is, $2\log N + \log m$ bits are required for the destination address field and $m + 2\log N$ entries are needed at each switch. Figure 4.12(b) illustrates the routing table of switch $v_0$ of supernode (0,0) in DSN network of $8 \times 8 \times 8$ switches (Figure 4.3). By using TCAM, the wildcards can be stored with the data to indicate some bits of the address should not be used for determining the look-up function.
4.6 Summary

In this chapter, we present how to avoid the use of CAM/TCAM in routing implementation at each switch. We discuss support a custom routing mechanism for both the ring-based DSN and 2-D grid-based DSN topologies. As with a typical non-random topology, it is possible to exploit the structure of our DSN topologies to create a custom routing algorithm with a simple and small routing logic circuit. Our latency analysis showed that our custom routing algorithm achieves a good result in the low switch-latency era. It is significantly better than the same-degree traditional topology such as 3-D Torus. The discrete event simulation showed that our proposed topology is suitable for applications that have irregular communication patterns or non-nearest neighbor collective communication patterns.
5

Moderate Error-Proof Approach

We have already presented our cable-geometric approach including our network topology and its routing algorithm based on the current common link bandwidth configuration, i.e., 40 Gbps. We now present our approach in designing an interconnection network that uses $\geq 100$Gbps link for HPC system. In this chapter, we firstly present the background of designing reliable high-speed optical cables with a requirement of a low-latency high-correction capacity FEC. We then briefly describe our light-weight low-latency FEC approach, e.g., Hamming FEC for the purpose of high-speed cable usage.

5.1 Introduction

5.1.1 Problem Statement

Recent high-bandwidth optical communication has used multi-level modulation, such as Pulse Amplitude Modulation (PAM), for increasing link bandwidth [40]. Since the use of multi-level modulation is more sensitive to noise than on/off keying, 40GBASE-R, 100GBASE-R and 100GBASE-P standards state an error correction code (ECC) such as
forward error correction component (FEC) on a hop in order to maintain the same Bit Error Rate (BER) as that in traditional interconnection networks, such as 10GBASE-KX Ethernet or 40Gbps-InfiniBand. Three generations of FEC has been proposed with the significant improvement of correction abilities including hard decision (HD) block codes, hard decision concatenated codes and soft decision iterative coding [43].

However, for the purpose of HPC system design, FECs become a performance bottleneck due to their considerable extra latency overhead for the data buffering and decoding computation, e.g., 84 nanosecond overhead per switch for storing 2112-bit in the conventional switch-to-switch Reed Solomon FEC [75] or potentially extremely high latency for storing more than 10,000 bits in the state of the art end-to-end FECs[76]. Figure 5.1 illustrates the relationship between switch delay and the relative execution time of NAS Parallel Benchmarks on a 256-switch system. We measured their performance by SimGrid discrete-event simulation. Our main finding is that each NPB application is latency sensitive (these results are consistent with the report in [77]). When the switch delay is 160ns, this is a case for FEC, the average performance decreases up to 2 times when compared to the case of 60ns switch delay without FEC

In this context, we aim at exploiting an approach that avoids such heavy FEC operations in HPC systems. This avoidance approach introduces difficulties in reaching the low BER, such as $10^{-15}$, that can be marked as “error-free”. In this study, our network design aggressively investigates the relationship between the HPC applications execution time and BER. Our network design thus provides just the BER required by HPC applications.

5.1.2 Related Work

For the purpose of high-speed HPC system design, in spite of correction capacity, the requirement of low latency becomes critical in FEC design. It is reported that the utilization of recent FEC leads to a high extra latency overhead due to its time-consuming for the data buffering in the decoding computation. For example, 25 Gbps high-reliability links need at least 84 ns overhead at each switch for storing the 2112-bit encoding blocks in the conventional RS(255,239) FEC [75]. Similarly, RS(528,514) requires approximately 100 ns overhead due to its 5280-bit buffer [46]. In addition, the second and the third generation FEC such as BCH and LDPC code, respectively also have long lengths of encoding blocks [76] that potentially contribute an extremely high latency.
M.N.Sakib et. al. summarized the characteristics of various FEC schemes have already been proposed for PAM signals in data center applications [78]. According to this survey, the decoding latency overhead of 100 Gbps system with PAM signals are in a range from 66 to 140 ns. Such kind of latency drastically reduces the HPC system’s performance as shown in Figure 5.1.

In this context, an alternative approach of FEC-avoided is considered in HPC system where the bit errors occur randomly instead of under burst conditions. As an instance, Daichi et. al. proposed to use the Quadrature Amplitude Modulation (M-QAM) for high-bandwidth and a symbol mapping encoding/decoding mechanism (gray code) to partially correct the errors occurred in some parts of the communication data in order to reduce the numerical error rate [77], i.e., reliable, slow transmission for significant bits while the less important bits are transferred with a high-speed unreliability mode. This approach is reported to significantly outperforms the conventional 100 Gbps interconnect network but only apply for the approximate and algorithm-based fault tolerance (ABFT) applications [77].

A related approach is proposed by IEEE 802.3bs 400-Gigabit Ethernet Task Force [41], i.e., improving the error correction/detection capabilities of line code/transcode at the Physical Coding Sublayer (PCS) combined with the MAC-CRC. The main idea behind this approach is to increase the Hamming distance of PCS code by using the saved checksum overhead when FEC is disabled, i.e., 8 bits per 256-bit data block. Thus, the same PMA interface and coding rate are untouched. For example,
Figure 5.2 illustrates the 256b/260b PCS code which is the alternative for RS(528,514)
FEC with 256b/257b PCS code \[79\]. The only difference between 256b/260b and
256b/257b is the synchronization bits, i.e., 4-bit instead of 1-bit respectively. This
improvement helps to significantly reduce the undetected error rate (improve the Mean
Time To False Packet Acceptance - MTTFPA). However, as BER rates gradually
up-scaled, this approach becomes ineffective because of the MTTFPA of less than one
year and it also is incapable of correct the errors.

In this study, we propose to use a low-latency light-weight FEC for such HPC
application. That is we aim at designing an FEC code that has a short length of code
word with a low but acceptable capability of correcting bit errors. We investigate the
feasibility of such FEC code in the next section.

5.2 Low-Latency Light-Weight FEC in HPC Systems

5.2.1 Requirements for Light-Weight FEC

In this section, we analyze FEC requirements in HPC system with various aspects
including correction abilities, coding gain, and coding overhead.

Error Correction Capacity

We firstly consider the required error correction capacity to assure the accuracy
and integrity of communicated data that is paramount importance for most of HPC
applications. A key parameter of any error control scheme is the rate at which damaged
packets are accepted as valid, also known as Undetected Error Rate or Mean Time
To False Packet Acceptance (MTTFPA). In general, such a failure is capable of hard
crashing the HPC system.
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For our target error correction scheme, we assume that the MAC-CRC checksum and the PCS Line Code are implemented beside FEC in order to keep the compatibility with the current network standard. We thus analyze the relationship of MTTFPA and the post-FEC bit error rate with various typical PCS codes, e.g., 66b/66b that described in IEEE-802.3ba standard [40] and 256b/257b or 256b/260b that suggested by IEEE 802.3bs Task Force [79].

We estimated the MTTFPA of these three systems by using the same method mentioned in [80], which considers the possibility that a false MAC frame generation occurs due to either (i) the errors hit some control bits of the PCS code such as Sync bits ($p_{\text{sync}}$) or Block Type Field bits ($p_{\text{btf}}$), (ii) or the errors that MAC-CRC cannot detect, i.e., four or more bits occur in MAC frame ($p_{\text{crc}}$). We also consider the practical overestimation of $2^{-32}$ that the CRC32 result of an error MAC frame coincident to the frame check sequence (FCS). The MTTFPA is described in the Equation 5.1. The Equation 5.2 presents the $p_{\text{crc}}$ and the Equation 5.3 shows the possibility of $i$-bit errors occur in the packet of length $L$. For each PCS code, $p_{\text{sync}}$ and $p_{\text{btf}}$ are calculated based on its format. For example, in 256b/260b code, 4-bit synchronization header with the hamming distance of 4 and three different of block type fields with 8-bit, distance-4 code for each field are used. That is any every error patterns with more than 2-bit errors in these fields will cause the false MAC frame generation. Thus $p_{\text{sync,256/260}} = p(3,4,p_e) + p(4,4,p_e)$ and $p_{\text{btf,256/260}} = 3 \sum_{i=3}^{8} p(i,8,p_e)$.

\[
\text{MTTFPA} = \frac{\text{time of a bit}}{p_{\text{sync}} + p_{\text{btf}} + p_{\text{crc}}} \times 2^{-32} \tag{5.1}
\]

\[
p_{\text{crc}} = \frac{\sum_{i=4}^{L} p(i,L,p_e)}{L} \tag{5.2}
\]

\[
p(i,L,p_e) = C_{L}^{i} (1 - p_e)^{L-i} (p_e)^i
\]

\[
p_e = \text{post-FEC Bit Error Rate}
\]

\[
C_{L}^{i} \text{ denotes the combination } \binom{L}{i}
\]

Figure 5.3 shows the relationship of MTTFPA and the post-FEC bit error rate with a 1518-byte-length MAC frame and a bit time of $10^{-11}$ second, i.e., 100 Gbps of bit rate. Expectedly, the result shows that the powerful FEC that can produce output BER at
10^{-15} will lead to a long time of MTTFPA, e.g., longer than the lifetime of the universe, and conversely, a very short time of MTTFPA if the post-FEC BER becomes higher, e.g., a few hours for 256b/257b PCS code at the 10^{-8} of BER. Specifically, we found that for 64b/66b and 256b/260b PCS code, the requirement of output BER for FEC is just around 10^{-9} to maintain the acceptable MTTFPA, as long as the lifetime of the universe. In addition, the MTTFPA of 256b/260b at a 10^{-9} BER is approximately equal to the 64b/66b performance at 10^{-12} BER that specified in 100Gbps Ethernet Standard [40]. It implies that a low-latency light-weight FEC with a PCS that has a high error correction capacity such as 256b/260b can be an alternative option for the conventional Reed Solomon FEC with 64b/66b or 256b/257b PCS code.

Another critical concern is to take into account the bit error rate of data in the application layer. Because the PCS code and the MAC-CRC check bits are only able to detect instead correct error bits, the propagation of such errors to the upper layer is capable of corrupting the final output of the application. We below investigate the successful rate of NAS Parallel Benchmarks when BER is changed on a 256-switch system that arranged in a 4-D torus network. We measured the accuracy of applications by Simgrid discrete-event simulation [81]. The detail of the simulation environment is described in Section 5.3. We simulated each configuration 100 times and counted the
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Figure 5.4: Successful rate of NPB applications versus Bit Error Rate of Data. Each successful execution rate is counted over 100 simulations.

The results in Figure 5.4 show that most of these applications except LU obtain the correct results under BER of $10^{-10}$. Therefore, a low-latency light-weight FEC should support the output BER less than $10^{-9}$ in order to maintain the correctness of the parallel applications.

Post-FEC BER and SNR

In the previous subsection, we found that the parallel applications do not require an error-free communication, i.e., post-FEC BER at $10^{-15}$, but rather only around $10^{-9}$. Below we look into detail the association between post-FEC BER and the Signal To Noise Ratio (SNR) of several different FEC codes including the conventional RS(255,239) of 100Gbps Ethernet, the RS(528,514) for Terabit Ethernet, and some potential approaches for low-latency, light-weight FEC. In this study, we estimated the output BER of these FEC codes in the system that implemented the typical multiple-level modulation such as PAM-4 and PAM-8. The theoretical BER of an uncoded system for PAM-$M$, is given by:

$$\text{BER}_{\text{PAM-M}} = b_i = \frac{M - 1}{M \log_2 M} \text{erfc} \left( \sqrt{\frac{3 \log_2 M \ E_b}{(M^2 - 1) \ N_0}} \right)$$

(5.4)
This BER then becomes the input BER for FEC, denoted as $b_i$. According to the approximation method mentioned in [82], we then calculated the post-FEC BER of Reed-Solomon$(n,k)$ based on symbols from Galois Field $\text{GF}(2^m)$ where each symbol consists of $m$ bits as in Equation 5.5. $b_o, s_i, s_o$ are the post-FEC BER, input and output symbol error rate, respectively, and $t = \frac{n-k}{2}$ is the number of symbol errors that Reed-Solomon FEC can correct.

$$b_o, RS = \frac{b_i \times s_o}{s_i}$$

$$s_i = 1 - (1 - b_i)^m$$

$$s_o = \frac{1}{n} \sum_{j=t+1}^{n} jC_n^i(s_i)^j(1-s_i)^{n-j}$$

(5.5)

We also measure the post-FEC BER of a light-weight FEC that is capable of correcting up to $t$ error-bits with codeword’s length of $N$ as:

$$b_o, \text{FEC}-t = \frac{1}{N} \sum_{j=t+1}^{N} jC_N^i(b_i)^j(1-b_i)^{N-j}$$

(5.6)

Figure 5.5 illustrates the numerical result of BER versus Signal to Noise Ratio (SNR) of systems using the same modulation, e.g., PAM-4 and PAM-8 with different FECs. FEC($t=x$) refers to a system that uses a light-weight FEC that can correct up to $x$ error bits. RS(255,239) and RS(528,514) is chosen as the representative of Reed-Solomon Code because it has been adopting for 100 Gbps optical and the copper backplane, respectively [40, 45]. Expectedly, the result shows that the higher power of FEC leads the lower energy per bit for a given targeted BER, i.e., the better Coding Gain. Interestingly, the SNR of light-weight FECs at BER of around $10^{-9}$ inconsiderably exceeds that of Reed-Solomon code at BER of $10^{-15}$, e.g., approximately 1dB higher in the comparison between FEC($t=1$) and RS(528,514). Thus, we state that a low-latency light-weight FEC is practical in terms of low energy consumption which is also one of the critical aspects of HPC system design.

**Coding overhead**

It is well-known in the literature that in an Additive White Gaussian Noise (AWGN) channel, for the same code rate, the longer the codeword, the better the error correction capability [82]. However, for the low-latency perspective in HPC system, the codeword
Figure 5.5: Numerical result of BER versus Signal to Noise Ratio (SNR) of different system using the same modulation. FEC($t=x$) refers to a system that uses a light-weight FEC that can correct up to $x$ uncorrected bits.
is restricted its length as short as possible. Thus, fixing a short length of code-word and increasing the number of redundant bits, i.e., coding overhead, becomes reasonable. This fact leads to a trade-off between the coding overhead and the error correction capability of FEC design that need to take into account, i.e., a trade-off between switch latency and network bandwidth in terms of overall system performance. Figure 5.1 has expressed the relationship between the switch delay and the parallel application’s execution time. In this subsection, we measure their performance when the coding overhead is changed by using the Simgrid simulation on a 256-switch system that arranged in a 4-D torus network. The switch delay is fixed at 100 ns per hop.

The results in Figure 5.1 and Figure 5.6 present their classifications of parallel applications including: (i) latency-sensitive such as BT, MG, SP, and LU, (ii) throughput-sensitive such as IS, DT, (iii) and both latency-throughput-sensitive like CG and FT. For such throughput-sensitive applications, coding overhead becomes a critical aspect of the application execution time. For example, 20% coding overhead of FEC leads to 9.54% and 18.81% execution time longer of FT and IS application, respectively. In summary, for the purpose of designing a high-speed HPC system, not only FEC’s codeword size which corresponds to the switch latency but also the coding overhead which is related to network throughput need to be considered. In our opinion, to maintain the same coding overhead like it is in the first generation of FEC, i.e., up to 7%, is reasonable.
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Hardware Specification

In this subsection, we explore the feasibility of a lightweight FEC in terms of hardware implementation. As shown in Figure 2.10, FEC is arranged in the middle of PCS and PMA sublayers. Thus, PCS puts some constraints on FEC design and vise versa. This aspect should be considered together when FEC is physically implemented along with the complexity of FEC itself.

In the Section 5.2.1, we illustrated that PCS and FEC codesign is one of the critical concerns for achieving high correction capacity. When a powerful FEC such as RS-FEC is applied, the hamming distance of PCS code does not a matter for long MTTFPA anymore [79]. By contrast, with a low-latency lightweight FEC, PCS code is also an important factor because when the post-FEC BER becomes high, e.g., $10^{-9}$ instead of $10^{-12}$, the MTTFPA becomes worse even MAC-CRC is used.

In addition, there exists a constraint between the size of codewords of PCS code and FEC. The codeword of a PCS $M$-bit/$N$-bit code should align with the FEC codeword. For example, a RS-FEC$(n, k)$ over GF($2^m$), which includes $m$-bit $k$ information symbols and $n - k$ checksum symbols and guarantees to correct up to $\frac{n-k}{2}$ errors, must satisfy $0 < k < n < 2^m$. Typically the size $M = 64i, N = M + j$ should satisfy $a \times N = m \times k$ where $i = 1, 2, 4, 8, \ldots$, $j$ and $a$ are integer numbers. As instance, 20 blocks of PCS code 256b/257b (Transcode) are integrated with RS(528,514) over GF($2^{10}$) in the 100GBASE-SR4 Standard (802.3bm) [40].

For the low-latency purpose, the length of codewords of lightweight FECs should be as short as possible. Considering a given lightweight FEC with a PCS code $M$-bit/$N$-bit. The length of FEC’s codeword $l$ should satisfy $l = a \times N$ where $a$ is a small integer.

5.2.2 Our Approach with Hamming FEC

The survey in the previous section shows that it is possible to use a lightweight FEC for HPC systems for the low-latency purpose. The requirements for lightweight FECs are just capable of correcting just one or two bits errors in order to maintain the output BER of about $10^{-9}$. In addition, the lightweight FEC coding should be integrated with a high error correction capacity PCS code for maintaining a long MTTFPA. It also reasonable for design an FEC with small codeword but 7% Coding overhead.

In this study, we present a simple case-study for further analyzing the potential performance benefit of lightweight FECs by reducing the latency overhead. Our main
idea is to apply a low-latency lightweight FEC with a PCS that has a high error correction capacity such as 256b/260b instead of using the Reed Solomon FEC with conventional PCS code. Aiming at providing a BER of less than $10^{-9}$ in order to maintain the correctness of the parallel applications and 7% of coding overhead, we straightforwardly target the Hamming code (hereafter called Hamming-FEC). The Hamming code can correct 1 bit error and detect up to 2 bits. For 260b PCS code, 10 extra checksum bits that leads to only $\frac{270}{260} - 1 = 3.84\%$ overhead. Figure 5.7 presents our high-speed approach in the comparison with the conventional gigabit and future terabit networks. In this study, we initially focus on a 1-bit error correction FEC such as Hamming Code that has a small coding overhead, e.g. 8-bit overhead over 260-bit of data, and do not require a large size of codeword for the low-latency purpose.

The Hamming code is also simple for hardware implementation. Since it is consistent with existing frame format based on standard Reed-Solomon FEC with DC(64b/66b) direct linecode and TC(256b/257b) transcode, respectively, the influences upon the other network layer design are limited. Thus, it is feasible to implement a mechanism to switch the FEC based on the error-free requirement. For example, to use an high-accuracy FEC for applications strictly require the error-free communication and switch to our light-weight FEC for applications that can tolerate bit errors. The detail of this mechanism is mentioned by IEEE Ethernet 400G Task Forces by considering the Auto-Negotiation sublayer (AN) under Physical Medium Attachment sublayer (PMD) [83].
5.3 Performance Evaluation

5.3.1 Methodology

In this section, we use discrete-event simulation, i.e., SIMGRID simulation framework version 3.14 [81], to evaluate the performance of parallel benchmarks which based on Message Passing Interface (MPI) when executed on the conventional and our proposed network. We configure Simgrid to utilize its built-in version of MVAPICH2 for MPI collective communications [74]. We implemented the random bit-error model within the Simgrid simulation models to evaluate the application accuracy. For each communication data of MPI_send/MPI_receive pairs, bit flips are generated with uniform random distribution with a possibility of bit error is set based on the network configuration.

We simulated the execution of the NAS Parallel Benchmarks version MPI 3.3.1, MPI versions [68] except for LU benchmark. The detail description and characteristics of the benchmarks and algorithms have been presented in [70, 77]. In this study, we aim at analyzing the affect of different error correction mechanisms to the overall network performance with the same configuration of network topology, physical layout, and routing algorithm. For all of the simulations, we use various network topologies of 256 switches such as the 3D torus, Dragonfly, and Random network. These networks are placed in a physical layout with a strong assumption that all the cable lengths are fixed to 5 meters. For each network topology, minimal routing is implemented for the simulation. We also set one host per switch with the total computation speed of 100 GFlops.

We then compare a conventional 100 Gbps interconnection network (CONV), a high-bandwidth interconnection network with Reed Solomon RS(528,514) FEC (RS-FEC), and our proposal high-bandwidth interconnection network approach (Hamming). We measured the RS-FEC and our Hamming approach with 200 Gbps, 400 Gbps, and 1000 Gbps link bandwidth. Table 5.1 shows the details configurations of these networks including the link bandwidth, latency at each switch, bit error rate and the error control mechanism.

Specifically, we choose a small value for the case of transmission without FEC as the base delay. The switch latency is the calculated by adding the latency overhead of FEC to the base delay. In this study, we estimate the base delay to around 40-60 ns as

\[ \text{Base Delay} = 40-60 \text{ ns} \]

As shown in our survey, our approach is not guaranty the 100-percent perfect execution of LU benchmark if the BER is set to \(10^{-9}\). We remove LU benchmark from our evaluation and discuss it in other work.
Table 5.1: Network parameters for Simgrid simulation

<table>
<thead>
<tr>
<th></th>
<th>Link BW</th>
<th>Error Control Code</th>
<th>Coding rate</th>
<th>Switch latency</th>
<th>post-FEC BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONV</td>
<td>100Gbps</td>
<td>TC(66,64) + RS(255,239) with 2112 bits of buffer</td>
<td>1.100</td>
<td>100ns</td>
<td>10^{-15}</td>
</tr>
<tr>
<td>RS-FEC</td>
<td>200Gbps, 400Gbps, 1Tb/s</td>
<td>TC(257,256) + RS(528,514) with 5280 bits of buffer</td>
<td>1.031</td>
<td>160ns</td>
<td>10^{-15}</td>
</tr>
<tr>
<td>Hamming</td>
<td>200Gbps, 400Gbps, 1Tb/s</td>
<td>TC(260,256) + Hamming Code with 270 bits of buffer</td>
<td>1.054</td>
<td>60ns</td>
<td>10^{-9}</td>
</tr>
</tbody>
</table>

mentioned in Chapter 3, i.e., 45.3 ns on BlueGene/Q or 40.1 ns on Anton-2, and reported in [77]. Considering the latency overhead of HAM-FEC, we assume the bit rate of 50 Gbps per lane, i.e., approximately 0.02 ns overhead for storing 1-bit of the buffer. Due to bypassing heavy FEC, the latency overhead of our proposed network is small as 5.4 ns per switch (270 bits), but it leads to the bit error rate become high, e.g., 10^{-9}. By contrast, RS-FEC approach achieves a free-error, i.e., 10^{-15} of BER but high switch latency.

We consider the FEC configuration with a RS-FECs over b physical lanes, i.e., 100G RS(255,239) × 1 and 100G RS(528,514) × k architecture for CONV, and RS-FEC approaches, respectively. Although (k×100G) RS-FEC × 1 architecture provide a low latency, it is impractical because of the high signal rate at FEC component, e.g., 400 Giga-baud for 400Gps RS-FEC, and the limitation of re-use the 100G Standard such as IEEE 802.3bj. Instead, we use the 100G RS-FEC×k architecture over sixteen or eight physical lanes with 25-Gbps and 50-Gbps per lane, respectively as suggested by the IEEE 802.bs Task Force [84, 41]. The 100G RS-FEC helps to reduce the latency overhead per 1-bit of the buffer, i.e., 0.01 ns per bit, but it is reported that the latency of decoding of a RS-FEC are on the order of 2n where n is the size of a codeword [85, 86]. We thus approximate the latency of RS(255,239) and RS(528,514) as ≈ \frac{1}{100G} \times 2 \times 2112 \approx 42.24 ns and ≈ \frac{1}{100G} \times 2 \times 5280 \approx 105.6, respectively. Overall, we consider the switch latency of CONV, RS-FEC and Hamming approach as 100, 160, and 60 ns, respectively.
5.3 Performance Evaluation

(a) Torus, 256 switches

(b) Dragonfly, 256 switches

(c) Random, 256 switches

Figure 5.8: Application performance evaluated using NAS Parallel. Values are normalized to those of CONV approach.
5.3.2 Application Execution Time

Figure 5.8 shows simulation results for CONV, RS-FEC, and Hamming approaches. The y-axis indicates the relative execution time of each approach normalized to that of CONV. Lower values are considered better.

The results show that RS-FEC and Hamming approaches reduce the execution time significantly in a comparison with the conventional approach for all the network topology. This is an expected result because RS-FEC and Hamming use higher link bandwidth, i.e., from 200 Gbps to 1000 Gbps compare to 100 Gbps as in CONV. Higher link bandwidth is used, more reduction time are gained. Interestingly, there exists one exception with mg benchmark that runs on the random network, 200 Gbps link bandwidth. It result refers that the performance improvement of using high bandwidth link is not enough to compare to the performance sacrifice by switch latency overhead of RS-FEC. This bad trade-off happens with the only mg because mg is a latency-sensitive approach but not throughput-sensitive application as mentioned in the survey of the previous section. For the same set of latency-sensitive application such as SP, although the overall performance still better than CONV but the reduction of execution time is smaller than the other applications, e.g., approximate 7% compare with 33% in case of mg and ft, respectively.

Regarding the comparison of our approach to the RS-FEC approach, our proposal has a better performance in all the configuration due to having smaller switch latency while maintaining the small coding overhead. Expectedly, for non-latency sensitive application such as IS and DT, our Hamming approaches trivially outperform the RS-FEC. For example, the Hamming FEC reduces 0.6%, 7.77%, and 13.01% execution time in case of IS benchmark running on the system of 400Gbps and 3-D Torus, Dragonfly, and Random topology, respectively. By contrast, the effect of low-latency Hamming FEC is much more significant in some latency-sensitive applications such as BT, MG, SP, e.g., outperforms RS-FEC approximately 38%, 44%, and 50% in case of 200Gbps, 400Gbps and 1000Gbps links are used. Our approach reduces the average execution time by around 22-44% when compared to those in RS-FEC approach. We thus conclude that the use of lightweight low-latency FEC significantly improves the HPC system performance.
5.4 Summary

In this chapter, we present an approach to designing light-weight low-latency moderate error-proof FEC for HPC system. We optimized a high-bandwidth communication network to provide low-latency message transfer by using a low-latency error correction for HPC systems. Instead of conventional RS-FEC, we proposed to apply a lightweight low-latency low-reliable error-correction to HPC interconnection networks. The main advantage of the error-correction does not require a large latency overhead. We exploited a case study using the Hamming FEC with 256b/260b PCS code for HPC interconnection networks.

The discrete-event simulation results show that our approach reduces 70-80% and 22-44% of the average execution time of NAS Parallel Benchmarks when compared to conventional 100 Gbps network and high-bandwidth network with the conventional RS-FEC, respectively. By contrast, our approach does not ensure that all the application are perfectly executed and finish successfully, e.g., only 80% success as in LU benchmark with $10^{-9}$ of post-FEC BER. We thus conclude that our approach achieves good trade-offs between performance and quality-of-results in practice.

Although we evaluated our proposed network when executing NAS Parallel Benchmarks in this study, rich variety of parallel applications have intrinsic to tolerate bit flips, especially emerging AI/machine-learning and algorithm-based fault tolerance (ABFT) applications. Our future work is to extend our study for further performance tuning between these applications and our proposed network.
6 Integrated Interconnection Networks

6.1 Overview

In this chapter, we illustrate our best interconnection networks in which Distributed Shortcut Network topology, its custom routing, and moderate error-proof high-speed cables are integrated. As mentioned in Chapter 3, our DSN network topology design achieves a logarithmic diameter and have a short cable length that helps to reduce both switch latency and cable latency. We also apply the custom routing based on our interconnection network. The main purpose of using custom routing is to overcome the limitation of routing table size in the high-scale system. Although our approach gains a little switch-latency by avoiding the use of CAM/TCAM, e.g., 5ns, our custom routing does not ensure all the routing paths are minimal routing. Thus, the effect of our proposed routing to the network latency may not significant. We call these two proposals as cable-geometric approach.

Moreover, in order to improve the network throughput, high-speed optical cables are considered to integrate. However, this new kind of cables require a huge latency overhead for error correction for maintaining an error-free communication. In this context, we
proposed to use the moderate error-proof high-speed cables (moderate error-proof approach). With this approach, nodes are connected via more than 100 Gbps link instead of 40 Gbps as in Chapter 3 and Chapter 4. By applying the proposed Hamming FEC, we maintain a small switch latency while enlarging the network bandwidth. This is an important advantage of our interconnection network design.

Aiming at improving the network performance, we integrate the two approaches with a clear purpose is that (1) cable-geometric approach for a low-latency and a low-cost and (2) moderate error-proof approach for a low-latency and a high-bandwidth. In the next section, we discuss the synergistic effect of two approaches in terms of network performance. We also compare our integrated network to the same-size counterpart interconnection networks.

### 6.2 Performance Evaluation

In this section, we use discrete-event simulation, i.e., SIMGRID simulation framework [81], to evaluate the performance of parallel benchmarks which based on Message Passing Interface (MPI) when executed on several of interconnection networks. We use the same method that mentioned in Chapter 4 and Chapter 5), i.e., the same physical layout and routing algorithm as mentioned in Chapter 4 and the same configuration of error correction mechanism as mentioned in Chapter 5. For all of the simulations, we use various network topologies of 256 switches with different switch delays and link bandwidths. We also set one host per switch with the total computation speed of 100 GFlops.

#### 6.2.1 The Synergy of Our Approaches

In this study, we discuss the effect of our two approaches and the integration of them. The configurations of these approaches are presented in Table 6.1. Our discrete-event simulation results of FT application ¹ using SimGrid is shown in Figure 6.1. The primary vertical axis (the columns) indicates the relative execution time of each approach normalized to that of the Baseline. Lower values are considered better. The secondary

¹As mentioned in Chapter 4, our cable-geometric approach provides a good performance for the applications that have the collective communication. Thus, we choose FT as a preventative of such application.
Table 6.1: Configurations of different approaches.

<table>
<thead>
<tr>
<th>Name</th>
<th>Topology</th>
<th>Routing</th>
<th>Error Correction</th>
<th>Switch latency</th>
<th>Link bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cable-geometric approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>3-D Torus</td>
<td>Minimal routing</td>
<td>-</td>
<td>40 ns</td>
<td>40 Gbps</td>
</tr>
<tr>
<td>Topology</td>
<td>2-D DSN</td>
<td>Minimal routing</td>
<td>-</td>
<td>45 ns</td>
<td>40 Gbps</td>
</tr>
<tr>
<td>Routing</td>
<td>2-D DSN</td>
<td>Custom routing</td>
<td>-</td>
<td>40 ns</td>
<td>40 Gbps</td>
</tr>
<tr>
<td><strong>Moderate error-proof approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Future Baseline</td>
<td>3-D Torus</td>
<td>Minimal routing</td>
<td>RS-FEC</td>
<td>160 ns</td>
<td>400 Gbps</td>
</tr>
<tr>
<td>Moderate Error</td>
<td>3-D Torus</td>
<td>Minimal routing</td>
<td>Hamming-FEC</td>
<td>60 ns</td>
<td>400 Gbps</td>
</tr>
<tr>
<td><strong>Integrated approach</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS-FEC</td>
<td>2-D DSN</td>
<td>Minimal routing</td>
<td>RS-FEC</td>
<td>160 ns</td>
<td>400 Gbps</td>
</tr>
<tr>
<td>Hamming-FEC</td>
<td>2-D DSN</td>
<td>Minimal routing</td>
<td>Hamming-FEC</td>
<td>65 ns</td>
<td>400 Gbps</td>
</tr>
<tr>
<td>Proposal</td>
<td>2-D DSN</td>
<td>Custom routing</td>
<td>Hamming-FEC</td>
<td>60 ns</td>
<td>400 Gbps</td>
</tr>
</tbody>
</table>

vertical-axis (line serial) shows the relative operation per second. Higher values are considered better. Typically, the values of the line serial are the reversed number of the values of the corresponded columns.

We first recall the effect of our cable-geometric approach. We compare the performance of 3-D Torus with our network topology 2-D DSN where shortest routing paths are used (Baseline and Topology, respectively). We also consider the case of custom routing is implemented for 2-D DSN (Routing). Expectedly, the Topology outperforms the Baseline by taking the advantage of small network diameter, i.e., 2-D DSN has shorter diameter than 3-D Torus. Also, the Routing improves the performance 19% in the comparison with the Baseline. This result illustrates the small effect of the custom routing to the overall performance. Although our custom routing does not ensure all the routing paths are minimal, it gains a little switch-latency by avoiding the use of CAM/TCAM, e.g., 5ns. That helps to improve the performance, especially when the switch delay is small, i.e., less than 55ns as has already shown in Figure 4.7.

Secondly, we illustrate the effect of our moderate error-proof approach. In this
evaluation, besides the Baseline, we measure the performances of the cases that high-speed optical cables are integrated with RS-FEC and our approach (Future Baseline and Moderate Error, respectively). We set the bandwidths of all the links to 400Gbps. The Future Baseline maintain an error-free communication that requires a high switch latency (160ns per hop) while our approach (Moderate Error) only leads to a switch latency of 60ns per hop. The result in Figure 6.1 shows that increasing the link bandwidth, i.e., from 40 Gbps to 400 Gbps, significantly improve the network performance. For example, the Future Baseline and the Moderate Error approach reach 1.92 and 2.36 times faster than the Baseline, respectively. This result implies that the impact of our moderate error-proof is much larger than that of cable-geometric approach.

Finally, we evaluate the performance of the interconnection network that integrated our two approaches. We show the result of three combinations when high-bandwidth cables are used: (1) only network topology (RS-FEC), (2) network topology and our moderate error-approach (Hamming-FEC), and (3) network topology, custom routing, and our moderate error-approach (Proposal). The RS-FEC, Hamming-FEC, and Proposal outperform the Baseline 2.00, 2.46, and 2.43 respectively. Interestingly, the Proposal, i.e., the integration of three technologies, is worse than Hamming-FEC. It recalls the disadvantage of our custom routing, i.e., non-minimal routing. When we scarify the
Table 6.2: Interconnection network configuration

<table>
<thead>
<tr>
<th>Network topology</th>
<th>Routing</th>
<th>Error Correction</th>
<th>Switch latency / Link bandwidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>3-D torus, degree-6</td>
<td>Minimal routing</td>
<td>CONV 100 ns 100 Gbps</td>
</tr>
<tr>
<td>3-D Torus</td>
<td>3-D Torus, degree-6</td>
<td>Minimal routing</td>
<td>RS-FEC 160 ns ≥ 200Gbps</td>
</tr>
<tr>
<td>RR-6</td>
<td>Random Ring, degree-6</td>
<td>Minimal routing</td>
<td>RS-FEC 160 ns ≥ 200Gbps</td>
</tr>
<tr>
<td>Dragonfly</td>
<td>Dragonfly, degree-11</td>
<td>Minimal routing</td>
<td>RS-FEC 160 ns ≥ 200Gbps</td>
</tr>
<tr>
<td>2-D DSN</td>
<td>2-D DSN, degree-6</td>
<td>Custom routing</td>
<td>Hamming-FEC 60 ns ≥ 200Gbps</td>
</tr>
</tbody>
</table>

Switch latency in order to support the high-bandwidth links, it crosses the threshold of 55ns. In that case, the benefit that we gain from removing CAM/TCAM (custom routing instead of minimal routing) cannot tolerate the damage from the lengthened routing paths. However, custom routing is needed for bypassing the limitation of routing table size in the high-scale system.

Through these result, we state that our approaches are not synergy but have good effects independently. In the next section, we compare our integrated network to the same-size counterpart interconnection networks for analyzing the best interconnection network.

### 6.2.2 What is The Best Interconnection Network

We now measure the performance of the parallel applications executed on our proposed topology, where the custom routing is implemented for the communication between switches and the Hamming-FEC is used. The counterpart interconnection networks namely 3-D Torus, RR-6, and Dragonfly that implements the minimal routing taking the shortest-hop path and RS-FEC approach. We also compare with a Baseline interconnection network which comes up with only 100 Gbps link. Table 6.2 presents the configuration of our targeted interconnection network in this comparison. We evaluate the application performance with different link bandwidth, e.g. ≥ 200 Gbps for all the configuration excepts the Baseline. Our discrete-event simulation results using SimGrid
is shown in Figure 6.2. The y-axis indicates the relative execution time of each approach normalized to that of Baseline. Lower values are considered better.

The result shows that all the high-bandwidth interconnection network, i.e., 3-D Torus, RR-6, Dragonfly, and DSN, achieve a significant performance improvement compared to the Baseline. For example, our proposal 2-D DSN requires a shorter execution time compared to Baseline, only 63.87%, 41.26% and 29.20% on average for 200, 400, and 1000 Gbps configuration, respectively. The only exception for this improvement is the mg benchmark, the latency-sensitive application. This interesting result again implies the trade-off between latency and throughput as mentioned in Chapter 5. The performance improvement by using high bandwidth link is not enough to tolerate the performance sacrifice by high switch latency overhead.

In the comparison with the same-size, same-degree 3-D Torus interconnection network, our 2-D DSN always have better performance due to its clear advantages of much lower communication latency with a smaller-diameter topology (Chapter 3) and a lower switch latency by avoiding FEC (discussed in Chapter 5). Similarly, our proposal interconnection network also outperforms random ring interconnection network RR-6. The graph analysis in Chapter 3 showed that our network topology has a similar diameter and average shortest path length (the hop count) to RR-6 but we reach the better performance by reducing the delay at each hop, i.e., switch latency by usage custom routing and FEC-avoidance.

Comparing with Dragonfly, the state-of-the-art interconnection network that is frequently used in the recent supercomputers, our 2-D DSN has lower average execution time for 400 and 1000 Gbps link, e.g., approximately 5% and 10% lower than that of Dragonfly respectively. Although Dragonfly could provide lower network diameter, our approach gains much performance from the moderate error-proof approach, i.e., providing a lower switch latency. In detail, 2-D DSN is better for applications that have collective communications across the system (e.g., CG, MG, FT) or for benchmarks that generate a large number of neighboring communications (e.g., SP and BT). However, for throughput-sensitive benchmarks such as IS and DT, or in case of a low link bandwidth, e.g., 200 Gbps, the Dragonfly outperforms our proposal.

In summary, our proposed interconnection network (2-D DSN) achieves a better performance than the same-degree Torus by having a smaller diameter due to cable-geometric approach. Our proposal also outperforms the same-degree random network (RR-6), and the high-degree network (Dragonfly) because our approach provides a
Figure 6.2: Application performance evaluated using NAS Parallel. Values are normalized to those of the baseline interconnection networks.
lower switch latency with the use of Hamming-FEC instead of RS-FEC (moderate error-proof approach). Interestingly, in theory, the moderate error-proof approach can be applied to the high-degree Dragonfly network (or even random network). In that case, the performance of Dragonfly will be better than our proposal because it reaches a much smaller diameter. However, let us remind that for a high-scale high-degree network, the cable length becomes extremely long as discussed in Section 3.4 that leads to an unacceptable cost (especially when the cost of high-speed cables are still high). In the last word, our proposed interconnection networks have strengths comparable to high-degree network, e.g., Dragonfly, but have clear advantages in saving cables.
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Conclusion

7.1 Summary of the Dissertation

Interconnection network design is one of the most critical concerns for highly parallel systems, e.g., supercomputer and data center. In this dissertation, we have proposed a low latency interconnection network towards Exascale and Big-Data challenges which has been motivating academic research and industry technology developments for decades. Our approach is a combination of a short-diameter network topology with its low-cost physical layout, a custom routing on this topology that avoids latency overhead for routing table usage, and a low-latency error control mechanism for the usage of high-speed optical links.

In the first part of this dissertation, we proposed a new non-random approach, named Distributed Shortcut Networks, for designing cost-effective layout-conscious interconnect topologies with low degree, logarithmic diameter, and short cable length. Our approach is based on a common technique seen in traditional regular topology designs, e.g., the use of “virtual supernodes”, combined with a different design philosophy learned from observing small-world networks. By taking the full advantages of the logarithmic
diameter and the structured topological properties, e.g., low-degree, non-random, our DSNs achieve both low switch latency and low cable latency. We also discussed the extension of DSNs for supporting incremental expandability requirement.

In the second part, we proposed a custom routing algorithm on DSN topology with the avoidance of routing table for low latency overhead. As with a typical non-random topology, we showed that it is possible to exploit the structure of our DSN topologies to create a routing algorithm with a natural routing logic at each switch which is expected to be simple and small. Our latency analysis showed that our custom routing algorithm achieves a good result in the low switch-latency era.

In the next part, we have focused on reducing a latency overhead of error correction component, i.e., FEC, which is the latency bottle-neck when the future high-speed link is used, i.e., 800Gbps link. Our analysis found that parallel applications such as NAS-NPB do not require the bit error rate as low as $10^{-15}$ (error-free communication). Thus, instead of RS-FEC, we proposed to use a light-weight low-latency FEC such as Hamming Code for error correction/detection code. Our simulation result showed that the network performance is significantly improved while the application accuracies are maintained.

In the remaining, we combine the above approaches for our concrete interconnection network. Our approaches are not synergy but have good effects independently. We show that our low-degree, cable-geometric moderate error-proof approach achieved a better performance compared with the same-degree counter-part network such as Torus or Random. Our proposed interconnection networks have strengths somewhat comparable to high-degree network, e.g., Dragonfly, but have clear advantages in saving cables.

### 7.2 Future Direction

In recent decades, several technologies have been discussed for increasing the performance of an HPC system including [87]:

1. Multi-core approach: designing and replicating a small number of complex cores.
2. Many-core approach: connecting a large number of simple, low power cores.
3. GPU/ accelerator: using highly specialized processors from gaming/graphics market space such as NVidia, Fermi, Cell, Intel Phi, etc.
Table 7.1: Leading technologies for HPC system design.

<table>
<thead>
<tr>
<th>Rank</th>
<th>System</th>
<th>Multicore</th>
<th>Manycore/Embedded</th>
<th>GPU/Accelerator</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sunway TaihuLight</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Tianhe-2 (MilkyWay-2)</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Piz Daint</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Titan</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Sequoia</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Cori</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Oakforest-PACS</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>K computer</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Mira</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Trinity</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In this dissertation, we target on the many-core system. Our proposed approaches achieve good impacts in not only low-latency for the high-performance purpose but also other requirements of interconnection network design such as high-bandwidth, cost constraints, incremental expandability, and physical constraints. We now discuss the advantages as well as disadvantages of our proposed approaches for the future HPC systems design.

The cable-geometric approach (DSNs topology in Chapter 3 and its custom routing algorithm in Chapter 4) focus on low-latency, physical constraints, and incremental expandability requirements. Although our proposal achieves the lowest network latency (highest performance) in the comparison with the same low-degree network topology, e.g., Torus, Random network, it still does not outperform the high-degree network such as Dragonfly or Slimfly network. This fact implies that our network design does not play the leading role in the high-speed HPC system design, i.e., exascale challenges. However, when the higher demands of system performance in future require a larger number of network size in the many-core approach, cost-efficient performance, e.g., operation per second per $ or data movement (bit/s) per $ becomes the critical concerns. Thus, our networks are designed with a clear purpose in finding a good trade-off between the performance and the network cost (or balancing the network diameter and the cable length).

Our cable-geometric approach is suitable for the homogeneous system with a
collective communication or uniform random traffic patterns. However, GPU and accelerator approach becomes a hot trend in recent years that leading the top-speed supercomputers as shown in Table 7.1. Interconnection network design also has to consider the heterogeneous computing network which includes both CPUs and GPUs. The performance of our approaches in such kind of area is still a reasonable question for a future work.

Not only network latency, but also network throughput is an important factor for the performance of HPC systems. In order to achieve high network throughput, besides network topology design, increasing the bandwidth of cables is also an essential approach. The existing top-speed supercomputer is designed with approximately 100G links, such as 40 and 10 Gigabit Ethernet in Cray XC50 [88] that used in the top-3 Piz Daint system [3]. In the top-2 Tianhe system [21], eight high-speed serial lanes, running up to 14 Gbps per lane are integrated into one network port while it is 16Gbps in the top-1 Sunway system [89]. For the future interconnection network design, research on how to apply the Gigabit Ethernet or Terabit Ethernet in HPC system are also needed. Our moderate error-proof approach in Chapter 5 targets this future requirement with a strong point of maintaining the low switch latency. Unfortunately, this approach does not guarantee an error-free communication that cannot apply for some parallel applications.

7.3 Future Work

In Chapter 4, we concluded that the performance of our network topology depends on the parallel application, specifically on communication patterns. Recently, new applications such as AI/machine-learning applications have been strongly outbreaking leads to the new kind of traffic patterns. Thus, how to optimize our DSN for specific applications to further improve the performance would be an interesting issue.

In addition, our moderate error-proof approach is based on a strong assumption that our targeted applications may not require the error-free communication, e.g., the parallel NPB application with bit error rate of $10^{-9}$, thus we can loosening the error correction capacity of FEC to gain the latency overhead. However, how this approach capable of the new generation of high-performance applications, i.e., AI application, is a reasonable concern. On one hand, regarding to light-weight low-latency approach, a critical question is to find a better error-correction capacity code but still the small-latency overhead. On the other hand, for the FEC-avoid approach, investigate the mechanism of uneven
protection for different bits in a word also is one of our concerns. This approach is based on the observation that has been already used in several hardware components consumption such as RAM [90] and wireless communication system, i.e., the importance of bits in application's data are not equivalent. For example, IEEE 754 standard for precision floating-point numbers consists of the sign, exponent and fraction bits. An error (hereafter by a bit flip) in the sign and the exponent has likely a high impact on the numerical value of the floating point number. By contrast, a bit flip in the fraction bits has a smaller impact on the numerical value. Thus, a co-design between application and network is needed for such kind of protection approach.
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