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Abstract

The molecular evolutionary analyses have been conducted to clarify the evolutionary mode and history of pathogenic viruses. The evolutionary mode and history include (1) the phylogenetic relationships, (2) the rates of nucleotide substitutions, (3) the divergence times, (4) the patterns of nucleotide substitutions, and (5) the natural selection.

In Chapter I, the significances of analyzing the above subjects are summarized. (1) The investigation of the phylogenetic relationships among virus strains is known as the molecular epidemiology. Once the phylogenetic relationships among virus strains are established, it is possible to identify the transmission routes of the virus within human population. The identification of the transmission route is then useful to infer the possible transmission mode of viruses. The investigation of the phylogenetic relationships among virus strains is also useful to clarify the geographical origin of viruses. Moreover, the comparison of the phylogenetic relationships among virus strains obtained from various host species with the phylogenetic relationships among the host species may indicate the possible occurrence of interspecies transmissions.

(2) The studies of the rate of nucleotide substitutions for various viruses clarified that the RNA viruses can be divided into two categories, according to their rates of nucleotide substitutions. The first category consists of the rapidly evolving RNA viruses with the rate of nucleotide substitutions of the order of $10^{-3}$ to $10^{-4}$ per site per year. The second category includes the slowly evolving RNA viruses with the rate of nucleotide substitutions of the order of $10^{-6}$ to $10^{-7}$. It implies that the evolutionary theories so far proposed can be tested experimentally using rapidly
evolving RNA viruses. The evolutionary rate of viruses is also useful to predict the possibility of developing effective vaccines against viruses.

(3) Applying the rate of nucleotide substitutions to the phylogenetic tree reconstructed for virus strains, the divergence times among virus strains can be estimated. The comparison of the divergence times among virus strains with the divergence times among their host species indicates the possible interspecies transmission of viruses.

(4) In general, the exact knowledge of the pattern of nucleotide substitutions for a particular organism is important to choose appropriate nucleotide substitution models in the molecular evolutionary analyses for that organism. The study for the pattern of nucleotide substitutions for viruses is also useful for developing new drugs, particularly nucleotide analogues, against virus infections.

(5) The factors determining the mode of molecular evolution include the mutation rate, the random genetic drift, and the natural selection. The mutation rates for the rapidly evolving RNA viruses seem to be more than million times faster than the mutation rate for humans, as is the case for the rate of nucleotide substitutions. According to the neutral theory of molecular evolution, the great majority of evolutionary changes at the molecular level are caused not by positive selection but by random drift of selectively neutral or nearly neutral mutants. However, positive selection operating at the amino acid sequence level has been detected on many protein coding genes of viruses.

In Chapter II, studies on human T-cell lymphotropic virus types I (HTLV-I) and II (HTLV-II) are briefly reviewed from the viewpoint of molecular evolution, with special reference to the evolutionary rate and evolutionary relationships among different isolates of these viruses. In particular, it appears that, in contrast to the low
level of variability of HTLV-I among different isolates, individual isolates form quasispecies structures. Elucidating the underlying mechanisms of these two phenomena will be one of the future problems in the study of the molecular evolution of HTLV-I and HTLV-II.

In Chapter III, with the aim of elucidating evolutionary features of GB virus C/hepatitis G virus (GBV-C/HGV), molecular evolutionary analyses were conducted using the entire coding region of this virus. In particular, the rate of nucleotide substitutions for this virus was estimated to be less than $9.0 \times 10^{-6}$ per site per year, which was much slower than those for other RNA viruses. The phylogenetic tree reconstructed for GBV-C/HGV, by using GB virus A (GBV-A) as outgroup, indicated that there were three major clusters (the HG, GB, and Asian types) in GBV-C/HGV, and the divergence between the ancestor of GB and Asian type strains and that of HG type strains first took place more than 7,000-10,000 years ago. The slow evolutionary rate for GBV-C/HGV suggested that this virus cannot escape from the immune response of the host by means of producing escape mutants, implying that it may have evolved other systems for persistent infection.

In Chapter IV, molecular evolutionary analyses for Ebola and Marburg viruses were conducted with the aim of elucidating evolutionary features of these viruses. In particular, the rate of nonsynonymous substitutions for the glycoprotein (GP) gene of Ebola virus was estimated to be, on the average, $3.6 \times 10^{-5}$ per site per year. Marburg virus was also suggested to be evolving at a similar rate. Those rates were a hundred times slower than those of retroviruses and human influenza A virus, but were of the same order of magnitude as that of hepatitis B virus. When these rates were applied to the degree of sequence divergence, the divergence time between Ebola and Marburg viruses was estimated to be more than several thousand years ago.
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Moreover, most of the nucleotide substitutions were transitional and synonymous for Marburg virus. This observation suggests that purifying selection has operated on Marburg virus during evolution.

In Chapter V, a method was developed for detecting the selective force at single amino acid sites, given a multiple alignment of protein coding sequences. The phylogenetic tree was reconstructed using the number of synonymous substitutions. Then, the neutrality was tested for each codon site using the numbers of synonymous and nonsynonymous changes throughout the phylogenetic tree. Computer simulation showed that this method estimated accurately the numbers of synonymous and nonsynonymous substitutions per site, as long as the substitution number on each branch was relatively small. The false positive rate for detecting the selective force was generally low. On the other hand, the true positive rate for detecting the selective force depended upon the parameter values. Within the range of parameter values used in the simulation, the true positive rate increased as the strength of the selective force and the total branch length, namely the total number of synonymous substitutions per site, in the phylogenetic tree increased. In particular, most of the positively selected codon sites, with the relative rate of nonsynonymous substitution to synonymous substitution being 5.0, were correctly detected when the total branch length in the phylogenetic tree was 2.5 or more. When this method was applied to the human leukocyte antigen (HLA) gene, which included antigen recognition sites (ARSs), positive selection was detected mainly on ARSs. This finding confirmed the effectiveness of the present method with actual data. Moreover, two amino acid sites were newly identified as positively selected in non-ARSs. Three-dimensional structure of the HLA molecule indicated that these sites might be involved in antigen recognition. Positively selected amino acid sites
were also identified in the envelope protein of human immunodeficiency virus and the influenza virus hemagglutinin protein. This method is helpful for predicting functions of amino acid sites in proteins, especially in the present situation that sequence data is accumulating at an enormous speed.
Chapter I: Introduction

1.1 Molecular evolutionary analyses for pathogenic viruses

The molecular evolutionary analyses have been conducted to clarify the evolutionary mode and history of pathogenic viruses. The evolutionary mode and history include the phylogenetic relationships, the rates of nucleotide substitutions, the divergence times, the patterns of nucleotide substitutions, and the natural selection. The significances of analyzing these subjects are summarized in the following.

1.2 Phylogenetic relationships among virus strains

The phylogenetic analyses for various pathogenic viruses have been conducted to reveal the phylogenetic relationships among virus strains. The phylogenetic analysis is also called as the molecular epidemiology. Once the phylogenetic relationships among virus strains are established, it may be possible to identify the transmission routes of the virus within human population. For example, Suzuki et al. (1994) examined the cases of suspected hepatitis C virus (HCV) infections through needlestick accidents. They determined nucleotide sequences of HCV isolates from three recipient health care workers as well as their possible donor patients. A phylogenetic tree was reconstructed using all the sequences from three recipients and three donors with additional sequences available from unrelated individuals. In the phylogenetic tree, the sequences
from each of the three health care workers made a distinct cluster with the
sequences from one of the three donor patients. Moreover, in each cluster, the
sequences from a recipient and a donor intermingled. From these observations, it
was concluded that HCV transmitted from the patients to the health care workers
through needlestick accidents.

The identification of the transmission route may then be useful to infer the
possible transmission mode of viruses. In the above example, the needlestick
transmission of HCV indicates that HCV may transmit within human population
by means of blood transfusion.

The investigation of the phylogenetic relationships among virus strains
may also be useful to clarify the geographical origin of viruses. Tanaka et al. (1998)
reconstructed phylogenetic trees for GB virus C/hepatitis G virus (GBV-C/HGV)
strains isolated all over the world. In the phylogenetic trees, they found that the
first diverging cluster was made solely by African strains, and the other cluster also
contained strains obtained from African continent, as well as strains from other
geographical regions. These observations suggest that GBV-C/HGV may have
originated from Africa.

The comparison of the phylogenetic relationships among virus strains
obtained from various host species with the phylogenetic relationships among the
host species may indicate the possible occurrence of interspecies transmissions.
Orito et al. (1989) examined the phylogenetic relationships among hepadnavirus
strains obtained from humans and chimpanzees. They found that the
chimpanzee strain made a sister cluster with human strains within a human
cluster. This phylogenetic relationship is different from the phylogenetic
relationship among humans and chimpanzees. Therefore, they concluded that interspecies transmission of hepadnavirus may have occurred between humans and chimpanzees. Ina and Gojobori (1990) made phylogenetic trees for human T-cell lymphotropic virus types I and II (HTLV-I and HTLV-II), simian T-cell lymphotropic virus (STLV), and bovine leukemia virus (BLV). The host species of HTLV-I and HTLV-II, STLV, and BLV are humans, simians, and bovine, respectively. In the phylogenetic tree, it was found that HTLV-I and STLV made a cluster which then made a cluster with HTLV-II. From these observations, they speculated that the interspecies transmission of primate T-cell lymphotropic virus may have occurred between humans and chimpanzees.

In Chapter 2, I summarize the molecular evolutionary analyses for human T-cell lymphotropic virus types I and II (HTLV-I and HTLV-II), with special emphasis on the molecular epidemiology of these viruses.

I.3 Rates of nucleotide substitutions for pathogenic viruses

One of the most prominent features of the virus evolution may be the rapid evolutionary rates for some of the RNA viruses. There are several methods for estimating the rate of nucleotide substitutions for viruses.

(1) Let us assume that there are two virus strains, whose divergence time is known as \( t \). Then, the rate of nucleotide substitutions \( (v) \) for that virus can be estimated by

\[
v = \frac{d}{2t}
\]
where \( d \) is the number of nucleotide substitutions estimated between the two sequences (Figure I.1A) (Gojobori and Yokoyama 1985). However, in most cases, the divergence time between virus strains is not known. In such a situation, either of the following methods may be useful to estimate the rate of nucleotide substitutions for viruses.

(2) Hayashida et al. (1985) plotted influenza A virus strains isolated in various years onto the two dimensional graph having the isolation time and the evolutionary distance from the most recent common ancestor on its \( x \) and \( y \) axes, respectively. They found that the evolutionary distance was linearly regressed by the isolation time with a high correlation coefficient. This finding suggests that influenza A virus may evolve with a constant rate along with time. In general, a gene evolving with a constant rate is called as a molecular clock. The slope of the linear regression line is considered to indicate the rate of nucleotide substitutions \((v)\). Using the least squares method, \( v \) can be estimated as

\[
v = \frac{\text{Cov}(t,d)}{V(t)}
\]

where \( t \) is the isolation year, \( d \) is the evolutionary distance from the most recent common ancestor, \( \text{Cov}(t,d) \) is the covariance between \( t \) and \( d \), and \( V(t) \) is the variance of \( t \) (Figure I.1B).

(3) Li et al. (1988) developed a method to estimate the rate of nucleotide substitutions using two virus strains whose isolation times are known and one virus strain (outgroup) which is known to have diverged before the divergence of the former two strains. A phylogenetic tree is reconstructed using these
sequences, and the rate of nucleotide substitutions \( (v) \) can be estimated by

\[
v = \frac{b_2 - b_1}{t_2 - t_1}
\]

where \( b_1 \) and \( b_2 \) are the branch length from the former two strains to their most recent common ancestor and \( t_1 \) and \( t_2 \) are the isolation times of the former two strains (Figure I.1C).

Table I.1 illustrates the rates of nucleotide substitutions for some of the RNA viruses. The RNA viruses may be divided into two categories, according to their rates of nucleotide substitutions. The first category consists of the rapidly evolving RNA viruses, represented by influenza A virus, human immunodeficiency virus type 1 (HIV-1) and HCV. The rates of nucleotide substitutions for these viruses are on the order of \( 10^3 \) to \( 10^4 \) per site per year. The second category consists of the slowly evolving RNA viruses, represented by HTLV-I and GBV-C/HGV. These viruses evolve with the rates of nucleotide substitutions on the order of \( 10^6 \) to \( 10^7 \). The comparison of the rates of nucleotide substitutions for RNA viruses with the rate of mammals indicates that the rapidly evolving RNA viruses evolve more than million times faster than mammals. It implies that the evolutionary hypotheses so far proposed may be tested experimentally using rapidly evolving RNA viruses.

The evolutionary rate of viruses may be useful to predict the possibility of developing effective vaccines against viruses. That is, it may be difficult to develop effective vaccines against rapidly evolving RNA viruses, because the antigenic sites may change so rapidly that immune response targeted to particular patterns of antigenic sites may not recognize the antigenic sites within a short
Figure I.1: Methods for estimating the rate of nucleotide substitutions for viruses
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Table I.1: Rates of nucleotide substitutions for various RNA viruses.

<table>
<thead>
<tr>
<th>Organism</th>
<th>Rate (/site/year)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Influenza A virus</td>
<td>(0.2-13.1)×10⁻³</td>
<td>Gojobori et al. 1990b</td>
</tr>
<tr>
<td>HIV-1&lt;sup&gt;a&lt;/sup&gt;</td>
<td>(0.2-35.5)×10⁻³</td>
<td>Li et al. 1988</td>
</tr>
<tr>
<td>HCV&lt;sup&gt;b&lt;/sup&gt;</td>
<td>(0.2-7.5)×10⁻³</td>
<td>Ina et al. 1994</td>
</tr>
<tr>
<td>HTLV-I&lt;sup&gt;c&lt;/sup&gt;</td>
<td>(0.4-6.8)×10⁻⁷</td>
<td>Yanagihara et al. 1995</td>
</tr>
<tr>
<td>GBV-C/HGV&lt;sup&gt;d&lt;/sup&gt;</td>
<td>&lt;9.0×10⁻⁶</td>
<td>Suzuki et al. 1999</td>
</tr>
<tr>
<td>Mammals</td>
<td>(0.5-5.0)×10⁻⁹</td>
<td>Li et al. 1985</td>
</tr>
</tbody>
</table>

<sup>a</sup>: human immunodeficiency virus type 1, <sup>b</sup>: hepatitis C virus, <sup>c</sup>: human T-cell lymphotropic virus type I, <sup>d</sup>: GB virus C/hepatitis G virus.
period of time. In contrast, it may be enable to develop effective vaccines against slowly evolving RNA viruses. In fact, the rapid evolutionary rate turned out to be one of the most serious problems in developing effective vaccines against HIV-1 and HCV.

In Chapters 3 and 4, I study the rate of nucleotide substitutions for GBV-C/HGV, and for Ebola and Marburg viruses, respectively.

I.4 Divergence times among virus strains

Applying the rate of nucleotide substitutions to the phylogenetic tree reconstructed for virus strains, the divergence times among virus strains can be estimated. For example, the divergence time among HIV-1, HIV-2, and simian immunodeficiency virus (SIV) has been estimated as 150-200 years ago (Gojobori et al. 1990a). The first divergence of the extant HBV and HCV strains may be traced back to around 3,000 and 300 years ago, respectively (Orito et al. 1989; Mizokami et al. 1994). Hayasaka et al. (1999) estimated the time of transmission for tick-borne encephalitis virus into Japan as 250-450 years ago.

The comparison of the divergence times among virus strains with the divergence times among their host species may indicate the possible interspecies transmission of viruses. In the above examples, the divergence time of 150-200 years ago between HIV-1 and SIV (Gojobori et al. 1990a) suggests that interspecies transmission of the ancestor for HIV-1 and SIV may have occurred in the past. This is because the divergence time of the host species of HIV-1 and SIV, namely humans and simians, respectively, has been estimated as about five million years
ago. Therefore, the divergence between HIV-1 and SIV seems to have occurred after the divergence between humans and simians.

In Chapters 3 and 4, I study the divergence times between GBV-C/HCV and GB virus A, and between Ebola and Marburg viruses, respectively.

I.5 Patterns of nucleotide substitutions for pathogenic viruses

In general, the exact knowledge of the pattern of nucleotide substitutions for a particular organism is important to choose appropriate nucleotide substitution models in the molecular evolutionary analyses for that organism.

The study for the pattern of nucleotide substitutions for viruses may be useful for developing new drugs against virus infections. Moriyama et al. (1991) estimated the pattern of nucleotide substitutions for HIV-1. Then, the substitution from adenine to guanine was found to occur most frequently irrespective of the codon positions in the coding sequences. They speculated that the reverse transcriptase may recognize pyrimidines poorly when the template is a purine. This may be the reason why azidothymidine, an analogue of thymine, is effective for the therapy against HIV-1 infection. Mizokami et al. (1999) estimated the patterns of nucleotide substitutions for HCV and GBV-C/HGV. They found that the patterns for HCV and GBV-C/HGV were similar to each other, and they were also similar to the pattern for human pseudogenes. These observations suggest that the nucleotide analogues which are effective against HCV and GBV-C/HGV may have a side effect on the normal human cells.
In Chapter 4, I study the pattern of nucleotide substitutions for Marburg virus.

1.6 **Natural selection on pathogenic viruses**

The factors determining the mode of molecular evolution include the mutation rate, the random genetic drift, and the natural selection. The mutation rate can be estimated only from the experimental studies. Mansky and Temin (1995) estimated the mutation rate for HIV-1 as $3 \times 10^{-5}$ per site per replication. Drake (1993) estimated the mutation rate for influenza A virus as more than $7.3 \times 10^{-8}$ per site per replication. The mutation rate for humans is estimated as $5.0 \times 10^{-11}$ per site per replication (Drake et al. 1998). Therefore, the mutation rates for the rapidly evolving RNA viruses seem to be more than million times faster than the mutation rate for humans, as is the case for the rate of nucleotide substitutions.

Natural selection is one of the evolutionary mechanisms, in which relative frequencies of genotypes change according to their relative fitnesses in the population. The natural selection can be divided into positive and negative selections. Positive selection is the evolutionary mechanism in which newly produced mutants have higher fitnesses than the average in the population, and the frequencies of the mutants increase in the following generations. On the other hand, negative selection is the evolutionary mechanism in which newly produced mutants have lower fitnesses than the average in the population, and the frequencies of the mutants decrease in the following generations (Figure 1.2A).
The selective forces operating at the amino acid sequence level can be detected by comparing the number of nonsynonymous substitutions with the number of synonymous substitutions (Hughes and Nei 1988, 1989). The excess number of synonymous substitutions was considered to be the result of negative selection, whereas that of nonsynonymous substitutions was attributed to positive selection.

However, without any systematic power to change the gene frequency within a population, the gene frequency can change from generation to generation randomly. This phenomenon is called as the random genetic drift. The effect of the random genetic drift depends on the size of the population (Figure I.2B).

Kimura (1983) proposed the neutral theory of molecular evolution, in which the great majority of evolutionary changes at the molecular level are considered to be caused not by positive selection but by random drift of selectively neutral or nearly neutral mutants. Gojobori et al. (1990b; 1994) compared the rate of nonsynonymous substitutions with the rate of synonymous substitutions for genes from various viruses. They found that the rate of synonymous substitutions was significantly faster than the rate of nonsynonymous substitutions in almost all comparisons. Therefore, the neutral theory of molecular evolution seemed to hold on viruses.

However, positive selection operating at the amino acid sequence level has been detected on many protein coding genes of viruses. Ina and Gojobori (1994) compared the nucleotide diversity at nonsynonymous sites with that at synonymous sites for the haemagglutinin (HA) gene of influenza A virus. They found that the diversity at the nonsynonymous sites were larger than that at the synonymous sites. This observation suggests that positive selection may operate
Figure 1.2: Effects of natural selection and random genetic drift on the gene frequency (1 locus 2 alleles). (A) Natural selection operating on an allele with a replication rate of 1.1 fold, 1.25 fold, and 1.5 fold faster than other allele. The initial gene frequency was assumed as 0.001. (B) Random genetic drift operating on a population with the size of 100, 1,000, and 10,000. The initial gene frequency was assumed as 0.5.
on the HA gene of influenza A virus. Yamaguchi and Gojobori (1997) also found that positive selection may operate on the V3 region of the envelope protein for HIV-1. When Endo et al. (1996) searched the positively selected genes among the 3,595 gene groups, 17 genes were found as the candidate and, among them, nine genes were the antigenic surface proteins of parasites. Therefore, it may be possible that more and more virus genes will be found as positively selected, with the accumulation of sequence data for viruses.

In Chapter 5, I develop a method for detecting positive and negative selections at single amino acid sites, and apply that method to virus genes.
Chapter II: The origin and evolution of human T-cell lymphotropic virus types I and II

II.1 Introduction

Human T-cell lymphotropic virus type I (HTLV-I) was first identified in T-cell lymphoblastoid cell lines and in fresh peripheral blood lymphocytes obtained from a patient with cutaneous T-cell lymphoma (mycosis fungoides) (Poiesz et al. 1980; Hinuma et al. 1981). This virus was associated with adult T-cell leukemia (ATL) (Uchiyama et al. 1977) because the cell line established from peripheral blood lymphocytes of a patient with ATL produced antigens that reacted against sera from ATL patients (Hinuma et al. 1981). HTLV-I was also associated with tropical spastic paraparesis/HTLV-I-associated myelopathy (TSP/HAM) due to the prevalence of the antibody against this virus in the serum from TSP patients (Gessain et al. 1985) and in the serum and cerebrospinal fluid from HAM patients (Osame et al. 1986). Neoplastic complications of HTLV-I infection develop only after many decades of infection, whereas TSP/HAM may occur after a few years or even a few months of infection (Kawano et al. 1985; Gout et al. 1990). In addition, only a small proportion of HTLV-I-infected patients develop either of the clinical disorders. The remaining majority stay asymptomatic in their entire lives (Kondo et al. 1987; Murphy et al. 1989; Tokudome et al. 1989; Kaplan et al. 1990).

On the other hand, human T-cell lymphotropic virus type II (HTLV-II) was first identified in a cell line established from the spleen of a patient with hairy cell leukemia (Kalyanaraman et al. 1982; Rosenblatt et al. 1987). This virus has not yet been associated with any specific disease, although some HTLV-II-infected patients have been reported to be affected by atypical T-cell hairy-cell leukemia or large granular lymphocyte leukemia (Kalyanaraman et al. 1982; Rosenblatt et al. 1986; Loughran et al. 1992; Martin et al. 1993; Heneine et al. 1994), and tropical ataxic neuropathy (Sheremata et al. 1993).

It is known that HTLV-I and HTLV-II belong to the family Retroviridae (Collier 1992). It follows that these viruses replicate through reverse transcription and by embedding their own genomes into human chromosomal DNA. In general, retroviruses
show a rate of nucleotide substitutions, a million times higher than that of humans (Gojobori and Yokoyama 1985). However, the rates for HTLV-I and HTLV-II have not yet been estimated accurately and are speculated to be much slower than that of other retroviruses. This is because the nucleotide diversity of HTLV-I and HTLV-II clones isolated so far, has been estimated to be somewhat lower than that of other RNA viruses (Ina and Gojobori 1990).

The evolutionary origin of HTLV-I and HTLV-II has been a source of controversy. Although simian T-cell lymphotropic virus types I and II (STLV-I and STLV-II), which are counterparts of HTLV-I and HTLV-II in simians, have been reported to exist in various monkeys (Miyoshi et al. 1982, 1983a, 1983b; Hunsmann et al. 1983; Ishida et al. 1983; Yamamoto et al. 1983, 1984a, 1984b; Guo et al. 1984; Hayami et al. 1984; Komuro et al. 1984; Becker et al. 1985; Botha et al. 1985; Coursaget et al. 1985; Lee et al. 1985; Voevodin et al. 1985; Watanabe et al. 1985, 1986; Dracopoli et al. 1986; Lowenstein et al. 1986; Ishikawa et al. 1987; Daniel et al. 1988; Fultz et al. 1990; Estaquier et al. 1991; Mone et al. 1992; Chen et al. 1994; Saksena et al. 1994) including chimpanzees, gorillas, grivet monkeys, baboons, cynomolgus macaques, crab-eating macaques, pig-tailed macaques, stump tailed macaques, rhesus macaques, bonnet macaques, lion-tailed macaques, toque monkeys, Celebes macaques, and spider monkeys, HTLV-I was originally found in limited geographical areas of the world such as the southwestern part of Japan (Hinuma et al. 1982), the Caribbean basin (Blattner et al. 1982), Central and South America (Merino et al. 1984), and Africa (Hunsmann et al. 1983; Saxinger et al. 1984). Thus, it was hypothesized by some researchers, that HTLV-I and HTLV-II emerged from a common ancestor of humans and monkeys during the millions of years of primate evolution (Komuro et al. 1984). Others, on the other hand, contended that HTLV-I and HTLV-II were recently brought into human populations through recurrent events of interspecies transmission (Ina and Gojobori 1990).

The geographical survey of HTLV-I and HTLV-II carriers in the world has led to the idea that these viruses can be good markers for tracing the history of human migration during the diversification process of various ethnic groups. This is because these viruses
exhibit vertical transmission, mainly through breast milk from mothers to their children and these viruses are found in limited geographical areas of the world.

With the aim of summarizing the general aspects of the evolutionary features of HTLV-I and HTLV-II, I have made an attempt to conduct a brief review from the viewpoint of molecular evolution, with special reference to the evolutionary rate and evolutionary relationships of these viruses.

II.2 Transmission of HTLV-I and HTLV-II

Four modes have been reported for the transmission of HTLV-I. First, mothers infected with HTLV-I can transmit the virus to their fetuses or babies (Tajima et al. 1982) through lymphocytes either in their breast milk (Kinoshita et al. 1984; Nakano et al. 1984; Hino et al. 1985; Yamanouchi et al. 1985; Ando et al. 1987; Hino et al. 1987) or in their uterus or vagina (Komuro et al. 1983; Saito et al. 1990). Second, infected cells in semen can transmit the virus from male to female during sexual intercourse (Tajima et al. 1982; Nakano et al. 1984). It is interesting to note that the risk of sexual transmission appears to be 60.8% for male-to-female transmission, whereas it is 0.4% for female-to-male transmission (Murphy et al. 1989). Third, blood products containing infected cells can transmit HTLV-I through blood transfusions (Miyamoto et al. 1984; Okochi et al. 1984; Jason et al. 1985; Minamoto et al. 1988). This mode of transmission is the most efficient, with a seroconversion rate of 35-60% (Manns and Blattner 1991). Finally, the virus can be transmitted among intravenous drug users (IDUs), possibly through the passage of infected lymphocytes in shared needles. Cell-free HTLV-I is also infectious but much less so than cell-associated HTLV-I (Chosa et al. 1982; Ruscetti et al. 1983; de Rossi et al. 1985). HTLV-II can also be transmitted in similar ways (Kaplan and Khabbaz 1993; Lal et al. 1993). While HTLV-I is found in CD4+ lymphocytes of infected individuals (Richardson et al. 1990), CD8+ cells represent the predominant target of HTLV-II (Ijichi et al. 1992).

II.3 Molecular biology of HTLV-I and HTLV-II
The genomes of HTLV-I (Seiki et al. 1983; Malik et al. 1988; Gessain et al. 1993; Bazarbachi et al. 1995; Chou et al. 1995) and HTLV-II (Shimotohno et al. 1985; Lee et al. 1993; Pardi et al. 1993; Salemi et al. 1996) are composed of single stranded, plus sense RNA about 9,000 bases long. Both genomes can be divided into five regions; 5'-LTR, gag, pol, env, pX, and 3'-LTR (Figure II.1) (Haseltine et al. 1984; Shimotohno et al. 1984). The proteins produced are Gag, Pro, Pol, Env, and others (Ciminale et al. 1995) from the five open reading frames of the pX region, including Tax and Rex (Seiki et al. 1983; Shimotohno et al. 1985).


II.4 Evolutionary origin of HTLV-I and HTLV-II
Figure II.1: A schematic diagram of the genomic structure of HTLV-I and HTLV-II. The genome can be divided into five regions, 5′-LTR, gag, pol, env, and 3′-LTR.
HTLV-I and HTLV-II are members of the genus \textit{HTLV-BLV} in the family \textit{Retroviridae} (Table II.1) (Coffin 1992). Although some recombination events were inferred, phylogenetic trees were successfully reconstructed for the viruses belonging to the family \textit{Retroviridae} (Figure II.2) (Clark and Mak 1984; Chiu et al. 1984; Toh and Miyata 1985; Sonigo et al. 1986; Thayer et al. 1987; Yokoyama et al. 1987, 1988; McClure et al. 1988; Doolittle et al. 1989, 1992; Gojobori et al. 1990a; Lewe and Flugel 1990). The phylogenetic tree reconstructed by Gojobori et al. (1990a) is shown in Figure II.2, with some modification. The tree shows that there are three major clusters. HTLV-I and HTLV-II conform a distinct cluster with bovine leukemia virus (BLV). The other two clusters are a cluster of human spuma retrovirus (HSRV) and mouse mammary tumor virus (MMTV), and a cluster of primate lentiviruses, including human immunodeficiency virus (HIV) and simian immunodeficiency virus (SIV). Although the phylogenetic tree in Figure II.2 does not contain STLVs, the evolutionary relationships between HTLV and STLV suggest that HTLV may have come from animal viruses through interspecies transmission between simians and humans, as will be discussed in the following section.

II.5 Interspecies transmission

As a result of restriction mapping, it was previously believed that interspecies transmission of HTLV-I/STLV-I between humans and non-human primates was unlikely, and that they had evolved in concert with the host species (Komuro et al. 1984). However, recent phylogenetic analyses of the evolutionary relationship between HTLV-I and STLV-I and among different STLV-Is demonstrated that the evolutionary history of HTLV-I and STLV-I did not follow that of their host species (Figure II.3) (Ina and Gojobori 1990; Saksena et al. 1992, 1993, 1994; Sherman et al. 1992; Koralnik et al. 1994; Miura et al. 1994; Song et al. 1994; Yanagihara et al. 1995). This observation suggested that interspecies transmissions of HTLV-I and STLV-I had occurred between humans and non-human primates and among different non-human primates. In particular, the Melanesian subtype, Zairian subtype, and Cosmopolitan subtype of HTLV-I appeared to have
Table II.1: The taxonomy of retroviruses

<table>
<thead>
<tr>
<th>Family</th>
<th>Genus</th>
<th>Subgenus</th>
<th>Examples of species (abbreviations)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retroviridae</td>
<td>MLV-related viruses</td>
<td>Mammalian type C viruses</td>
<td>Murine leukemia virus (MLV)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reptilian type C viruses</td>
<td>Corn snake retrovirus (CSRV)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Reticuloendotheliosis viruses</td>
<td>Spleen necrosis virus (SNV)</td>
</tr>
<tr>
<td>Mammalian type B viruses</td>
<td></td>
<td></td>
<td>Mouse mammary tumor virus (MMTV)</td>
</tr>
<tr>
<td>Type D viruses</td>
<td></td>
<td></td>
<td>Squirrel monkey retrovirus (SMRV)</td>
</tr>
<tr>
<td>ALV-related</td>
<td></td>
<td></td>
<td>Rous sarcoma virus (RSV)</td>
</tr>
<tr>
<td>HTLV-BLV</td>
<td></td>
<td></td>
<td>Human T-cell lymphotropic virus type I (HTLV-I)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Human T-cell lymphotropic virus type II (HTLV-II)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bovine leukemia virus (BLV)</td>
</tr>
<tr>
<td>Lentivirus</td>
<td>Ovine/caprine lentiviruses</td>
<td></td>
<td>Visna virus (VISNA)</td>
</tr>
<tr>
<td></td>
<td>Equine lentiviruses</td>
<td></td>
<td>Equine infectious anemia virus (EIAV)</td>
</tr>
<tr>
<td></td>
<td>Primate lentiviruses</td>
<td></td>
<td>Human immunodeficiency virus (HIV)</td>
</tr>
<tr>
<td></td>
<td>Feline lentiviruses</td>
<td></td>
<td>Simian immunodeficiency virus (SIV)</td>
</tr>
<tr>
<td></td>
<td>Bovine lentiviruses</td>
<td></td>
<td>Feline immunodeficiency virus (FIV)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bovine immunodeficiency virus (BIV)</td>
</tr>
<tr>
<td>Spumavirus</td>
<td></td>
<td></td>
<td>Human spuma retrovirus (HSRV)</td>
</tr>
</tbody>
</table>
Figure II.2: A phylogenetic tree for viruses belonging to the family *Retroviridae*. Modified from Figure 2 in Gojobori et al. (1990a). Abbreviations are as described in Table II.1.
Figure II.3: A phylogenetic tree for viruses belonging to the genus *BLV–HTLV* in the family *Retroviridae*. Modified from Figure 3 in Ina and Gojobori (1990). Abbreviations are as described in Table II.1.
experienced at least one independent human-simian interspecies transmission during evolution (Koralnik et al. 1994). It was also indicated that more frequent, perhaps free, exchanges of viruses have occurred between simian species below the genus level of difference (Koralnik et al. 1994).

II.6 Evolutionary rates of HTLV-I and HTLV-II

RNA viruses, generally, evolve at the rate of $10^{-3}$ to $10^{-5}$ per nucleotide site per year (Table II.2) (Gojobori et al. 1990, 1994). However, genetic diversity was somewhat lower for HTLV-I and HTLV-II, compared with that of other RNA viruses (Gessain et al. 1992, 1995). In particular, it seems that HTLV-I and HTLV-II can be embedded in the human genome for a long time before manifesting an active phase. Thus, it has been difficult to estimate the rate of nucleotide substitutions for these viruses by the conventional method of using the phylogenetic tree; that is, dividing the difference in branch lengths of different viral strains from their common ancestor, by the difference in their isolation times (Li et al. 1988). This is also because the difference in isolation times examined so far were too short to obtain an accurate estimate of the evolutionary rate.

The first attempt to obtain a rough idea of the evolutionary rate for these viruses was made by investigating the nucleotide diversity for viral isolates of HTLV-I. The diversity for the tax gene of HTLV-I was estimated to be about 10 times higher than that for the host genome, which may be attributed to the high mutation rate of reverse transcriptase (Perston et al. 1988; Roberts et al. 1988; Lazcano et al. 1992; Williams and Loeb 1992), but it was about 20 times lower than that for influenza A virus (Nei 1987), which may reflect the relatively low replication frequency of the HTLV-I genome compared to that of the genome of influenza A virus. This may be mainly because HTLV-I can be embedded in the host genome as a provirus for a long time, as mentioned before (Iga and Gojobori 1990). A direct attempt to estimate the rate using the gag, pol, env, and pX gene regions suggested that the rate for HTLV-I is in the order of $10^{-7}$ per site per year, under the assumption that Japanese and rhesus macaques diverged 0.3 to 1.8 million years
Table II.2: Comparisons of the rates of nucleotide substitutions for HTLV-I with that of various viruses and cellular genes.

<table>
<thead>
<tr>
<th>Organisms</th>
<th>Gene</th>
<th>Rate (/site/year)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>HTLV-I</td>
<td>gag, pol, env, and px</td>
<td>$(0.4 - 6.8) \times 10^{-7}$</td>
<td>Song et al. 1994; Yanagihara et al. 1995</td>
</tr>
<tr>
<td></td>
<td>gag</td>
<td>$(0.2 - 26.0) \times 10^{-3}$</td>
<td>Gojobori et al. 1990, 1994; Hahn et al. 1986; Yokoyama and Gojobori 1987</td>
</tr>
<tr>
<td></td>
<td>pol</td>
<td>$(0.3 - 1.1) \times 10^{-3}$</td>
<td>Yokoyama and Gojobori 1987</td>
</tr>
<tr>
<td></td>
<td>env</td>
<td>$(0.8 - 35.5) \times 10^{-3}$</td>
<td>Gojobori et al. 1994; Hahn et al. 1986; Yokoyama and Gojobori 1987</td>
</tr>
<tr>
<td>SIVb</td>
<td>gp120</td>
<td>$8.5 \times 10^{-3}$</td>
<td>Burns and Desrosiers 1991</td>
</tr>
<tr>
<td>MLVc</td>
<td>gag</td>
<td>$0.6 \times 10^{-3}$</td>
<td>Gojobori and Yokoyama 1985</td>
</tr>
<tr>
<td></td>
<td>v-abl</td>
<td>$0.4 \times 10^{-3}$</td>
<td>Gojobori and Yokoyama 1987</td>
</tr>
<tr>
<td>MSVd</td>
<td>v-fos</td>
<td>$(0.7 - 1.1) \times 10^{-3}$</td>
<td>Gojobori and Yokoyama 1987</td>
</tr>
<tr>
<td></td>
<td>v-mos</td>
<td>$(0.8 - 2.8) \times 10^{-3}$</td>
<td>Gojobori et al. 1990; Gojobori and Yokoyama 1985, 1987</td>
</tr>
<tr>
<td>MAVe</td>
<td>v-myb</td>
<td>$(0.1 - 0.3) \times 10^{-3}$</td>
<td>Gojobori and Yokoyama 1987</td>
</tr>
<tr>
<td>LLVf</td>
<td>v-myc</td>
<td>$0.3 \times 10^{-3}$</td>
<td>Gojobori and Yokoyama 1987</td>
</tr>
<tr>
<td>REVg</td>
<td>v-rel</td>
<td>$0.9 \times 10^{-3}$</td>
<td>Gojobori and Yokoyama 1987</td>
</tr>
<tr>
<td>RSVh</td>
<td>v-src</td>
<td>$0.6 \times 10^{-3}$</td>
<td>Gojobori and Yokoyama 1987</td>
</tr>
<tr>
<td>Virus</td>
<td>Protein</td>
<td>Value</td>
<td>References</td>
</tr>
<tr>
<td>------------</td>
<td>---------</td>
<td>------------------</td>
<td>------------------------------------------------</td>
</tr>
<tr>
<td>EIAVi</td>
<td>env</td>
<td>$(0.1 - 1.0) \times 10^{-1}$</td>
<td>Clements et al. 1988</td>
</tr>
<tr>
<td>Influenza</td>
<td>PB1</td>
<td>$0.9 \times 10^{-3}$</td>
<td>Kawaoka et al. 1989</td>
</tr>
<tr>
<td>A virus</td>
<td>PB2</td>
<td>$1.8 \times 10^{-3}$</td>
<td>Gorman et al. 1990</td>
</tr>
<tr>
<td></td>
<td>PA</td>
<td>$1.3 \times 10^{-3}$</td>
<td>Okazaki et al. 1989</td>
</tr>
<tr>
<td></td>
<td>HA (H1)</td>
<td>$(0.4 - 17.0) \times 10^{-3}$</td>
<td>Raymond et al. 1986; Rocha et al. 1991; Sugita et al. 1991</td>
</tr>
<tr>
<td></td>
<td>HA (H3)</td>
<td>$(2.8 - 13.1) \times 10^{-3}$</td>
<td>Gojobori et al. 1990; Both et al. 1983; Daniels et al. 1985; Bean et al. 1992; Air 1981</td>
</tr>
<tr>
<td></td>
<td>HA (H1, H2, and H11)</td>
<td>$2.5 \times 10^{-3}$</td>
<td>Rocha et al. 1991; Altmuller et al. 1989; Gorman et al. 1990, 1991</td>
</tr>
<tr>
<td></td>
<td>NP</td>
<td>$(0.8 - 24.0) \times 10^{-3}$</td>
<td>Martinez et al. 1983</td>
</tr>
<tr>
<td></td>
<td>NA (N2)</td>
<td>$(2.7 - 9.7) \times 10^{-3}$</td>
<td>Nerome et al. 1991</td>
</tr>
<tr>
<td></td>
<td>M1</td>
<td>$(0.8 - 1.4) \times 10^{-3}$</td>
<td>Ito T. et al. 1991</td>
</tr>
<tr>
<td></td>
<td>M2</td>
<td>$(0.9 - 1.4) \times 10^{-3}$</td>
<td>Ito T. et al. 1991</td>
</tr>
<tr>
<td></td>
<td>NS</td>
<td>$(1.9 - 3.4) \times 10^{-3}$</td>
<td>Buonagurio et al. 1986; Krystal et al. 1983</td>
</tr>
<tr>
<td>Influenza</td>
<td>HE</td>
<td>$0.5 \times 10^{-3}$</td>
<td>Muraki et al. 1996</td>
</tr>
<tr>
<td>C virus</td>
<td>VP1</td>
<td>$(1.4 - 74.0) \times 10^{-3}$</td>
<td>Gebauer et al. 1988; Villaverde et al. 1991; Martinez et al. 1992</td>
</tr>
<tr>
<td>FMDVj</td>
<td></td>
<td></td>
<td>Weaver et al. 1991</td>
</tr>
<tr>
<td>EEEVk</td>
<td>26S structural gene</td>
<td>$0.1 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>HBVl</td>
<td>P</td>
<td>$(1.5 - 4.6) \times 10^{-5}$</td>
<td>Orito et al. 1989</td>
</tr>
<tr>
<td></td>
<td>pre-S</td>
<td>$(2.6 - 7.6) \times 10^{-5}$</td>
<td>Orito et al. 1989</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>$5.8 \times 10^{-5}$</td>
<td>Orito et al. 1989</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>$(1.8 - 5.5) \times 10^{-5}$</td>
<td>Orito et al. 1989</td>
</tr>
<tr>
<td></td>
<td>X</td>
<td>$(5.5 - 7.9) \times 10^{-5}$</td>
<td>Orito et al. 1989</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------</td>
<td>--------------</td>
<td>------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td><strong>HCV</strong></td>
<td>Genome</td>
<td>1.4 ( \times 10^{-3} )</td>
<td>Okamoto et al. 1992</td>
</tr>
<tr>
<td></td>
<td>5'noncoding. C, E, NS1, NS2, NS3, and NS5</td>
<td>1.9 ( \times 10^{-3} )</td>
<td>Ogata et al. 1991</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>(0.6 - 1.4) ( \times 10^{-3} )</td>
<td>Ina et al. 1994</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>(0.3 - 6.3) ( \times 10^{-3} )</td>
<td>Ina et al. 1994</td>
</tr>
<tr>
<td></td>
<td>NS1</td>
<td>(0.8 - 3.3) ( \times 10^{-3} )</td>
<td>Ina et al. 1994</td>
</tr>
<tr>
<td></td>
<td>NS3</td>
<td>(0.3 - 4.8) ( \times 10^{-3} )</td>
<td>Ina et al. 1994</td>
</tr>
<tr>
<td></td>
<td>NS5</td>
<td>(0.2 - 7.5) ( \times 10^{-3} )</td>
<td>Ina et al. 1994</td>
</tr>
<tr>
<td><strong>HDV</strong></td>
<td>Noncoding region</td>
<td>1.6 ( \times 10^{-3} )</td>
<td>Krushkal and Li 1995</td>
</tr>
<tr>
<td><strong>GBV-C/HCV</strong></td>
<td>NS</td>
<td>(0.8 - 1.9) ( \times 10^{-3} )</td>
<td>Masuko et al. 1996</td>
</tr>
<tr>
<td><strong>Cellular</strong></td>
<td>c-abl</td>
<td>0.5 ( \times 10^{-9} )</td>
<td>Gojobori and</td>
</tr>
<tr>
<td><strong>genes</strong></td>
<td>c-fos</td>
<td>0.8 ( \times 10^{-9} )</td>
<td>Gojobori and</td>
</tr>
<tr>
<td></td>
<td>c-mos</td>
<td>1.7 ( \times 10^{-9} )</td>
<td>Gojobori and</td>
</tr>
<tr>
<td></td>
<td>c-myb</td>
<td>0.6 ( \times 10^{-9} )</td>
<td>Gojobori and</td>
</tr>
<tr>
<td></td>
<td>c-myc</td>
<td>0.8 ( \times 10^{-9} )</td>
<td>Gojobori and</td>
</tr>
<tr>
<td></td>
<td>c-src</td>
<td>0.6 ( \times 10^{-9} )</td>
<td>Gojobori and</td>
</tr>
<tr>
<td><strong>Globin</strong></td>
<td>(2.3 - 5.0) ( \times 10^{-9} )</td>
<td>Li and Gojobori 1983</td>
<td></td>
</tr>
<tr>
<td><strong>Pseudogenes</strong></td>
<td>4.6 ( \times 10^{-9} )</td>
<td>Li et al. 1981</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\) Human immunodeficiency virus; \(^{b}\) Simian immunodeficiency virus; \(^{c}\) Murine leukemia virus; \(^{d}\) Murine sarcoma virus; \(^{e}\) Myeloblastosis-associated virus; \(^{f}\) Nondefective lymphoid leukemia virus; \(^{g}\) Reticuloendotheliosis virus; \(^{h}\) Rous sarcoma virus; \(^{i}\) Equine infectious anemia virus; \(^{j}\) Foot-and-mouth disease virus; \(^{k}\) Eastern equine encephalomyelitis virus; \(^{l}\) Hepatitis B virus; \(^{m}\) Hepatitis C virus; \(^{n}\) Hepatitis D virus; \(^{o}\) GB virus C/Hepatitis G virus
ago and that human occupation of Australia and Melanesia occurred 50,000 years ago (Table II.2) (Song et al. 1994; Yanagihara et al. 1995).

As for the pattern of nucleotide substitutions for HTLV-I, it has been shown that guanine (G) to adenine (A) or A to G and cytosine (C) to thymine (T) or T to C substitutions occur at similar frequencies (Ratner et al. 1991). In that study, however, only the numbers of particular nucleotide differences were counted between different isolates. Thus, the direction and frequency of nucleotide substitutions (Gojobori et al. 1982) have not been estimated.

It should be noted that the genomes of HTLV-I and HTLV-II are particularly rich in C and poor in A and G (Kypr et al. 1989; Berkhout and van Hemert 1994; Bronson and Anderson 1994). This bias might have been attained through the selective force to direct integration of the viral genome into specific segments of human chromosomes (Kypr et al. 1989), or through directional mutations introduced by reverse transcriptase (Bronson and Anderson 1994). This biased pattern of nucleotide substitutions has also been correlated with the pattern of codon usage and of amino acid composition and substitution of proteins encoded by these viruses (Bronson and Anderson 1994).

II.7 Geographical distributions of HTLV-I

HTLV-I has been identified in restricted areas of some geographic regions in the world; these are, Japan (Hinuma et al. 1982; Yoshida et al. 1982; Ishida et al. 1985), the Caribbean basin (Blattner et al. 1982; Catovsky et al. 1982), southeastern United States (Blayney et al. 1983), Central and South America (Merino et al. 1984; Catovsky et al. 1982; Zamora et al. 1990, 1994), Central (Saxinger et al. 1984), West (Saxinger et al. 1984; Biggar et al. 1984; Delaporte et al. 1988), South (Saxinger et al. 1984), and North Africa (Gasmi et al. 1994), the Seychelles Islands (Roman et al. 1987), Reunion Island (Mahieux et al. 1994; Ureta Vidal et al. 1994), the Middle East (Gurtsevitch et al. 1992; Gabarre et al. 1993), India (Advani et al. 1987; Kelkar et al. 1990; Chandy et al. 1991; Babu et al. 1993; Singhal et al.

When the nucleotide sequences of an HTLV-I strain obtained over a five-year period were compared, no changes were observed (Gessain et al. 1992). In addition, the mode of transmission of HTLV-I has been thought to be mainly cell-associated (Chosa et al. 1982; Ruscetti et al. 1983; Rossi et al. 1985). These observations suggest that the study of viral sequences in selected populations would be useful in anthropological studies, especially in studies on past migration patterns of some human populations (Gessain et al. 1992).

Phylogenetic analysis based on the LTR region has indicated that HTLV-I isolates can be classified into five clusters; the Melanesian type, the Zairian type, and subtypes A, B, and C (Figure II.4) (Miura et al. 1994). Subtypes A, B, and C were previously called the Cosmopolitan type (Ratner et al. 1991; Gessain et al. 1992, 1993; Saksena et al. 1992; Sherman et al. 1992). The Melanesian type includes isolates from Papua New Guinea and the Solomon Islands. The Zairian subtype includes isolates from Gabon and Zaire. Subtype A consists of Indian, Caribbean, native South American (Colombia and Chile), and some Japanese isolates. Subtype B consists of other Japanese and Indian isolates. Subtype C consists of isolates from the Ivory Coast, Ghana, and the Caribbean basin. Another research group also divided HTLV-I isolates into five subtypes, Cosmopolitan, West African, Central African, Japanese, and Melanesian subtypes using sequence alignment and phylogenetic trees (Ureta Vidal et al. 1994). The Cosmopolitan, Japanese, West African, and Central African subtypes seem to correspond to subtypes A, B, C, and the Zairian subtype, respectively. Recently, a North African subgroup was shown to be included in the Cosmopolitan type (Gasmi et al. 1994).

It has been hypothesized that HTLV-I originated in Africa, because of the high prevalence and high genetic diversity of this virus in Africa. Phylogenetic trees for HTLV-I isolates supported this hypothesis (Watanabe et al. 1985, 1986; Gallo et al. 1983; Wong-Staal and Gallo 1985; De et al. 1991). After the discovery of the Australo-Melanesian strains of HTLV-I (Yanagihara et al. 1990, 1991; Bastian et al. 1993), however, sequence
Figure II.4: A phylogenetic tree for HTLV-I and STLV-I. Modified from Figure 1 in Miura et al. (1994).
analyses pointed out the possibility that HTLV-I originated in the Indo-Malay region rather than in Africa (Saksena et al. 1992; Sherman et al. 1992). In this hypothesis, dissemination from the Indo-Malay region to the African continent was thought to take place through migrations in the Indian Ocean area, via ancient Asian-African contacts in Madagascar (Saksena et al. 1992). However, the observation that the Reunion Island strain was the Cosmopolitan subtype may not be consistent with this hypothesis (Ureta Vidal et al. 1994). It has, on the other hand, been indicated that the Melanesian lineage was brought to the Indo-Malay region a very long time ago, perhaps in the period of *Homo erectus* (hundreds of thousands of years before), from Africa, which is considered to be the birthplace of humans (Miura et al. 1994). Another research group suggested that HTLV-I evolved independently in the Southeast Asia landmass of Sunda and in Africa (Yanagihara et al. 1995). At any rate, it is important to estimate the evolutionary rate and divergence time among HTLV-I isolates to solve this controversy.

The existence of two subtypes, A and C, was reported among isolates from the Caribbean basin. It was thought that subtype C had originated from West Africa probably during the slave trade era (Gessain et al. 1992, 1994; Ureta Vidal et al. 1994; Song et al. 1995; Yanagihara et al. 1995), and the other subtype may have migrated into the American continent via Beringia in the Paleolithic era (Miura et al. 1994). Another research group (Yanagihara et al. 1995) indicated that the sequence similarity between HTLV-I strains from the Middle East, India, and the Caribbean islands (Nerurkar et al. 1993) may be attributed to the early migrations of human populations from the Middle East to India more than 50,000 years ago (Nei and Roychoudhury 1993), recent migrations approximately 1,000 to 1,300 years ago (Undevia et al. 1972), and the migration of more than 500,000 Indians to the Caribbean basin between 1838 to 1917 to toil as indentured laborers (Nerurkar et al. 1993; Yanagihara et al. 1995).

The HTLV-I strains in Japan was first hypothesized to have been imported from Portuguese adventurers and seamen in the sixteenth century (Gallo et al. 1983, 1986). However, other researchers argued against this hypothesis because highly prevalent serum antibodies against HTLV-I were detected in two Japanese ethnic groups, the Ainu
and Ryukyuans, both of which are considered to be descendants of the Old Mongoloid populations (Ishida et al. 1985). Later, the presence of two subtypes of HTLV-I were reported in Japan (Siomi et al. 1988; Komurian et al. 1991; Komurian-Pradel et al. 1992; Miura et al. 1994; Ureta Vidal et al. 1994). They were the Cosmopolitan subtype and Japanese subtype, of which the Japanese subtype was nearly exclusively restricted to Japan, and represented a major subtype (Ureta Vidal et al. 1994). This observation was consistent with the idea that introduction of HTLV-I into Japan occurred during two or more periods in the past, and it was proposed that at least two Paleo-Mongoloid HTLV-I lineages moved to Japan in the Paleolithic period (Miura et al. 1994). Another research group suggested that visits from India to southwestern Japan during the sixteenth century (Kantha 1986), may account for the introduction of the Cosmopolitan subtype (Nerurkar et al. 1993). In this context, it is noteworthy that the presence of two subtypes (the Cosmopolitan and Japanese subtypes) have also been reported in India (Miura et al. 1994; Nerurkar et al. 1993).

Since there are no nonhuman primates in Melanesia and Australia, the HTLV-I in these regions is considered to have been brought there. Thus, it has been proposed that HTLV-I existed among the Australoid people who first settled the then single continent of Australia and New Guinea (Sahul) more than 30,000 years ago and among the later Austronesian migrants who colonized the islands in Melanesia approximately 5,000 years ago (Yanagihara et al. 1991, 1995; Gessain et al. 1993; Ureta Vidal et al. 1994).

II.8 Geographic distributions of HTLV-II

HTLV-II has also been identified in Central Africa (Gessain et al. 1994, 1995; Delaporte et al. 1991; Goubau et al. 1993; Tupper et al. 1996), West Africa (Goubau et al. 1993; Froment et al. 1993; Igarashi et al. 1993), and among intravenous drug users in the United States (Kaplan et al. 1993; Robert-Guroff et al. 1986; Lee et al. 1989; Khabbaz et al. 1991) and in Europe (Tedder et al. 1984; Zella et al. 1990; de Rossi et al. 1991; Tosswill et al. 1992; Calabro’ et al. 1993; Flo et al. 1993; Soriano et al. 1993; Vignoli et al. 1993). This virus

Restriction endonuclease mapping and nucleotide sequence analysis for the env region of HTLV-II indicated that there are two subtypes of HTLV-II, HTLV-IIa and HTLV-IIb, among IDUs in New York (Hall et al. 1992). Moreover, HTLV-II was further classified using the LTR region, which is the most divergent in the genome (Shimotohno et al. 1985; Dube et al. 1993; Lee et al. 1993; Pardi et al. 1993; Zella et al. 1993; Salemi et al. 1995, 1996), into three phylogroups for HTLV-IIa and four phylogroups for HTLV-IIb, by using restriction fragment length polymorphism and phylogenetic analysis (Switzer et al. 1995a, 1995b). Another method of classification for HTLV-II was proposed, in which HTLV-IIa was divided into four groups and HTLV-IIb into six (Eiraku et al. 1995).

At first, the HTLV-II isolates from native Amerindians were found to be subtype IIb, while the isolates from North American IDUs belonged to subtypes IIa and IIb (Dube et al. 1993). Subsequent studies have demonstrated the coexistence of both subtypes in both populations (Dube et al. 1993; Hjelle et al. 1993; Takahashi et al. 1993; Switzer et al. 1995a; Biggar et al. 1996; Eiraku et al. 1996). Taking into account the endemicity of HTLV-II among native Amerindians, the isolation of STLV-II from Central American spider monkeys (Chen et al. 1994), and the lack of evidence for STLV-II infection in Old World monkeys (Rudolph et al. 1991), we feel that the following hypothesis is reasonable. HTLV-II among IDUs originated from native Amerindians. The New World virus was considered to be originally brought from Asia into the Americas some 10,000 - 40,000 years ago during the migration of HTLV-II infected Asian populations over the Bering land bridge (Lairmore et al. 1990; Duenas-Barajas et al. 1992; Maloney et al. 1992; Biglione et al. 1993; Dube et al. 1993; Ferrer et al. 1993; Fujiyama et al. 1993; Hjelle et al. 1993; Ijichi et al. 1993; Levine et al. 1993; Pardi et al. 1993; Essex 1994). However, the discovery of HTLV-II in Central and West Africa has cast doubts on a New World origin for HTLV-II (Goubau et al. 1992; Froment et al. 1993; Goubau et al. 1993; Gessain et al. 1994b, 1995).
The phylogenetic relationship between the two subtypes of HTLV-II, investigated at the pol region with the maximum parsimony (MP) method (Eck and Dayhoff 1966) and at the env, pol and pX regions with the MP method, the neighbor-joining (NJ) method (Saitou and Nei 1987), and the maximum likelihood (ML) method (Felsenstein 1981), indicated that both groups have evolved simultaneously (Dube et al. 1993; Salemi et al. 1996). On the other hand, the analysis for the LTR region with the ML method indicated that HTLV-IIa had evolved from HTLV-IIb, although the conclusion was the same as that of the former analyses when the MP method was adopted for the same data (Switzer et al. 1995a). The difference in results may indicate that one of these ideas may be incorrect, or if not, that genomic recombination has occurred in the evolution of HTLV-II. At any rate, it is noteworthy that creating alignment unambiguously for the LTR regions of HTLV-I and HTLV-II has been shown to be difficult (Vandamme et al. 1994; Salemi et al. 1996).

The existence of both subtypes, HTLV-IIa and HTLV-IIb, has been reported for isolates from South European IDUs (Calabro' et al. 1993; Zella et al. 1993; Vallejo and Garcia-Saiz 1994; Salemi et al. 1995). In phylogenetic analyses, HTLV-IIa and HTLV-IIb isolates from South Europe were found to be closely related to isolates from New York (Salemi et al. 1995, 1996). Thus, it was speculated that a limited number of infections from South European-United States IDU connections may be responsible for the HTLV-II epidemic in South Europe (Salemi et al. 1996).

II.9 Pathogenicity

HTLV-I can manifest at least three forms of clinical appearances; those are, asymptomatic carrier, ATL, and TSP/HAM. Thus, it is important to investigate whether some changes in the viral genome are responsible for the clinical outcome of the host. So far, attempts have been made to detect such genomic changes by comparing the nucleotide and amino acid sequences from patients with different symptoms. In the phylogenetic analysis, however, no apparent associations have been observed between the clinical symptoms and the pattern of phylogenetic clustering (Miura et al. 1994; Ureta
Vidal et al. 1994). Attempts to detect any sequence variations specific to disease outcome have also failed (Daenke et al. 1990; Komurian et al. 1991; Paine et al. 1991; Ratner et al. 1991; Gessain et al. 1992; Yamashita et al. 1995). At one time, a mutation in the nucleotide sequence of the tax gene (7,959 T) was suggested as being associated with TSP/HAM (Renjifo et al. 1995). However, it seems that the mutation was associated only with the Cosmopolitan subtype of HTLV-I but not with TSP/HAM (Mahieux et al. 1995). The pattern of phylogenetic clustering and specific variations in genomic sequences seems to imply the geographic origins of HTLV-I isolates (De et al. 1991; Komurian et al. 1991; Paine et al. 1991; Ratner et al. 1991; Saksena et al. 1992; Miura et al. 1994; Ureta Vidal et al. 1994). In addition, an attempt to finding specific variations between viral samples taken from different organs in a single host has also failed (Yamashita et al. 1995). These results are consistent with the hypothesis that subsequent disease status may be determined by host immunological or genetic determinants, or by environmental infectious or noninfectious factors rather than virologic factors (Clapham et al. 1984; Kannagi et al. 1984; Mitsuya et al. 1984; Yamaguchi et al. 1987; Usuku et al. 1988; Elovaara et al. 1993; Koenig et al. 1993). One of these hypotheses, for example, indicated that an extremely high frequency of precursor cytotoxic T lymphocytes to HTLV-I tax-encoded peptides was related to the pathogenesis of TSP/HAM, in which two epitopes 11-19 and 90-55 were restricted by HLA-A2 and HLA-B14, respectively (Elovaara et al. 1993; Koenig et al. 1993). Another research group suggested the existence of "HAM-associated" and "ATL-associated" haplotypes, which were also related to the high and low immune responses to HTLV-I (Usuku et al. 1988).

Recently, another approach indicated that the ratio of numbers of nonsynonymous and synonymous substitutions for the proviral tax gene seemed greater among healthy seropositives than among TSP patients, and also greater among TSP patients than among ATL patients (Niewiesk et al. 1994; Niewiesk and Bangham 1996). This was attributed to a balancing selection operating on the Tax protein rather than the random genetic drift seen in healthy seropositives (Niewiesk and Bangham 1996). In this regard, it is important to
test the difference in numbers of synonymous and nonsynonymous substitutions statistically, to clarify the selective force operating on this phenomenon.

B cell epitopes identified in Gag, Pol, and Env, and T-cell epitopes described in Env and Tax (Kurata et al. 1989; Ralston et al. 1989; Lal et al. 1991) were well conserved among different HTLV-I strains. This suggests that it should be possible to develop vaccines which elicit humoral and cell mediated immune responses with little type-specific variation in responses (Ratner et al. 1991).

II.10 Problems to be solved

In contrast to the low level of variability of HTLV-I among different isolates (Gessain et al. 1992), a quasispecies structure for HTLV-I has been suggested because of the high variability of HTLV-I sequences within a single viral strain (Daenke et al. 1990; Berneman et al. 1992; Ehrlich et al. 1992; Gessain et al. 1992; Sherman et al. 1992; Niewiesk et al. 1994; Niewiesk and Bangham 1996). This implies that HTLV-I is in the condition referred to as population equilibrium (Domingo et al. 1978; Steinhauer et al. 1989), or that only viruses with specific genomic sequences can be transmitted among humans. For further understanding of the molecular evolution and pathogenicity of HTLV-I and HTLV-II, it is important to investigate this further.
Chapter III: Slow evolutionary rate of GB virus C/hepatitis G virus

III.1 Introduction

GB virus C/hepatitis G virus (GBV-C/HGV) was discovered as a putative agent of non-A-E hepatitis (Simons et al. 1995a; Linnen et al. 1996), although disease association of this virus remains to be clarified. The genome of this virus is a positive-stranded RNA, in which nine genes (E1, E2, p7, NS2, NS3, NS4a, NS4b, NS5a, and NS5b) are encoded as a single long open reading frame (Erker et al. 1996). The genomic organization and sequence of GBV-C/HGV suggested that it was a member of the family Flaviviridae, though it seemed to lack the nucleocapsid (core) protein (Simons et al. 1995a; Leary et al. 1996; Linnen et al. 1996).

The phylogenetic analyses for GBV-C/HGV have shown that there were three major clusters in this virus, and they were named as the HG, GB, and Asian types (Mukaide et al. 1997). In addition, the phylogenetic analysis for viruses belonging to the family Flaviviridae suggested that GB virus A (GBV-A) was the most closely related virus to GBV-C/HGV (Zuckerman 1996).

From the evolutionary point of view, it is of importance to estimate the evolutionary rate of GBV-C/HGV, particularly for elucidating the evolutionary origin and history of this virus. The analysis of the sequence variability for GBV-C/HGV isolated from various locations in the world indicated that the genomic sequence of this virus was highly conserved compared with that of hepatitis C virus (HCV) (Okamoto et al. 1997), suggesting that the evolutionary rate for GBV-C/HGV might be slower than for HCV.

Masuko et al. (1996) and Nakao et al. (1997) estimated the rate of nucleotide substitution for this virus by dividing the proportion of nucleotide difference between two sequences obtained from single patient, by the difference in their sampling times. Then, the rate was estimated to be $(0.8-1.9) \times 10^{-3}$ (Masuko et al. 1996) and $3.9 \times 10^{-4}$ (Nakao et al. 1997) per site per year, indicating that GBV-C/HGV evolved with an extremely high
rate. In fact, it was a similar or slightly slower rate than HCV \((0.22\pm7.51) \times 10^{-3}\), Ina et al. 1994).

However, we have recently reported that GBV-C/HGV may have originated from Africa, and was transmitted along with human migrations which began about 100,000 years ago, by a phylogenetic analysis of nucleotide sequences for the NS3 and NS5a regions (Tanaka et al. 1998). Although we did not mention the evolutionary rate of GBV-C/HGV in that report, we noted that the rate of nucleotide substitution should be of the order of \(10^{-6}\) to \(10^{-7}\) per site per year, with the assumption that GBV-C/HGV diverged 100,000 years ago. Thus, the rate of nucleotide substitution for GBV-C/HGV might be much slower than the value obtained in the above estimation.

For obtaining the correct rate of nucleotide substitution for GBV-C/HGV, the estimation by Masuko et al. (1996) and Nakao et al. (1997) had two serious problems in their methodology. First, they did not make correction for multiple substitutions in the comparison of nucleotide sequences. However, this might have a small effect on the estimation, because the sequence divergence between nucleotide sequences compared was relatively small (Nei 1987). The second problem was much more severe. In their estimation, it was implicitly assumed that the virus from the earlier serum sample was the direct ancestor of the virus from the later sample. However, this assumption should not always hold, particularly when polymorphism had already existed in the viral sequence of the earlier serum sample. If this was the case, the assumption may result in overestimation of the substitution rate, because sequences compared may have diverged before the sampling time of the earlier serum.

In this study, the rate of nucleotide substitution for GBV-C/HGV was estimated by reconstructing phylogenetic trees, avoiding the above two problems, with the entire coding region of this virus. The results obtained supported my idea of a slow evolutionary rate for GBV-C/HGV. Moreover, the phylogenetic analysis of GBV-C/HGV by using GBV-A as outgroup was conducted to investigate the evolutionary history of GBV-C/HGV.
III.2 Materials and Methods

Sequence data

The sequence data of the entire coding region for GBV-C/HGV and GBV-A were collected from the international DNA databanks (DDBJ/EMBL/GenBank) with accession numbers AB003288–AB003293 (Takahashi et al. 1997), AB008342, AJ006500, D67255 (Shao et al. 1996), D87262, D87263 (Nakao et al. 1997), D90600, D90601 (Okamoto et al. 1997), U36380 (Leary et al. 1996), U44402, U45966 (Linnen et al. 1996), U63715 (Erker et al. 1996), U75356, AB008335, AB008336, and D87708–D87714 (Katayama et al. 1998) for GBV-C/HGV, and U22303 (Simons et al. 1995b) and U94421 (Leary et al. 1997) for GBV-A.

The data for GBV-C/HGV included two pairs of sequences which were obtained from two patients at different times. These patients were called patients A and B throughout this paper. From patient A, D87714 and AB008335 were obtained, where D87714 was sampled 4.9 years earlier than AB008335 (Katayama et al. 1998). D87262 and D87263 were obtained from patient B, where D87262 was sampled 8.4 years earlier than D87263 (Nakao et al. 1997).

The route of viral transmission for patient A was completely unknown, because patient A had never received blood transfusions (Katayama et al. 1998). Patient B was considered to be infected through blood transfusions, according to the medical history (Nakao et al. 1997). These patients did not receive any blood transfusions during the interval period of serum samplings.

Data analysis

Nucleotide sequences were aligned with each other, using the computer program CLUSTAL W (Thompson et al. 1994). The evolutionary distance for the entire coding region between different GBV-C/HGV isolates was estimated by the one-parameter method (Jukes and Cantor 1969) and the method of Nei and Gojobori (1986), in order to estimate the variance of branch lengths in the phylogenetic tree by the method of Nei and Jin (1989). Note that the entire coding region consisted, in total, of 8,340 nucleotide sites.
excluding gaps. The phylogenetic tree was reconstructed by the neighbor-joining method (Saitou and Nei 1987) with 10,000 times of bootstrap resampling (Felsenstein 1985).

To estimate the rate of nucleotide substitution for GBV-C/HGV, the reference sequence was taken into account, in addition to the sequences which were derived from a single host. Let us designate the two sequences derived from a single host as S1 and S2, their sampling times as t1 and t2, their last common ancestor as O, and the branch lengths from S1 to O and S2 to O as b1 and b2, respectively (Figure III.1). The rate was calculated using \((b1 - b2)/(t1 - t2)\) (Li et al. 1988). The method of Nei and Jin (1989) was used for estimating the variance of branch lengths, which was then used for estimating the variance of rates.

The evolutionary origin and history of GBV-C/HGV was investigated by reconstructing a phylogenetic tree for GBV-C/HGV by using GBV-A as outgroup. The entire coding regions for GBV-C/HGV and GBV-A, which consisted of a total of 6,567 nucleotide sites excluding gaps, were used for this purpose.
Figure III.1: Method for estimating the rate of nucleotide substitutions for GBV-C/HGV. The rate was estimated by dividing the difference in branch lengths from the sequences obtained from the single host to their common ancestor, by the difference in their sampling times.

\[
\text{Rate of nucleotide substitution} = \frac{b_1 - b_2}{t_1 - t_2}
\]
The phylogenetic tree reconstructed for the entire coding region of GBV-C/HGV indicated that there were three major clusters in GBV-C/HGV: they were the HG, GB, and Asian types, as has been proposed by Mukaide et al. (1997) (Figure III.2). The geographical region where these strains were obtained was biased; namely 21 out of 27 sequences were derived from Japan. However, the 27 sequences included all genotypes which have been reported all over the world. Therefore, these sequences were considered to be representatives of the GBV-C/HGV sequences disseminated worldwide.

When I focused my attention on the sequences that were obtained from a single patient to estimate the rate of nucleotide substitution, it was found that the branch length from D87714 to the common ancestor was longer than that from AB008335 (Figure III.2). Since the serum for D87714 was sampled 4.9 years earlier than that for AB008335, the rate of nucleotide substitution was estimated as a negative value, \((-7.1 \pm 1.5) \times 10^{-4}\) per site per year. The same situation was observed for D87262 and D87263, where D87262 was sampled 8.4 years earlier than D87263, with the rate of \((-5.7 \pm 7.7) \times 10^{-5}\). These results indicated the possibility that the ancestral sequences of AB008335 and D87263 have remained almost unchanged during the total of 13.3 years.

It was possible that the negative values might be obtained from incorrect estimation of the branch length in the phylogenetic tree, which could be derived from the following reasons: incorrect topology of the tree, selective pressure disturbing the constancy of the rate, and some peculiar genes with abnormal modes of evolution. To investigate whether these three possibilities actually took place, I conducted the following analyses.

First, I estimated the rate of nucleotide substitution for each patient adopting each of the other sequences as a reference sequence, in order to exclude the influence of the topology from estimation. For patient A, a negative value was obtained in all cases using 25 reference sequences. For patient B, however, four sequences, AB003291, AB008335, U36380, and U63715, supported a positive rate \((1.7-10.3) \times 10^{-5}\), but still at a much slower rate than previously calculated (Masuko et al. 1996; Nakao et al. 1997). It should be
Figure III.2: The phylogenetic tree reconstructed for the entire coding region (8,340 nucleotides) of GBV-C/HGV. The geographical origins of the isolates were indicated in parentheses. There were three major clusters (the HG, GB, and Asian types) in GBV-C/HGV, with the sequences having an extra 12 amino acids in the NS5a protein designated as Indel type. The number on each branch indicated the bootstrap probability for the clusters supported by that branch.
noted, however, that the sequences which were closely related to those from patients A and B, namely the sequences belonging to the Asian type (Figure III.2), all supported a negative rate. Thus, the negative rates estimated from Figure III.2 might not be artifacts due to the incorrect topology of the phylogenetic tree.

Second, I estimated the rates of synonymous and nonsynonymous substitutions for GBV-C/HGV. If selective pressure disturbed the constancy of the rate, the effect on the rate of nonsynonymous substitution should be stronger than that of synonymous substitution, because selection operates, in general, more severely on the amino acid sequence level. The rates of synonymous substitution for patients A and B were estimated to be \((-8.2 \pm 3.4) \times 10^{-4}\) and \((-3.7 \pm 2.7) \times 10^{-4}\), respectively, whereas those of nonsynonymous substitution were \((-6.6 \pm 1.6) \times 10^{-4}\) and \((0.6 \pm 4.3) \times 10^{-5}\), respectively. For both patients, the rate of synonymous substitution had larger absolute values of negative sign than that of nonsynonymous substitution, indicating a possibility that selective pressure was not the cause of negative values of the rate.

Third, I estimated the rate of nucleotide substitution for each gene, to investigate whether some genes had peculiar rates of nucleotide substitution. No gene supported a positive rate for patient A, whereas, for patient B, the sign depended upon the gene \((-14.2 \pm 26.8) \times 10^{-5}\). In the latter case, however, no statistically significant difference was observed in the rate between any pair of genes, indicating that the difference was possibly derived from statistical fluctuations.

Summarizing these results, it was concluded that the ancestral sequences of AB008335 and D87263 have remained almost unchanged in patients A and B, respectively. Therefore, it seemed impossible to estimate definitely the rate of nucleotide substitution for GBV-C/HGV from the presently available data. However, I could estimate the upper limit of the rate by the following manner (Orito et al. 1989). In principle, the rate of nucleotide substitution should be a positive value. If we assumed that only one nucleotide substitution took place in the entire coding region of GBV-C/HGV having 8,340 nucleotides during the total of 13.3 years, the rate was estimated to be \(9.0 \times 10^{-6}\) per site per year \((1/8,340/13.3)\). In practice, however, no substitution was observed. Therefore,
the rate of nucleotide substitution for GBV-C/HGV should be less than $9.0 \times 10^{-6}$ per site per year.

To investigate the evolutionary history of GBV-C/HGV, a phylogenetic tree was reconstructed for GBV-C/HGV by using GBV-A as outgroup. Similarly to the phylogenetic tree that was reconstructed without GBV-A, the sequences of GBV-C/HGV were divided into three major clusters: the HG, GB, and Asian types (Figure III.3; Mukaide et al. 1997). Moreover, the divergence between the ancestor of GB and Asian type strains and that of HG type strains first took place (Figure III.3). That was supported by a reasonably high bootstrap probability (84%) for the branch indicating the clustering of the GB and Asian types (Figure III.3). Assuming the rate of nucleotide substitution for GBV-C/HGV to be less than $9.0 \times 10^{-6}$ per site per year, the divergence time of GBV-C/HGV was estimated to be more than 7,000–10,000 years ago.
Figure III.3: The phylogenetic tree reconstructed for the entire coding region (6,567 nucleotides) of GBV-C/HGV with GBV-A used as outgroup. See Figure III.2 legend for more information.
III.4 Discussion

It was concluded that the nucleotide sequence of GBV-C/HGV have remained almost unchanged during the total of 13.3 years. It was highly possible that D87213 and AB008335, and D87262 and D87263 were derived from the constituents of polymorphism which had already existed at the sampling time of the earlier serum in patients A and B, respectively. Indeed, it was known, from the medical history, that patient B had received 4 units of blood transfusions before the sampling of the earlier serum, and the polymorphism was observed in that serum, including a minor mutation which became dominant 8.4 years later (Nakao et al. 1997).

In the present study, the rate of nucleotide substitution for GBV-C/HGV was estimated to be less than $9.0 \times 10^{-6}$ per site per year. It was clear that the rates previously estimated (Masuko et al. 1996; Nakao et al. 1997) were overestimated about 1,000 times. This difference in the rate of nucleotide substitution might give us a totally different feature of evolutionary history for GBV-C/HGV. In our previous study, it was reported that GBV-C/HGV may have originated in Africa, and was transmitted along with human migrations which began about 100,000 years ago (Tanaka et al. 1998). The result in the present study was consistent with the above hypothesis, because the divergence time of GBV-C/HGV was estimated to be more than 7,000–10,000 years ago. If this divergence time were true, GBV-C/HGV may be useful for clarifying the migration pattern of humans, as was the case for human T-cell lymphotropic virus types I and II (for review, Suzuki and Gojobori 1998). It was because GBV-C/HGV can easily be transmitted vertically (Hino et al. 1998), and the parenteral transmission due to the blood product was the relatively recent event. The observation that the genotypes of GBV-C/HGV were strongly correlated with their geographic distribution also supported that idea (Muerhoff et al. 1996).

The rate of nucleotide substitution for GBV-C/HGV appeared much slower than for other RNA viruses (Table III.1). Some possible mechanisms could be considered from this observation. First, the RNA-dependent RNA polymerase of GBV-C/HGV may have
Table III.1: Comparison of the rate of nucleotide substitution for GBV-C/HGV with other RNA viruses and mammals.

<table>
<thead>
<tr>
<th>Species</th>
<th>Rate (/site/year)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBV-C/HGV</td>
<td>(&lt; 9.00 \times 10^{-6})</td>
<td>This study</td>
</tr>
<tr>
<td>Hepatitis C virus</td>
<td>((0.22-7.51) \times 10^{-3})</td>
<td>Ina et al. 1994</td>
</tr>
<tr>
<td>Hepatitis D virus</td>
<td>((0.35-1.64) \times 10^{-3})</td>
<td>Krushkal and Li 1995</td>
</tr>
<tr>
<td>HIV-1(^a)</td>
<td>((3.92-13.08) \times 10^{-3})</td>
<td>Gojobori et al. 1990</td>
</tr>
<tr>
<td>Influenza A virus</td>
<td>((3.59-13.10) \times 10^{-3})</td>
<td>Gojobori et al. 1990</td>
</tr>
<tr>
<td>Mammals</td>
<td>((0.56-3.94) \times 10^{-9})</td>
<td>Li et al. 1985</td>
</tr>
</tbody>
</table>

\(^a\): Human immunodeficiency virus type 1.
higher fidelity compared with those of other RNA viruses. Second, the strong functional constraint may be operating at the nucleotide sequence level of this virus. At any rate, such a slow rate indicates that GBV-C/HGV cannot infect the host persistently by means of producing escape mutants against immune responses of the host. This hypothesis is supported by the observation that patients positive for anti-E2 antibody and those positive for GBV-C/HGV RNA in their sera were well segregated (Pilot-Matias et al. 1996a). Moreover, it has been known that a hypervariable region was not detected in the genomic sequence of GBV-C/HGV (Erker et al. 1996), and that most individuals seropositive for GBV-C/HGV produced antibodies against only a single antigen (Pilot-Matias et al. 1996b). On the other hand, it has been reported that some patients infected with GBV-C/HGV did not appear to mount an immune response against this virus (Pilot-Matias et al. 1996b), so that GBV-C/HGV could establish persistent infection in humans (Linnen et al. 1996). The viral particle of GBV-C/HGV has been found to be covered with lipoproteins, and that was considered to be responsible for the lack of an immune response in the host (Sato et al. 1996). Therefore, GBV-C/HGV may have evolved its own system for persistent infection in the host.

It has been known that there was a polymorphism in the length of the NS5a protein for GBV-C/HGV, due to an indel of 12 amino acids (Takahashi et al. 1997). The isolates which had a longer NS5a protein were called Indel type, and the others were called non-Indel type (Tanaka et al. 1998). In our previous study, we proposed that the Indel type first diverged from other GBV-C/HGV, and the indel was derived from a deletion rather than an insertion (Tanaka et al. 1998). In the present study, however, the divergence between the ancestor of GB and Asian type strains and that of HG type strains first took place, in which the indel was considered to be derived from an insertion, from the viewpoint of parsimonious principle (Figure III.3). It was consistent with the fact that a 12-amino acid sequence, which was similar to the extra 12 amino acids observed in the Indel type strains, existed just downstream of the indel site in all GBV-C/HGV isolates (Tanaka et al. 1998). It was because, if we assumed that the indel was derived from an insertion, the above observation was also explained with smallest number of evolutionary
steps. Therefore, it was speculated that the ancestral sequence of extant GBV-C/HGV strains may be the non-Indel type.

The discrepancy between our previous (Tanaka et al. 1998) and present results was probably derived from the difference in the alignment and sequence length used for the phylogenetic analysis. In fact, I excluded from the present analysis almost all of the NS5a region which was used previously, because I failed to make a reliable alignment for that region with the present sequence set. Moreover, 6,567 nucleotide sites were used for reconstructing the phylogenetic tree for GBV-C/HGV and GBV-A in the present study, while a much smaller number of sites (489 and 462 nucleotide sites in the NS3 and NS5a regions, respectively) was used in the previous study. It has been reported, for GBV-C/HGV, that for a phylogenetic analysis a larger number of sites produced a more accurate result, and the entire coding region produced more reliable phylogenetic tree than the regions which were used in our previous study (Smith et al. 1997). Thus, it seemed likely that the phylogenetic tree reconstructed in the present study was more reliable than the previous one.

In the present study, I could not estimate the rate of nucleotide substitution for GBV-C/HGV definitely, because of the short interval period for serum samplings compared with the slow evolutionary rate of this virus. Nevertheless, I successfully showed that the rate was slower than $9.0 \times 10^{-6}$ per site per year, indicating that it was approximately 1,000 times slower than the rate currently believed. However, to obtain an unambiguous result for the rate of nucleotide substitution for GBV-C/HGV, it was necessary to use more sequence data which were sampled with several decades of time interval.
Chapter IV: The origin and evolution of Ebola and Marburg viruses

IV.1 Introduction

Ebola and Marburg viruses are known to be the aetiological agents of haemorrhagic fever which has a high mortality rate (Martini and Siegert 1971; International Commission 1978; WHO/International Study Team 1978; Baron et al. 1983; Centers for Disease Control and Prevention 1995), and thus have been classified as 'biosafety level 4' agents (Richardson and Barkley 1988). These viruses have also been classified into the genus Filovirus, which is the sole member of the family Filoviridae (Kiley et al. 1982). The genome of these viruses is the nonsegmented, negative-stranded RNA (Regnery et al. 1981), and thus, they have been further classified into the order Mononegavirales (Pringle 1991). Their genomes encode the same set of seven genes in the same order, namely nucleoprotein (NP), viral structural protein 35 (VP35), VP40, glycoprotein (GP), VP30, VP24, and RNA-dependent RNA polymerase (L), from the 3' to 5' end of the genome (Feldmann et al. 1992; Sanchez et al. 1993).

From the molecular evolutionary point of view, it is of importance to elucidate the origin and evolutionary mode of these viruses. In particular, to examine the rates and patterns of nucleotide substitutions for these viruses is important for understanding the mutation mechanism, and it is also useful for predicting the future evolution of these viruses. Such knowledge may lead us to the development of antiviral drugs and effective vaccines for Ebola and Marburg viruses. In this study, I estimated the rates of nucleotide substitutions for Ebola and Marburg viruses. Applying the estimated rates to the degree of sequence divergence, I further estimated the divergence time not only among Ebola virus strains but also between Ebola and
Marburg viruses. The pattern of nucleotide substitutions is also discussed to clarify the evolutionary mode of these viruses.
IV.2 Materials and Methods

Sequence data

Sequence data for Ebola and Marburg viruses were collected from the international DNA data banks (DDBJ/EMBL/GenBank). The sequence data used in this study are summarized in Table IV.1. In the analyses, I assumed that no sequences of Ebola and Marburg viruses changed after isolation. If these viruses did change their genome sequences after isolation, the rate of nucleotide substitutions estimated in the present analysis would be underestimates, but they would still give us important information.

Rates of nonsynonymous substitutions for Ebola and Marburg viruses

I first made alignments of homologous sequences for Ebola and Marburg viruses using CLUSTAL W (Thompson et al. 1994). Then, the neighbor-joining method (Saitou and Nei 1987) was used for reconstructing phylogenetic trees with the distances estimated using the method of Nei and Gojobori (Nei and Gojobori 1986). The reliabilities of the clusterings in the phylogenetic trees were tested by the bootstrap method with 1,000 replications (Felsenstein 1985). Phylogenetic trees were reconstructed for all genes for the number of nonsynonymous substitutions. Unfortunately, I could not reconstruct phylogenetic trees for synonymous substitutions because the number of synonymous substitutions among different virus strains of Ebola virus or between Ebola and Marburg viruses was so large that I could not estimate it accurately. I also could not estimate the substitution rate of Ebola virus for all genes except the GP gene, because sequence data for Ebola virus were available only for one strain in other genes. The rates were estimated from the phylogenetic trees, by dividing the difference in branch lengths of two strains of interest from the most recent common ancestor by the difference in their isolation times. In the case of
<table>
<thead>
<tr>
<th>Gene</th>
<th>Accession number</th>
<th>Place and time</th>
<th>Codon numbers</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP</td>
<td>L11365</td>
<td>Ebola</td>
<td>Yambuku, 1976</td>
<td>2-409</td>
</tr>
<tr>
<td></td>
<td>M72714</td>
<td>Marburg</td>
<td>Kenya, 1980</td>
<td>2-391</td>
</tr>
<tr>
<td></td>
<td>Z29337</td>
<td>Marburg</td>
<td>Marburg, 1967</td>
<td>2-391</td>
</tr>
<tr>
<td></td>
<td>X61274</td>
<td>Ebola</td>
<td>Yambuku, 1976</td>
<td>72-350</td>
</tr>
<tr>
<td></td>
<td>Z29337</td>
<td>Marburg</td>
<td>Marburg, 1967</td>
<td>67-329</td>
</tr>
<tr>
<td></td>
<td>X61274</td>
<td>Ebola</td>
<td>Yambuku, 1976</td>
<td>67-295</td>
</tr>
<tr>
<td></td>
<td>Z29337</td>
<td>Marburg</td>
<td>Marburg, 1967</td>
<td>55-283</td>
</tr>
<tr>
<td>GP</td>
<td>U23069</td>
<td>Ebola</td>
<td>Nzara, 1979</td>
<td>25-185, 511-672</td>
</tr>
<tr>
<td></td>
<td>U28006</td>
<td>Ebola</td>
<td>Tai, 1994</td>
<td>25-185, 511-672</td>
</tr>
<tr>
<td></td>
<td>Z29337</td>
<td>Marburg</td>
<td>Marburg, 1967</td>
<td>67-166, 174-261</td>
</tr>
<tr>
<td>VP24</td>
<td>L11365</td>
<td>Ebola</td>
<td>Yambuku, 1976</td>
<td>2-251</td>
</tr>
<tr>
<td></td>
<td>Z29337</td>
<td>Marburg</td>
<td>Marburg, 1967</td>
<td>2-253</td>
</tr>
<tr>
<td>L</td>
<td>U23458</td>
<td>Ebola</td>
<td>Nzara, 1979</td>
<td>5-1161, 1163-1650, 1784-2209</td>
</tr>
<tr>
<td></td>
<td>Z29337</td>
<td>Marburg</td>
<td>Marburg, 1967</td>
<td>2-1163, 1189-1674, 1903-2328</td>
</tr>
</tbody>
</table>

a: This table shows genes, accession numbers of the sequence data in DDBJ/EMBL/GenBank, virus names, places and times of outbreaks, codon numbers of gene regions examined, and references. Several gaps were conducted in the analyzed regions in sequence alignments.
the GP gene of Ebola virus, however, I excluded the sequences of Marburg virus in reconstructing the phylogenetic tree, because I could estimate branch lengths accurately by using only Ebola virus strains. Then, I made comparisons between all possible pairs of viral sequences from the same subtype to avoid getting large variances.

The divergence times among Ebola virus strains and between Ebola and Marburg viruses were estimated on the assumption that these viruses had evolved at almost the same substitution rate.

*Patterns of nucleotide substitutions for Marburg virus*

The pattern of nucleotide substitutions was examined for two Marburg virus strains for which the entire genome sequences were available (DDBJ/EMBL/GenBank accession numbers, M72714 plus Z12132 and Z29337). All nucleotide changes between them were assumed to have occurred through single nucleotide substitutions. This assumption may be reasonable because the nucleotide sequences of these strains were closely related (94 - 97 % identity). The numbers of substitutions between two particular nucleotides were summed up, and the values thus obtained were corrected for by base compositions using the method of Gojobori et al. (1982). The corrected values represent the substitution numbers from a particular nucleotide to another one in 100 nucleotides of a hypothetical sequence which contains equal amounts of four nucleotides.
IV.5 Results and Discussion

Rates of nonsynonymous substitutions for Ebola and Marburg viruses

The rates of nonsynonymous substitutions for Ebola and Marburg viruses are summarized in Tables IV.2 and IV.3, respectively. Unfortunately, I could not estimate the rate of synonymous substitutions because the number of synonymous substitutions among different virus strains of Ebola virus or between Ebola and Marburg viruses was so large that I could not estimate it accurately. I also could not estimate the substitution rate of Ebola virus for all genes except the GP gene, because sequence data for Ebola virus were available only for one strain in other genes.

For Ebola virus, the average rate of nonsynonymous substitutions for the GP gene was estimated to be $3.6 \times 10^{-5}$ per site per year (Table IV.2). The value of standard error appeared to be relatively large. This might be due to the relatively small difference in isolation times compared with the slow rate of nucleotide substitutions. However, the rate was estimated to be at the same order in almost all comparisons as shown in Table IV.2. Negative values were obtained in the estimations for the NP, VP40, GP, and L genes of Marburg virus, which would be due to statistical fluctuations because of the relatively large distances between Ebola and Marburg viruses. However, the values for VP35, VP30, and VP24 indicate that Marburg virus evolves at the rate of $10^{-5}$ to $10^{-4}$ per site per year. These rates were compared with those of other RNA viruses and mammals in Table IV.4. Most of the RNA viruses are known to evolve at the rate of $10^{-5}$ to $10^{-3}$ per site per year, and the rates for Ebola and Marburg viruses seem to be roughly of the same order of magnitude, suggesting that these viruses share the molecular mechanisms of rapid evolution with other RNA viruses. Compared with other RNA viruses, however, these viruses seem to evolve relatively slowly. In particular, both of Ebola and Marburg viruses have substitution rates approximately a hundred times slower than retroviruses and human influenza A
### Table IV.2: Rate of nonsynonymous substitutions for the GP gene of Ebola virus

<table>
<thead>
<tr>
<th>Strains compared</th>
<th>Difference in branch lengths ($\times 10^{-4}$/site)</th>
<th>Difference in isolation times (years)</th>
<th>Rate ($\times 10^{-4}$/site/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U23187 and U28077</td>
<td>7.16</td>
<td>19</td>
<td>0.38 ± 1.01</td>
</tr>
<tr>
<td>U31033 and U28077</td>
<td>7.16</td>
<td>19</td>
<td>0.38 ± 1.01</td>
</tr>
<tr>
<td>U23152 and U23416</td>
<td>1.16</td>
<td>3</td>
<td>0.39 ± 6.33</td>
</tr>
<tr>
<td>U23152 and U23417</td>
<td>2.72</td>
<td>3</td>
<td>0.91 ± 6.51</td>
</tr>
<tr>
<td>U23069 and U28134</td>
<td>0.00</td>
<td>3</td>
<td>0.00 ± 0.00</td>
</tr>
</tbody>
</table>

**Average** 0.36 ± 1.09

---

a. The rates were estimated from the phylogenetic tree, excluding the sequences of Marburg virus, by dividing the difference in branch lengths of two strains of interest from the most recent common ancestor by the difference in their isolation times.

b. Reference sequences used were U23069, U23152, U23416, U23417, U28006, and U28134 for the comparison between U23187 and U28077 and U31033 and U28077; U23069, U23187, U28006, U28077, U28134 and U31033, for the comparison between U23152 and U23416 and U23152 and U23417; U23187, U23152, U23416, U23417, U28006, U28077, and U31033 for the comparison between U23069 and U28134.
Table IV.3: Rates of nonsynonymous substitutions for Marburg virus and divergence times between Ebola and Marburg viruses

<table>
<thead>
<tr>
<th>Gene</th>
<th>Number of nonsynonymous sites</th>
<th>Difference in branch lengths (x 10^-3/site)</th>
<th>Substitution rate (x 10^-3/site/year)</th>
<th>Divergence time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP</td>
<td>905.67</td>
<td>NG b</td>
<td>NG</td>
<td>-</td>
</tr>
<tr>
<td>VP35</td>
<td>602.67</td>
<td>4.68</td>
<td>3.60 ± 2.57</td>
<td>1000</td>
</tr>
<tr>
<td>VP40</td>
<td>523.92</td>
<td>NG</td>
<td>NG</td>
<td>-</td>
</tr>
<tr>
<td>GP</td>
<td>738.70</td>
<td>NG</td>
<td>NG</td>
<td>-</td>
</tr>
<tr>
<td>VP30</td>
<td>437.33</td>
<td>0.49</td>
<td>0.38 ± 4.69</td>
<td>9800</td>
</tr>
<tr>
<td>VP24</td>
<td>583.67</td>
<td>1.65</td>
<td>1.27 ± 2.29</td>
<td>2800</td>
</tr>
<tr>
<td>L</td>
<td>4861.56</td>
<td>NG</td>
<td>NG</td>
<td>-</td>
</tr>
</tbody>
</table>

a: The difference in isolation times was 13 years for all comparisons.
b: NG: Negative value was obtained.
Table IV.4: Comparisons of the rates of nonsynonymous substitutions for Ebola and Marburg viruses with those for various RNA viruses and mammals

<table>
<thead>
<tr>
<th>Virus and Organism</th>
<th>Gene</th>
<th>Substitution rate (site/year)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ebola virus</td>
<td>GP</td>
<td>$3.6 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>Marburg virus</td>
<td>VP35</td>
<td>$3.6 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VP30</td>
<td>$3.8 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>VP24</td>
<td>$1.3 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>HIV-1</td>
<td>gag</td>
<td>$(1.0 \ - \ 3.9) \times 10^{-3}$</td>
<td>Li et al. 1988; Gojobori et al. 1990, 1994</td>
</tr>
<tr>
<td></td>
<td>pol</td>
<td>$1.6 \times 10^{-3}$</td>
<td>Li et al. 1988</td>
</tr>
<tr>
<td></td>
<td>env</td>
<td>$(3.9 \ - \ 5.1) \times 10^{-3}$</td>
<td>Li et al. 1988; Gojobori et al. 1994</td>
</tr>
<tr>
<td></td>
<td>env/hv</td>
<td>$14.0 \times 10^{-3}$</td>
<td>Li et al. 1988</td>
</tr>
<tr>
<td>Human influenza</td>
<td>HA (H3)</td>
<td>$(2.9 \ - \ 3.6) \times 10^{-3}$</td>
<td>Gojobori et al. 1990; Hayashida et al. 1985</td>
</tr>
<tr>
<td>A virus</td>
<td>NA (N1)</td>
<td>$3.7 \times 10^{-3}$</td>
<td>Hayashida et al. 1985</td>
</tr>
<tr>
<td></td>
<td>NA (N2)</td>
<td>$2.8 \times 10^{-3}$</td>
<td></td>
</tr>
<tr>
<td>MMSV</td>
<td>v-mos</td>
<td>$8.2 \times 10^{-4}$</td>
<td>Gojobori et al. 1990</td>
</tr>
<tr>
<td>MMLV</td>
<td>gag</td>
<td>$5.4 \times 10^{-4}$</td>
<td>Gojobori and Yokoyama 1985</td>
</tr>
<tr>
<td>HCV</td>
<td>C</td>
<td>$6.3 \times 10^{-4}$</td>
<td>Ima et al. 1994</td>
</tr>
<tr>
<td></td>
<td>E</td>
<td>$3.2 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NS1</td>
<td>$7.5 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NS3</td>
<td>$3.3 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NS5</td>
<td>$2.2 \times 10^{-4}$</td>
<td></td>
</tr>
<tr>
<td>HBV</td>
<td>F</td>
<td>$1.5 \times 10^{-5}$</td>
<td>Orito et al. 1989</td>
</tr>
<tr>
<td></td>
<td>pre-S</td>
<td>$2.6 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>$1.8 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>X</td>
<td>$5.5 \times 10^{-5}$</td>
<td></td>
</tr>
<tr>
<td>Mammals</td>
<td>a-globin</td>
<td>$5.6 \times 10^{-19}$</td>
<td>Li et al. 1985</td>
</tr>
</tbody>
</table>

*a*: Human immunodeficiency virus; *b*: Moloney murine sarcoma virus; *c*: Moloney murine leukemia virus; *d*: Hepatitis C virus; *e*: Hepatitis B virus. HBV is included because it is known to replicate itself via the RNA transcript. *f*: - represents the same reference as cited above.
virus. This is consistent with the previous report that suggested the genetic stability in Ebola virus from the results of oligonucleotide mapping (Cox et al. 1983). Then, I speculate the following reasons for the relatively slow rates of nonsynonymous substitutions for Ebola and Marburg viruses. First, the RNA-dependent RNA polymerase of Ebola and Marburg viruses may not be so much error-prone. Second, the replication frequency may be relatively low in the natural host in comparison with retroviruses and human influenza A virus. Finally, strong functional constraints may be operating on these viruses during evolution, particularly on GP and VP30, for I focused only on nonsynonymous substitutions, which change the coding amino acid. When I examined the rates of synonymous substitutions for Ebola and Marburg viruses, they were estimated to be at most $1.35 \times 10^{-2}$ and $1.77 \times 10^{-2}$ per site per year, respectively. The rate of synonymous substitutions for retroviruses and human influenza A virus have been estimated to be at the rate of $10^{-2}$ to $10^{-3}$ (Hayashida et al. 1985; Li et al. 1988; Gojobori et al. 1990; Gojobori et al. 1994). Thus, I could not rule out the possibility that the relatively slow rates of nonsynonymous substitutions for Ebola and Marburg viruses were due to the strong functional constraint while the mutation rates were as high as those of retroviruses and human influenza A virus. In particular, a part of the GP gene region of Ebola virus has been reported to encode two different proteins in different frames by the transcriptional editing (Volchkov et al. 1995; Sanchez et al. 1996). Such a region could be influenced by a strong functional constraint. Although we have excluded that region from our analysis, we could not rule out the possibility that there are other overlapping regions currently unknown. At any rate, the relatively slow rate of nonsynonymous substitutions may be useful for establishing effective vaccines for these viruses, because the rate of emergence of a new phenotype as a source of the human infection may be also slow.

Divergence times among Ebola virus strains and between Ebola and Marburg viruses
The divergence times among Ebola virus strains and between Ebola and Marburg viruses were estimated on the assumption that these viruses had evolved at almost the same substitution rate. Ebola virus strains are known to be classified into four subtypes: Zaire, Sudan, Reston, and Ivory Coast subtypes (Figure IV.1). From the analysis of the rate of nonsynonymous substitutions for the GP gene of Ebola virus, I estimated that the Zaire and Ivory Coast subtypes diverged 700-1,300 years ago; the Sudan and Reston subtypes diverged 1,400-1,600 years ago, and these two clusters diverged 1,000-2,100 years ago. Moreover, the divergence time between Ebola and Marburg viruses was estimated to be 7,100-7,900 years ago. Similarly, from the analysis of the rate of nonsynonymous substitutions for Marburg virus, we estimated that these viruses diverged 1,000-9,800 years ago (Table IV.3). Thus, although the divergence times estimated are in the wide range, we conclude that Ebola and Marburg viruses diverged more than several thousand years ago.

The divergence time between human immunodeficiency virus type 1 (HIV-1) and type 2 (HIV-2) has been estimated to be 150-200 years ago (Gojobori et al. 1988). Moreover, hepatitis C virus has been estimated to have diverged from its ancestor around 300 years ago (Mizokami et al. 1994). In comparison with the estimated divergence times for these prevalent pathogenic viruses, Ebola and Marburg viruses might have diverged much earlier.

Patterns of nucleotide substitutions for Marburg virus

The patterns of nucleotide substitutions at the first and second codon positions and the third codon position for Marburg virus were examined separately, as summarized in Table IV.5. As most of the nucleotide substitutions at the first and second codon positions change coding amino acids, the substitution pattern at these positions would be influenced by natural selection at the protein level. On the other hand, as most of the substitutions at the third codon position do not change coding
Figure IV.1: Phylogenetic tree reconstructed for the glycoprotein gene of Ebola and Marburg viruses by the neighbor-joining method (Saitou and Nei 1987) with the number of nonsynonymous substitutions estimated by the method of Nei and Gojobori (1986). The bootstrap probability for each branch is also indicated (Felsenstein 1985).
Table IV.5: Relative substitution frequencies for the first and second codon positions and those for the third codon position in the entire coding region for Marburg virus\textsuperscript{a}

<table>
<thead>
<tr>
<th>Substitution between</th>
<th>First and second</th>
<th>Third</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[80.2]</td>
<td>[89.7]</td>
</tr>
<tr>
<td>A $\leftrightarrow$ G</td>
<td>42.4 (87)</td>
<td>42.8 (220)</td>
</tr>
<tr>
<td>A $\leftrightarrow$ T</td>
<td>3.0 (7)</td>
<td>1.8 (13)</td>
</tr>
<tr>
<td>A $\leftrightarrow$ C</td>
<td>7.9 (17)</td>
<td>3.9 (20)</td>
</tr>
<tr>
<td>G $\leftrightarrow$ T</td>
<td>5.4 (10)</td>
<td>4.2 (22)</td>
</tr>
<tr>
<td>G $\leftrightarrow$ C</td>
<td>3.4 (6)</td>
<td>0.5 (2)</td>
</tr>
<tr>
<td>T $\leftrightarrow$ C</td>
<td>37.9 (73)</td>
<td>46.9 (248)</td>
</tr>
</tbody>
</table>

Correlation coefficient: -0.35 \textsuperscript{,} -0.25

\textsuperscript{a} The numbers in brackets represent proportions of transition substitutions. The numbers in parentheses represent raw numbers of nucleotide substitutions. Correlation coefficients between the frequencies of nucleotide substitutions and the chemical distances between two nucleotide bases, as defined by Gojobori et al. (1982), are shown in the last row.
amino acids, nucleotide changes at that position are mostly free from natural selection (Kimura 1983) and reflect, to some extent, the pattern of spontaneous mutations in the genome.

At the third codon position in the entire coding region of Marburg virus, the proportion of transitional substitutions was 90%, which was much larger than that of transversional substitutions. Furthermore, among transitional substitutions, the frequencies of substitutions between purines were almost the same as those between pyrimidines. This feature of transitional substitutions for Marburg virus is similar to that of influenza A virus (Saitou 1987). For HIV (Shimizu et al. 1989; Moriyama et al. 1991) and oncoviruses (Gojobori and Yokoyama 1987), however, substitution between purines is more frequent than that between pyrimidines. Although HIV and oncoviruses replicate themselves with reverse transcriptase, Marburg virus as well as influenza A virus have their own RNA-dependent RNA polymerase. Thus, the difference in transitional substitutions among these viruses appears to reflect differences in the generating mechanisms of spontaneous mutations with viral polymerases.

I also investigated the pattern of nucleotide substitutions at the first and second codon positions of Marburg virus to examine whether any functional constraints are imposed on amino acid changes. For this purpose, I calculated the correlation coefficients between the frequencies of nucleotide substitutions at various codon positions and the chemical distances between two nucleotide bases, as defined by Gojobori et al. (1982) (Table IV.5). The chemical distance between two nucleotides was defined using Grantham's chemical distances between two amino acids (Grantham 1974). When a correlation coefficient is negative, it is possible that purifying selection may be operating on the nucleotide substitutions. Using this method, Gojobori et al. (1982) demonstrated that purifying selection has operated on most of the eukaryotic functional genes. Saitou (1987) suggested that purifying selection has also operated on
influenza A virus. For Marburg virus, the correlation coefficients were -0.35 for the first and second codon positions and -0.25 for the third codon position. Thus, it seems that the correlation coefficient for the first and second codon positions is larger than that for the third codon position, indicating that purifying selection has operated on Marburg virus during evolution.

This conclusion is supported by a recent study (Bukreyev et al. 1995b), in which 72.6 % of the nucleotide substitutions in the entire coding region were found at the third codon position between the two strains of Marburg virus analyzed in this study. This is because purifying selection results in more frequent nucleotide substitutions at the third codon position than at the first and second codon positions (Kimura 1983). I calculated the numbers of synonymous and nonsynonymous substitutions for the entire coding region between those two strains using the method of Nei and Gojobori (1986). The numbers of synonymous and nonsynonymous substitutions were estimated to be 0.180 ± 0.008 per site and 0.017 ± 0.001 per site, respectively. Thus, the number of synonymous substitutions was significantly higher than the number of nonsynonymous substitutions (p < 0.001). This suggests that purifying selection has operated on Marburg virus during evolution, because synonymous substitutions are considered to be selectively neutral at the protein level, whereas nonsynonymous substitutions are influenced by selective constraints (Kimura 1983; Hughes and Nei 1988; Hughes and Nei 1989). The purifying selection would be caused by the functional constraint for viral proteins.

The pattern of nucleotide substitutions and the degree of functional constraints, which were estimated in the present study, are useful for the development of antiviral drugs and effective vaccines. In particular, inhibitors against viral replication will be able to be developed by taking into account the pattern of nucleotide substitutions. Moreover, if more data for the genome sequences of Ebola virus become available, it will be possible to identify the gene product targeted by the host immune system, by
comparing the degree of functional constraints gene by gene. This is because the
degree of functional constraints may vary with genes in the viral genome depending
on the variability of amino acids.

In this study, I found that the GP gene of Ebola virus evolves at the average rate
of $3.6 \times 10^{-5}$ per site per year at the nonsynonymous site, and that Marburg virus
evolves at a similar rate. These rates are of almost the same order of magnitude, but
somewhat slower than other RNA viruses. In particular, those rates are
approximately a hundred times slower than those of retroviruses and human
influenza A virus. I also estimated the divergence time between Ebola and Marburg
viruses to be more than several thousand years ago. In addition, the pattern of
nucleotide substitutions for Marburg virus indicated that the purifying selection has
operated on this virus during evolution. These results will be useful in elucidating
the origin and evolution of Ebola and Marburg viruses. To confirm and extend my
observations, more sequence data for estimating the rate of synonymous substitutions
and experimental studies on the mutation rate of Ebola and Marburg viruses would be
required.
Chapter V: A method for detecting positive selection at single amino acid sites

V.1 Introduction

Natural selection is one of the evolutionary mechanisms, in which relative frequencies of genotypes change according to their relative fitnesses in the population. The natural selection can be divided into positive and negative selections. Positive selection is the evolutionary mechanism in which newly produced mutants have higher fitnesses than the average in the population, and the frequencies of the mutants increase in the following generations. On the other hand, negative selection is the evolutionary mechanism in which newly produced mutants have lower fitnesses than the average in the population, and the frequencies of the mutants decrease in the following generations. According to the neutral theory of molecular evolution, the great majority of evolutionary changes at the molecular level are caused not by positive selection but by random drift of selectively neutral or nearly neutral mutants (Kimura 1983).

However, positive selection operating at the amino acid sequence level has been detected on many protein coding genes, such as mammalian major histocompatibility complex (Hughes and Nei 1988, 1989) and sry (Whitfield et al. 1993), sea urchin bindin (Metz and Palumbi 1996), abalone sperm lysin (Lee and Vacquier 1992), and envelope of human immunodeficiency virus type 1 (HIV-1) (Seibert et al. 1995; Yamaguchi and Gojobori 1997). It has been proposed that about 0.5 % of the 3,595 gene groups so far available in the international DNA databanks (DDBJ/EMBL/GenBank) may have experienced positive selection at one or more amino acid sites (Endo et al. 1996).

It is well known that different amino acid sites have different biological functions. For example, cell tropism and syncytium-inducing phenotype of HIV-1 (Chesebro et al. 1992; Fouchier et al. 1992), color vision of mammals (Yokoyama and Yokoyama 1990), and foregut fermentation of colobine Old World monkeys (Stewart et al. 1987) are controlled by a few amino acid sites, which are separately located in the
envelope, opsin, and lysozyme proteins, respectively. Moreover, the functional motifs in PROSITE (Bairoch and Bucher 1994) and the evolutionary motifs in SODHO (Tateno et al. 1997), which are defined as the highly conserved and functionally important amino acid sites in proteins, often consist of a single amino acid site or a region where single amino acid sites are scattered in many nonconserved and unimportant amino acid sites. Therefore, the types and strengths of selective forces operating on different amino acid sites should be different.

Selective forces operating at the amino acid sequence level has been detected mainly by comparing the number of nonsynonymous substitutions per site with that of synonymous substitutions (Hughes and Nei 1988, 1989; Endo et al. 1996; Tsunoyama and Gojobori 1998). Generally speaking, the excess number of synonymous substitutions was considered to be the result of negative selection, whereas that of nonsynonymous substitutions was attributed to positive selection (Crow and Kimura 1970). In the present paper, I will also use this criterion to detect selective forces.

Several methods have been developed for estimating the numbers of synonymous and nonsynonymous substitutions (Miyata and Yasunaga 1980; Li et al. 1985; Nei and Gojobori 1986; Pamilo and Bianchi 1993; Li 1993; Muse and Gaut 1994; Goldman and Yang 1994; Ina 1995; Comeron 1995). However, these methods require the use of many codon sites to avoid a large variance for the estimate, which is computed as an average over a particular length of codons. Consequently, positive selection has always been assigned to an amino acid region of a particular length. Therefore, if positive selection had operated on an amino acid site, as long as the average number of nonsynonymous substitutions was smaller than that of synonymous substitutions over the analyzed region, it was unable to be identified. Moreover, when positive selection was detected on the analyzed region, it was impossible to identify the exact site of selection only from the conventional sequence analyses.

So far, however, some attempts have been made for detecting positive selection at single amino acid sites. Fitch et al. (1997) used a multiple alignment of protein
coding sequences to reconstruct a phylogenetic tree. Then, for each codon site, they compared the total number of nonsynonymous changes throughout the phylogenetic tree with that of synonymous changes, to detect positively selected amino acid sites. However, their method assumed that the probabilities for the occurrences of synonymous and nonsynonymous changes were constant for all codon sites, which may not hold in general. Nielsen and Yang (1998) developed a posterior probability method using maximum likelihood approach, to detect positively selected amino acid sites. However, they assumed that the relative rate of nonsynonymous substitution to synonymous substitution was the same for all positively selected codon sites, which did not seem realistic.

In the present study, I developed a new method for detecting the selective force at single amino acid sites. The method did not rely on the assumptions as mentioned above. The effectiveness of this method was confirmed by conducting computer simulation and analyzing the human leukocyte antigen (HLA) gene. I also applied this method to the HIV-1 envelope gene and influenza virus hemagglutinin (HA) gene, to identify positively selected amino acid sites.
V.2 Materials and Methods

Theory

Let us assume that we have a multiple alignment of protein coding sequences. The new method for detecting the selective force at single amino acid sites consists of the following five steps (Figure V.1).

First, a phylogenetic tree was reconstructed using the number of synonymous substitutions, as the number of synonymous substitutions was considered to be roughly proportional to the evolutionary time which was used in the later computation. The neighbor-joining method (Saitou and Nei 1987) was used for reconstructing a phylogenetic tree, using the number of synonymous substitutions. When I refer to the method of Nei and Gojobori (1986) throughout this paper, I intend to imply the method I of Nei and Gojobori (1986). In the phylogenetic tree, the branch length was defined as the number of synonymous substitutions per site for the branch.

Second, for each codon site, the ancestral codon was inferred at each node of the phylogenetic tree. As the method for inference of the ancestral sequences, the maximum parsimony method (Fitch 1971; Hartigan 1973) and the maximum likelihood method (Yang et al. 1995; Koshi and Goldstein 1996; Schultz et al. 1996; Zhang and Nei 1997) have been developed. The simulation studies have indicated that the maximum likelihood method produced more reliable results than the maximum parsimony method, when the sequences compared were distantly related to one another (Yang et al. 1995; Zhang and Nei 1997). However, they also indicated that both methods produced similarly reliable results when the sequences compared were closely related to one another (Yang et al. 1995; Zhang and Nei 1997). In the present study, I used the maximum parsimony method (Hartigan 1973) for reconstructing ancestral codons, because, in most cases, the degree of divergence among sequences used in this study was within the range that both methods produced similarly reliable results in the simulation studies (Yang et al. 1995; Zhang and Nei 1997). When more than one codon was inferred at a node, I assumed that they had
Figure V.1: Schematic representation of the new method for detecting the selective force at single amino acid sites. The method used a multiple alignment of protein coding sequences, and consisted of five steps. In this example, the number of OTUs was assumed to be three. The numbers of synonymous and nonsynonymous sites for codons and branches in the phylogenetic tree were indicated in parentheses (synonymous, nonsynonymous). The numbers of synonymous and nonsynonymous changes on branches in the phylogenetic tree were indicated in brackets [synonymous, nonsynonymous]. $s$, and $n$, represented the average numbers of synonymous and nonsynonymous sites throughout the phylogenetic tree for one codon site, respectively. $s_c$ and $n_c$ represented the total numbers of synonymous and nonsynonymous changes throughout the phylogenetic tree for one codon site, respectively.
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existed with the same probability. However, it is possible to incorporate weights for multiple paths in this method. When only the termination codon was inferred at some nodes, I excluded that codon site from further analyses, because it should have destructed the protein function. Furthermore, when the number of combinations for possible ancestral codons over all nodes exceeded 10,000, that site was also excluded from further analyses, because of time restriction.

Third, the average numbers of synonymous and nonsynonymous sites throughout the phylogenetic tree were estimated for each codon site. The numbers of synonymous and nonsynonymous sites for a particular codon was defined as the sum of the proportion of synonymous and nonsynonymous mutations to allowable total mutations at each position of the codon, respectively (Ina 1995). For example, the number of synonymous sites for codon TTT was given by

\[ s_{TTT} = 0 + \frac{\lambda_{TC}}{\lambda_{TC} + \lambda_{TA} + \lambda_{TG}} = \frac{\lambda_{TC}}{\lambda_{TC} + \lambda_{TA} + \lambda_{TG}} \]  

(1)

where \( \lambda_{ij} \) is the mutation rate from nucleotide \( i \) to \( j \). The number of nonsynonymous (\( n_i \)) sites for codon \( i \) was given by

\[ n_i = 3 - s_i \]

(2)

where \( s_i \) was the number of synonymous site for codon \( i \). Thus, any mutation matrix can be assumed to estimate the numbers of synonymous and nonsynonymous sites for a given codon. Moreover, nonsynonymous sites may be divided into the conservative and radical nonsynonymous sites, depending on whether the substitution at that site involves a change in a certain physicochemical property of amino acid or not (Hughes et al. 1990; Zhang 2000). For each codon site, the average numbers of synonymous and nonsynonymous sites on each branch were computed as follows. When more than one position was different between two codons at the ends of a branch, I took into account the possible intermediate codons in the computation. For example, if TTT and TCC occupied the ends of a branch, there were two possible intermediate codons, TTC and TCT. The average numbers of synonymous (\( s_{b(TTT,TCC)} \))
and nonsynonymous \( (n_{b(TTT,TCC)}) \) sites at the branch connecting \( TTT \) and \( TCC \) were computed as

\[
s_{b(TTT,TCC)} = \left( \frac{s_{TTT} + s_{TTT} + s_{TCC}}{3} + \frac{s_{TTT} + s_{TCT} + s_{TCC}}{3} \right) / 2, \tag{3}
\]

\[
n_{b(TTT,TCC)} = \left( \frac{n_{TTT} + n_{TTT} + n_{TCC}}{3} + \frac{n_{TTT} + n_{TCT} + n_{TCC}}{3} \right) / 2, \tag{4}
\]

where \( s_{TTT} \) and \( n_{TTT} \) (and so forth) represented the numbers of synonymous and nonsynonymous sites for codon \( TTT \), respectively (and so forth). Here, it is possible to incorporate weights for multiple paths. When none or one position was different between the two codons, the numbers of synonymous and nonsynonymous sites for those two codons were averaged. The average numbers of synonymous \( (s_t) \) and nonsynonymous \( (n_t) \) sites throughout the phylogenetic tree were computed by averaging each number over all branches with weights proportional to the evolutionary time. The evolutionary time was approximated by the branch length in the phylogenetic tree. That is,

\[
s_t = \frac{\sum_{b=1}^{N} s_b \cdot l_b}{l_t}, \tag{5}
\]

\[
n_t = \frac{\sum_{b=1}^{N} n_b \cdot l_b}{l_t}, \tag{6}
\]

where \( N \) represented the total number of branches, \( l_b \) the length of branch \( b \), and \( l_t \) the total branch length in the phylogenetic tree. When the average number of synonymous sites was zero at a codon site, that codon site was excluded from the computation of the number of synonymous substitutions per site and the test of neutrality, because of inapplicability.

Fourth, the total numbers of synonymous \( (s_t) \) and nonsynonymous \( (n_t) \) changes throughout the phylogenetic tree were counted for each codon site. The numbers of synonymous and nonsynonymous changes were defined as the numbers of synonymous and nonsynonymous differences between two codons compared, respectively. When one position was different between two codons, we could immediately decide whether the change was synonymous or nonsynonymous. When two or three positions were different between two codons, there were two or six possible pathways to obtain the differences, respectively. The numbers of synonymous
and nonsynonymous changes between those two codons were computed as the averages of those changes over all pathways. Here, it is also possible to incorporate weights for multiple paths.

Finally, the statistical test for neutrality was conducted for each codon site. If no selective force was operating on a codon site, the equations

\[ s_c / (s_c + n_c) = s / (s + n_c) \]  \hspace{1cm} (7)

\[ n_c / (s_c + n_c) = n / (s + n_c) \]  \hspace{1cm} (8)

should hold. The numbers of synonymous and nonsynonymous changes throughout the phylogenetic tree were rounded off to the integer, in order to calculate the exact binomial probability \( p \) of obtaining the observed or more biased numbers of synonymous and nonsynonymous changes for each codon site. \( s / (s + n_c) \) and \( n / (s + n_c) \) were used as the probabilities for the occurrences of synonymous and nonsynonymous changes for each codon site, respectively. The significance level was set at 5%. However, this value can be changed as the users of this method like. When the number of synonymous changes was significantly larger than that of nonsynonymous changes, negative selection was considered to have operated on that site. In the opposite situation, on the other hand, positive selection was assigned.

**Computer simulation**

The computer simulation was conducted to investigate the accuracies of the estimates for the numbers of synonymous and nonsynonymous sites and the numbers of those changes throughout the phylogenetic tree, and of the inference for the selective force at single amino acid sites. For the former purpose, however, I investigated the accuracy of the estimates for the numbers of synonymous \( (s_c) \) and nonsynonymous \( (n_c) \) substitutions, which were defined as the numbers of synonymous and nonsynonymous changes per site, respectively. That is,

\[ s_c = s_c / s_c \]  \hspace{1cm} (9)

\[ n_c = n_c / n_c \]  \hspace{1cm} (10)
It was because the numbers of synonymous and nonsynonymous sites and the numbers of those changes throughout the phylogenetic tree should be different among codon sites, depending on the codon in the ancestral sequence. In contrast, the numbers of synonymous and nonsynonymous substitutions per site should be constant for all codon sites, if the selective forces operating on all codon sites were the same.

The simulation method used in this study was originally established by Gojobori (1983) and Ina (1995). First, I constructed the mutation matrix among four nucleotides. In this study, one-parameter model (Jukes and Cantor 1969) was adopted. That is, the mutation probability, $\lambda_{ij}$, from nucleotide $i$ ($T$, $C$, $A$, or $G$) to the different nucleotide $j$ was assumed to be the same for all combinations of $i$ and $j$. $\lambda_{ii}$ was defined as

$$\lambda_{ii} = 1 - \sum_{j \neq i} \lambda_{ij}.$$  \hspace{1cm} (11)

Then, the $61 \times 61$ codon substitution matrix, excluding termination codons, was constructed from the mutation matrix and the coefficient $f$, which represented the relative rate of nonsynonymous substitution to synonymous substitution. For example, the substitution probability ($p_{TTT,TCC}$) from $TTT$ to $TCC$ was computed as

$$p_{TTT,TCC} = \lambda_{TT} \cdot \lambda_{TC} \cdot \lambda_{CC} \cdot f.$$ \hspace{1cm} (12)

If the amino acids encoded by two codons were the same, $f$ was set as 1.0, whereas if different, 1.0 for no selection scheme, 0.2 and 0.5 for negative selection scheme, and 2.0 and 5.0 for positive selection scheme. $p_{ii}$ was defined as

$$p_{ii} = 1 - \sum_{j \neq i} p_{ij},$$ \hspace{1cm} (13)

where $i$ and $j$ represented different codons.

The equilibrium frequencies of 61 codons were set as the same (1/61). The expected numbers of synonymous ($E(S_i)$) and nonsynonymous ($E(N_i)$) sites at one codon site were computed as

$$E(S_i) = \sum_{i=TTT}^{GGG} s_i / 61$$ \hspace{1cm} (14)
\[ E(N_i) = \sum_{i=TIT}^{GGG} \frac{n_i}{61}, \]  

(15)

where \( s_i \) and \( n_i \) represented the numbers of synonymous and nonsynonymous sites at codon \( i \), respectively, defined by Nei and Gojobori (1986).

The expected numbers of synonymous (\( E(S_i) \)) and nonsynonymous (\( E(N_i) \)) changes between two codons for one unit time were computed as

\[ E(S_i) = \sum_{i=TIT}^{GGG} \sum_{j=TIT}^{GGG} s_{ij} \cdot p_{ij} / 61 \]  

(16)

\[ E(N_i) = \sum_{i=TIT}^{GGG} \sum_{j=TIT}^{GGG} n_{ij} \cdot p_{ij} / 61, \]  

(17)

where \( s_{ij} \) and \( n_{ij} \) represented the numbers of synonymous and nonsynonymous changes between codons \( i \) and \( j \), respectively, defined by Nei and Gojobori (1986).

Finally, the expected numbers of synonymous (\( E(S_d) \)) and nonsynonymous (\( E(N_d) \)) substitutions per site for one unit time were computed as

\[ E(S_d) = E(S_i) / E(S_i) \]  

(18)

\[ E(N_d) = E(N_i) / E(N_i). \]  

(19)

In the present simulation, one unit time was set so that the expected number of synonymous substitutions was 0.01. It was achieved by iteratively calculating \( E(S_d) \) until

\[(0.01 - E(S_d))^2 \leq 10^{-30}\]  

(20)

held, refining \( \lambda_{ij} \) by multiplying it by the ratio of 0.01 to \( E(S_d) \). Actually, \( \lambda_{ij} \) was set as 0.0035 (\( f = 0.2 \)) to 0.0032 (\( f = 5.0 \)), the value decreased as \( f \) increased, which was expected from equation (12).

The ancestral sequence having 300 codon length was constructed from the equilibrium codon frequencies using pseudo-random numbers. The number of 300 was used because the average number of amino acids in a protein has been reported as about 300 (Ina 1995). The ancestral sequence was evolved along the artificial phylogenetic tree, according to the codon substitution matrix using pseudo-random numbers. \( f \) was set as the same for all codon sites in one sequence. For a phylogenetic tree, I assumed a symmetrical topology with 64 and 128 extant
operational taxonomy units (OTUs) and the same branch length \( b \) of 0.01, 0.02, and 0.03. The extant sequences obtained were subjected to my method. In the simulation, I assumed two situations, in which the phylogenetic relationship was known and unknown. The simulation scheme was iterated 200 times for each parameter set, yielding a total of 60,000 codon sites.

**Application to the HLA gene**

HLA is one of the proteins expressed on the surface of antigen presenting cells in humans. The protein binds to an antigenic peptide and presents it to T lymphocytes. Amino acid sites important for peptide binding have been identified and are called antigen recognition sites (ARSs). Hughes and Nei (1988) indicated that positive selection had operated on ARSs, by comparing the average number of nonsynonymous substitutions with that of synonymous substitutions over all ARSs using pairs of HLA sequences. They also indicated that negative selection had operated on non-ARSs (Hughes and Nei 1988). To investigate whether my method could produce the same result, I analyzed the HLA gene. However, the number of sequences used by Hughes and Nei (1988) was 21, which was considered to be too small to obtain conclusive results with my method. Then, I collected more sequence data from a www site (The Japanese Society for Histocompatibility and Immunogenetics; http://square.umin.ac.jp/JSHI/hla_data/data.html). On that site, nucleotide sequence data for HLA (HLA-A, -B, and -C) genes are deposited. I used 228 sequences which did not include any gaps in the 819 nucleotides, that corresponded to exons 2 to 4 of the HLA gene. The average (total) branch length in the phylogenetic tree was 0.002 (1.06).

**Application to the V3 region of HIV-1 envelope gene**

HIV-1 is the causative agent of acquired immunodeficiency syndrome in humans. The envelope protein of HIV-1 is the major target of the immune response from the host. The V3 region of this protein determines the cell tropism and syncytium-inducing capacity of HIV-1. In addition, the V3 region is entirely covered
with monoclonal antibody and cytotoxic T lymphocyte epitopes. Yamaguchi and Gojobori (1997) analyzed sequence data of the V3 region obtained from single patients at different time points (Wolfs et al. 1991; Holmes et al. 1992; McNearney et al. 1992). They found that the number of amino acid substitutions was significantly larger at five amino acid sites. Then, they speculated that those sites may be positively selected. Theoretically, however, the larger number of amino acid substitutions does not necessarily suggest the operation of positive selection. The larger number of nonsynonymous sites and the higher mutation rate for those codon sites can also explain the above phenomenon. I analyzed the same data set as Yamaguchi and Gojobori (1997) to detect the positively selected amino acid sites in the V3 region.

Partial envelope sequences with no gaps in the 162 nucleotides, 105 of which encoded the V3 region and 57 its upstream, were obtained from six patients (patients A to F in Yamaguchi and Gojobori (1997)). The numbers of sequences from patients A to F were 78, 39, 47, 16, 14, and 17 (totally 211), respectively. The average (total) branch lengths in the phylogenetic trees reconstructed for patients A to F were 0.003 (0.51), 0.003 (0.19), 0.004 (0.33), 0.001 (0.03), 0.011 (0.27), and 0.004 (0.12), respectively. The numbers of synonymous and nonsynonymous sites and the numbers of those changes throughout the phylogenetic tree were estimated for each codon site in each of the six phylogenetic trees. Then, those numbers from six phylogenetic trees were combined, to yield the numbers of synonymous and nonsynonymous sites and the numbers of those changes for each codon site over six phylogenetic trees. The average (total) branch length over six phylogenetic trees was 0.004 (1.45).

**Application to the influenza A virus HA gene**

Influenza A virus is the causative agent of acute respiratory illness known as influenza. HA is an envelope protein which is responsible for the adsorption and penetration of viral particle, and is the major target of the immune response from the host. This protein is cleaved into HA1 and HA2 upon infection. Fitch et al. (1997) analyzed 254 sequences for the HA1 gene, and proposed that 25 codon sites may be
positively selected. They compared the total number of nonsynonymous changes throughout the phylogenetic tree with that of synonymous changes for each codon site. The exact binomial probability of obtaining the observed or more biased numbers of synonymous and nonsynonymous changes were calculated for each codon site. However, they assumed that the probabilities for the occurrences of synonymous and nonsynonymous changes were constant for all codon sites, which may not hold in general. I analyzed the same data set as Fitch et al. (1997) to detect positively selected codon sites in the HA1 gene. I used 248 out of the 254 sequences, because six contained gaps or ambiguous characters. Each sequence consisted of 987 nucleotides. The average (total) branch length in the phylogenetic tree was 0.004 (1.88).
V.3 Results

Computer simulation

In the computer simulation, I assumed two situations, in which the phylogenetic relationship was known and unknown. This assumption allowed me to investigate the effect of information about phylogenetic relationship on the overall results. In fact, the results were almost identical in both situations (data not shown). Therefore, I presented only the results obtained with the assumption that phylogenetic relationship was known.

The expected and estimated numbers of synonymous and nonsynonymous substitutions per site throughout the phylogenetic tree at one codon site are summarized in Tables V. 1 and V. 2, respectively. The expected numbers of synonymous and nonsynonymous substitutions (Table V. 1) may be regarded as the true values to be estimated. It was clear that the numbers of synonymous and nonsynonymous substitutions were estimated accurately in many situations. However, under the strong positive selection scheme \( f = 5.0 \), the number of synonymous substitutions tended to be overestimated, whereas that of nonsynonymous substitutions underestimated. These tendencies became obvious when the expected number of nonsynonymous substitutions on a branch exceeded 0.1. These findings probably resulted from the branches in the phylogenetic tree containing multiple nonsynonymous substitutions which were not corrected for by the maximum parsimony method. Moreover, some of the multiple pathways between two codons, which were different at more than one position due to multiple nonsynonymous substitutions, probably contained artificial synonymous substitutions in the computation. The variance was generally larger for the estimation than for the expectation, probably due to errors accompanying the inference of ancestral codons and the estimation of substitution numbers. However, when \( f \) was 5.0, the variance for nonsynonymous substitution was smaller. This may be explained by the
Table V.1: Expected numbers of synonymous (Syn.) and nonsynonymous (Non.) substitutions per site throughout the phylogenetic tree for one codon site.

### 64 OTUs

<table>
<thead>
<tr>
<th>( b )</th>
<th>0.2</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syn.</td>
<td>1.26 ± 1.28&lt;sup&gt;c&lt;/sup&gt;</td>
<td>1.26 ± 1.28</td>
<td>1.26 ± 1.28</td>
<td>1.26 ± 1.28</td>
<td>1.26 ± 1.28</td>
</tr>
<tr>
<td>Non.</td>
<td>0.26 ± 0.34</td>
<td>0.64 ± 0.53</td>
<td>1.26 ± 0.75</td>
<td>2.48 ± 1.05</td>
<td>5.88 ± 1.62</td>
</tr>
<tr>
<td>Syn.</td>
<td>2.52 ± 1.81</td>
<td>2.52 ± 1.81</td>
<td>2.52 ± 1.81</td>
<td>2.52 ± 1.81</td>
<td>2.52 ± 1.81</td>
</tr>
<tr>
<td>Non.</td>
<td>0.51 ± 0.48</td>
<td>1.27 ± 0.76</td>
<td>2.52 ± 1.06</td>
<td>4.95 ± 1.49</td>
<td>11.75 ± 2.29</td>
</tr>
<tr>
<td>Syn.</td>
<td>3.78 ± 2.22</td>
<td>3.78 ± 2.22</td>
<td>3.78 ± 2.22</td>
<td>3.78 ± 2.22</td>
<td>3.78 ± 2.22</td>
</tr>
<tr>
<td>Non.</td>
<td>0.77 ± 0.59</td>
<td>1.91 ± 0.93</td>
<td>3.79 ± 1.30</td>
<td>7.43 ± 1.82</td>
<td>17.63 ± 2.81</td>
</tr>
</tbody>
</table>

### 128 OTUs

<table>
<thead>
<tr>
<th>( b )</th>
<th>0.2</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syn.</td>
<td>2.54 ± 1.82</td>
<td>2.54 ± 1.82</td>
<td>2.54 ± 1.82</td>
<td>2.54 ± 1.82</td>
<td>2.54 ± 1.82</td>
</tr>
<tr>
<td>Non.</td>
<td>0.52 ± 0.48</td>
<td>1.28 ± 0.76</td>
<td>2.54 ± 1.07</td>
<td>4.99 ± 1.49</td>
<td>11.85 ± 2.30</td>
</tr>
<tr>
<td>Syn.</td>
<td>5.08 ± 2.58</td>
<td>5.08 ± 2.58</td>
<td>5.08 ± 2.58</td>
<td>5.08 ± 2.58</td>
<td>5.08 ± 2.58</td>
</tr>
<tr>
<td>Non.</td>
<td>1.03 ± 0.68</td>
<td>2.57 ± 1.07</td>
<td>5.09 ± 1.51</td>
<td>9.98 ± 2.11</td>
<td>23.69 ± 3.26</td>
</tr>
<tr>
<td>Non.</td>
<td>1.55 ± 0.83</td>
<td>3.85 ± 1.31</td>
<td>7.63 ± 1.85</td>
<td>14.97 ± 2.59</td>
<td>35.54 ± 3.99</td>
</tr>
</tbody>
</table>

<sup>a</sup> The relative rate of nonsynonymous substitution to synonymous substitution.

<sup>b</sup> The branch length, represented as the number of synonymous substitutions per site, for each branch in the phylogenetic tree.

<sup>c</sup> The standard error was calculated with the assumption of Poisson distribution for the substitution number.
Table V.2: Estimated numbers of synonymous (Syn.) and nonsynonymous (Non.) substitutions per site throughout the phylogenetic tree for one codon site^a.

<table>
<thead>
<tr>
<th></th>
<th>f^b</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b^c</td>
<td>0.2</td>
<td>0.5</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Syn.</td>
<td>0.01</td>
<td>1.26 ± 1.97</td>
<td>1.27 ± 2.39</td>
<td>1.28 ± 1.91</td>
<td>1.30 ± 1.52</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>2.48 ± 2.72</td>
<td>2.46 ± 2.51</td>
<td>2.49 ± 2.07</td>
<td>2.56 ± 1.96</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>3.66 ± 2.98</td>
<td>3.66 ± 2.81</td>
<td>3.70 ± 2.42</td>
<td>3.82 ± 2.30</td>
</tr>
<tr>
<td>Non.</td>
<td>0.01</td>
<td>0.25 ± 0.34</td>
<td>0.64 ± 0.54</td>
<td>1.26 ± 0.76</td>
<td>2.47 ± 1.06</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>0.51 ± 0.49</td>
<td>1.27 ± 0.76</td>
<td>2.49 ± 1.06</td>
<td>4.81 ± 1.45</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>0.77 ± 0.60</td>
<td>1.90 ± 0.93</td>
<td>3.70 ± 1.28</td>
<td>7.01 ± 1.69</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>f</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>0.2</td>
<td>0.5</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Syn.</td>
<td>0.01</td>
<td>2.53 ± 3.20</td>
<td>2.53 ± 3.04</td>
<td>2.55 ± 2.30</td>
<td>2.60 ± 2.09</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>5.00 ± 4.54</td>
<td>4.99 ± 3.21</td>
<td>5.01 ± 2.89</td>
<td>5.18 ± 2.75</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>7.37 ± 4.43</td>
<td>7.36 ± 3.67</td>
<td>7.45 ± 3.41</td>
<td>7.73 ± 3.25</td>
</tr>
<tr>
<td>Non.</td>
<td>0.01</td>
<td>0.52 ± 0.49</td>
<td>1.29 ± 0.77</td>
<td>2.54 ± 1.09</td>
<td>4.99 ± 1.52</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>1.03 ± 0.70</td>
<td>2.56 ± 1.09</td>
<td>5.04 ± 1.52</td>
<td>9.70 ± 2.08</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>1.56 ± 0.86</td>
<td>3.83 ± 1.33</td>
<td>7.45 ± 1.84</td>
<td>14.13 ± 2.44</td>
</tr>
</tbody>
</table>

^a The phylogenetic relationship was assumed to be known.

^b The relative rate of nonsynonymous substitution to synonymous substitution.

^c The branch length, represented as the number of synonymous substitutions per site, for each branch in the phylogenetic tree.
saturation effect on the number of nonsynonymous substitutions, due to using the maximum parsimony method.

In the test of neutrality, I have excluded codon sites on which only the termination codon was inferred at some nodes in the phylogenetic tree. I also excluded sites where the number of combinations for possible ancestral codons over all nodes exceeded 10,000, and where the average number of synonymous substitutions throughout the phylogenetic tree was zero. For all parameter sets except one, the number of testable sites was close to 60,000 (53,340 ~ 60,000), which was the total number of codon sites in a simulation. However, a dramatic decline (20,611) was observed in the case of 128 OTUs with strong positive selection ($f = 5.0$) and long branch length ($b = 0.03$). The majority of excluded sites had more than 10,000 combinations of possible ancestral codons.

The results for detecting the selective force at single amino acid sites are summarized in Table V.3. In general, the false positive rate for detecting the selective force was low. Namely, the rate was at most 2% under no selection scheme, which was expected from the significance level set at 5%. The rate declined to almost zero when positive and negative selections operated. This tendency was not related to the strength of the selective force, the number of OTUs, and the branch length in the phylogenetic tree. On the other hand, the true positive rate for detecting the selective force depended upon the parameter values. The rate improved as the selective force, the number of OTUs, and the branch length in the phylogenetic tree increased. The increase in the latter two factors corresponded to the increase in the total branch length in the phylogenetic tree. In particular, most of the sites with strong positive selection ($f = 5.0$) were correctly detected when the total branch length was 2.5 or more. The negatively selected sites were less well detected than the positively selected sites. That is, the total branch length of 5.0 or more was needed to correctly detect most of the sites with strong negative selection ($f = 0.2$). It was probably because the total number of nucleotide changes throughout the phylogenetic tree for one codon site was smaller in the negative selection scheme. However, my method should still be
Table V.3: Frequencies of codon sites on which negative (Neg.) and positive (Pos.) selections were detected$^a$.

<table>
<thead>
<tr>
<th>64 OTUs</th>
<th></th>
<th>0.2</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
<th>5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b^c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>Neg.</td>
<td>0.08</td>
<td>0.05</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.21</td>
</tr>
<tr>
<td>0.02</td>
<td>Neg.</td>
<td>0.22</td>
<td>0.09</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
<td>0.47</td>
</tr>
<tr>
<td>0.03</td>
<td>Neg.</td>
<td>0.33</td>
<td>0.12</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.08</td>
<td>0.59</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>128 OTUs</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$b^c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>Neg.</td>
<td>0.23</td>
<td>0.10</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>0.02</td>
<td>Neg.</td>
<td>0.43</td>
<td>0.15</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.15</td>
</tr>
<tr>
<td>0.03</td>
<td>Neg.</td>
<td>0.56</td>
<td>0.20</td>
<td>0.02</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
<td>0.21</td>
</tr>
</tbody>
</table>

$^a$ The phylogenetic relationship was assumed to be known.

$^b$ The relative rate of nonsynonymous substitution to synonymous substitution.

$^c$ The branch length, represented as the number of synonymous substitutions per site, for each branch in the phylogenetic tree.
useful for detecting selective forces at single amino acid sites, because the false positive rate was generally small.

Application to the HLA gene

The results for detecting the selective force at single amino acid sites in the HLA protein are described in Figure V.2. Of the 57 ARSs, 17 were inferred as positively selected but none negatively selected. Out of the remaining 216 non-ARSs, 2 were inferred as positively selected and 16 negatively selected. The \( \chi^2 \) test and Fisher's exact test clarified that the significantly larger fraction of sites were positively selected in ARSs than non-ARSs (Table V.4). Furthermore, I investigated the selective force operating over ARSs and non-ARSs. For each region, the total number of nonsynonymous changes throughout the phylogenetic tree over all codon sites was compared with that of synonymous changes. As a result, the number of nonsynonymous changes was significantly \( (p = 4.8 \times 10^{-59}) \) larger than that of synonymous changes in ARSs, whereas the inverse \( (p = 3.9 \times 10^{-10}) \) was true in non-ARSs. Similar results were obtained when the same data set as Hughes and Nei (1988) was analyzed (data not shown). These results were consistent with those of Hughes and Nei (1988), confirming the effectiveness of my method with actual data.

It should be noted that positive selection was detected on two amino acid sites in non-ARSs (Figure V.2). When I examined the three-dimensional structure of the HLA molecule (PDBid: 1HLA, Bjorkman et al. 1987), all positively selected amino acid sites, including those in non-ARSs, faced the cleft for antigen recognition (Figure V.3). Thus, two positively selected amino acid sites in non-ARSs might also be involved in antigen recognition. In contrast, most of the negatively selected amino acid sites did not face the cleft for antigen recognition (Figure V.3).

Application to the V3 region of HIV-1 envelope gene

The results for detecting the selective force at single amino acid sites in the V3 region of HIV-1 envelope protein are described in Figure V.4. Among the five sites
Figure V.2: Amino acid sites on which positive and negative selections were detected in the HLA protein. The abscissa indicated the amino acid site counted from the N-terminus of the exon two. The ordinate indicated the value of $(1 - p)$ for each amino acid site (see the text). When the number of nonsynonymous substitutions per site was larger than that of synonymous substitutions, the value was indicated above the abscissa. In the opposite situation, on the other hand, the value was indicated below the abscissa. Dotted lines indicated the 5 % significance level. Positive (filled arrow head) or negative (open arrow head) selection was assigned to the amino acid site when the corresponding value exceeded the dotted line. ARSs were indicated with shade. See also Table V.4 for statistical analyses.
Figure V.2
Table V.4: Numbers of codon sites on which positive and negative selections were detected for ARSs and non-ARSs in the HLA gene$^a$.

<table>
<thead>
<tr>
<th></th>
<th>Positive selection</th>
<th>Negative selection</th>
<th>No selection$^b$</th>
<th>Excluded$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARS</td>
<td>17</td>
<td>0</td>
<td>37</td>
<td>3</td>
</tr>
<tr>
<td>non-ARS</td>
<td>2</td>
<td>16</td>
<td>188</td>
<td>10</td>
</tr>
</tbody>
</table>

$^a$χ² test and Fisher’s exact test were conducted for the 2 × 2 contingency table of positive selection and negative plus no selections, versus ARS and non-ARS. The χ² value was 58.8 with one degree of freedom ($p < 0.005$), and the Fisher’s exact probability was $3.2 \times 10^{-11}$.

$^b$This category included codon sites where the statistically significant difference was not detected between the numbers of synonymous and nonsynonymous changes.

$^c$This category included codon sites where the statistical test was not conductable.
Figure V.3: Three-dimensional structure of the HLA molecule (PDBid: 1HLA, Bjorkman et al. 1987). Positively selected amino acid sites in ARSs, those in non-ARSs, and negatively selected amino acid sites were colored yellow, red, and blue, respectively.
(positions 11, 13, 18, 20, and 25) where the number of amino acid substitutions was larger (Yamaguchi and Gojobori 1997), positive selection was detected on two sites (positions 13 and 18), but not on the other three (positions 11, 20, and 25). However, all of the latter three sites had a larger number of nonsynonymous substitutions per site than that of synonymous substitutions (Figure V.4). Therefore, I did not rule out the possibility that those sites may also be positively selected. It should be noted, however, that positive selection was detected on two sites (positions 22 and 24) where the number of amino acid substitutions was not larger in Yamaguchi and Gojobori (1997).

Positions 13 and 24 have been related to antigenic variation (Wolfs et al. 1991; Shioda et al. 1994), and cell tropism and syncytium-inducing capacity (Fouchier et al. 1992; Chesebro et al. 1992) of HIV-1, respectively. However, for positions 18 and 22, no particular functions have been assigned. The entire V3 region is covered with monoclonal antibody and cytotoxic T lymphocyte epitopes (HIV Molecular Immunology Database; http://hiv-web.lanl.gov/immunology/index.html). Therefore, those sites might be important for recognition by the immune system from the host.

Application to the influenza A virus HA gene

In the HA1 gene of influenza A virus, positive selection was detected on three codon sites (positions 138, 196, and 226). All these sites were included in the 25 sites proposed as positively selected by Fitch et al. (1997). The discrepancy in the number of sites detected in the previous (Fitch et al. 1997) and present studies may have resulted from the difference in the methodologies. That is, Fitch et al. (1997) assumed that the probabilities for the occurrences of synonymous and nonsynonymous changes were constant for all codon sites, whereas I did not make that assumption. Indeed, when that assumption was made in my method, 17 amino acid sites (positions 88, 121, 133, 135, 137, 138, 145, 156, 159, 186, 188, 190, 193, 194, 226, 275, and 276) were detected as positively selected. Additional 18 sites (positions 53, 75, 78, 94, 124, 140, 157, 158, 163,
Figure V.4: Amino acid sites on which positive and negative selections were detected in the V3 region of HIV-1 envelope protein. The abscissa indicated the amino acid site counted from the N-terminal cysteine residue in the V3 region. The ordinate indicated the value of $(1-p)$ for each amino acid site (see the text). When the number of nonsynonymous substitutions per site was larger than that of synonymous substitutions, the value was indicated above the abscissa. In the opposite situation, on the other hand, the value was indicated below the abscissa. Dotted lines indicated the 5% significance level. Positive (filled arrow head) or negative (open arrow head) selection was assigned to the amino acid site when the corresponding value exceeded the dotted line. Amino acid sites where the substitution number has been reported to be larger (Yamaguchi and Gojobori 1997) were indicated with shade.
172, 174, 189, 196, 201, 214, 219, 310, and 312) were detected when the probabilities for
the occurrences of synonymous and nonsynonymous changes for all codon sites were
assumed as 0.565 and 0.435, respectively, which were used by Fitch et al. (1997). These
sites included most of the 25 sites detected by Fitch et al. (1997). Moreover, when the
probabilities used by Fitch et al. (1997) were adopted in my computer simulation, up to
75 %, 31 %, and 5 % of sites with \( f \) of 1.0, 0.5, and 0.2 were falsely detected as positively
selected, respectively. Therefore, the results of Fitch et al. (1997) might contain some
false positives.

It has been reported that positions 138 and 226 are involved in selection during
growth in eggs (Meyer et al. 1993; Rocha et al. 1993; Gubareva et al. 1994; Hardy et al.
1995), and positions 196 and 226 in antibody recognition and neutralization (Wiley et
al. 1981; Bizebard et al. 1995) of influenza A virus. Therefore, these functions may be
the causes of positive selection for those sites. Interestingly, all positively selected
amino acid sites were closely located in the three-dimensional structure of the HA1
molecule (PDBid: 1HGF, Sauter et al. 1992), whereas negatively selected sites evenly
scattered in the molecule (Figure V.5).
Figure V.5: Three-dimensional structure of the influenza A virus HA1 molecule (PDBid: 1HGF, Sauter et al. 1992). This protein constitutes a trimer in the virion. Positively and negatively selected amino acid sites were colored yellow and blue, respectively.
V.4 Discussion

The method described in the present study detected the selective force by comparing the number of nonsynonymous changes with that of synonymous changes, assuming that the synonymous change was almost neutral. However, some reports have indicated that the selective force may operate on the synonymous change. As for the cause of the selective force, the codon usage bias (Akashi 1995) and the secondary structure of the messenger RNA (mRNA) (Smith and Simmonds 1997) have been hypothesized. However, my method may still be useful in those situations, because the selective force operating on the codon usage bias may be weak (Akashi 1995). Moreover, a similar degree of selective constraint, as on the synonymous change, may also operate on the nonsynonymous change, for maintaining the secondary structure of mRNA.

In the computer simulation, values ranging from 0.2 to 5.0 were used for $f$, the relative rate of nonsynonymous substitution to synonymous substitution. $f$ was, in general, considered to be approximately equal to $4N_e s$, with positive genic selection in the diploid organism, where $N_e$ represented the effective population size and $s$ the selective coefficient (Crow and Kimura 1970). To investigate whether the values used for $f$ were realistic, I computed the ratio ($r$) of the number of nonsynonymous substitutions per site to that of synonymous substitutions in the results of Hughes and Nei (1988). $r$ was, by definition, almost equivalent to $f$. As a result, $r$ ranged from 0.06 to 5.08, encompassing the values of $f$ used in the simulation. These findings would suggest that my simulation schemes were not unrealistic.

The computer simulation and the application to the HLA gene confirmed the effectiveness of my method for detecting the selective force at single amino acid sites. The efficiency of the method increased as the selective force, the number of OTUs, and the branch length in the phylogenetic tree increased. The increase in the latter two factors corresponded to the increase in the total branch length in the phylogenetic tree. However, it should be recalled that, in the case of 128 OTUs with strong positive
selection \( f = 5.0 \) and long branch length \( b = 0.03 \), the number of codon sites on which the statistical test was conductable was small. That was mainly due to the sites with more than 10,000 combinations of possible ancestral codons over all nodes in the phylogenetic tree. This result suggests that overall accuracy of detecting the selective force was low in that situation, in spite of the long total branch length in the phylogenetic tree. Moreover, the results for the case of 128 OTUs with \( b \) of 0.01 were generally better than those for the case of 64 OTUs with \( b \) of 0.02, although the total branch length in the phylogenetic tree was almost the same. It was probably because the longer branch included more multiple substitutions which were not corrected for by the maximum parsimony method. These results indicate that merely increasing the total branch length in the phylogenetic tree is not sufficient to improve the efficiency of the method. In conclusion, for improving the efficiency of the method, the total branch length should be increased, with the individual branch kept relatively short in the phylogenetic tree (for 128 OTUs, \( b \) should be less than 0.03).

Furthermore, another problem may arise, if we use many sequences which are closely related to each other. That is, the topology of the phylogenetic tree may not be reliable, which may lead to the incorrect estimation of the numbers of synonymous and nonsynonymous sites and the numbers of those changes throughout the phylogenetic tree for each codon site. That may eventually cause the incorrect inference of the selective force operating on each codon site. However, the computer simulation indicated that the results were almost identical in both situations where the phylogenetic relationship was assumed to be known and unknown (data not shown). Therefore, the lack of information about the phylogenetic relationship may not affect the results seriously. However, the topologies examined in this study was two. Further extensive simulation studies with many topologies may be conducted, to obtain final conclusions about the influence of the topology on the accuracy of detecting selective forces at single amino acid sites.

Some attempts have been made for detecting positive selection at single amino acid sites. Fitch et al. (1997) used a multiple alignment of protein coding sequences to
reconstruct a phylogenetic tree. Then, for each codon site, they compared the total number of nonsynonymous changes throughout the phylogenetic tree with that of synonymous changes. They computed the exact binomial probability of obtaining the observed or more biased numbers of synonymous and nonsynonymous changes for each codon site. In their analyses, however, it was assumed that the probabilities for the occurrences of synonymous and nonsynonymous changes were constant for all codon sites, which may not hold in general. Specifically, to obtain their results, they computed the total numbers of synonymous ($s_T$) and nonsynonymous ($n_T$) changes throughout the phylogenetic tree over all codon sites. Then, $s_T / (s_T + n_T)$ and $n_T / (s_T + n_T)$ were used as the probabilities for the occurrences of synonymous and nonsynonymous changes for all codon sites, respectively. Nielsen and Yang (1998) developed a method using the maximum likelihood approach. They divided codon sites into three categories, negatively selected, neutral, and positively selected sites. Then, they calculated the posterior probability that a particular codon site belonged to the category of positive selection. Their method could be used for distantly related sequence data. However, they assumed that the relative rate of nonsynonymous substitution to synonymous substitution was the same for all positively selected codon sites, which did not seem realistic. The method developed in the present study does not rely on the assumptions as mentioned above. Moreover, the new method may require less computation and can handle larger data sets.

However, my method may improve, to some extent, by the following manners. First, the likelihood approach, instead of the maximum parsimony method, may be used for inference of the most plausible ancestral codon at each node of the phylogenetic tree, to reduce the number of combinations for possible ancestral codons over all nodes for one codon site (Yang et al. 1995; Koshi and Goldstein 1996; Schultz et al. 1996; Zhang and Nei 1997). Second, multiple substitutions on the long branches may be corrected for, to apply this method to the distantly related sequence data.

Moreover, there are some restrictions in the use of my method. In this method, the total number of nonsynonymous changes throughout the phylogenetic tree was

64
compared with that of synonymous changes for each codon site. Therefore, if positive selection had operated in an episodic manner on some branches in the phylogenetic tree (Messier and Stewart 1997), my method may fail to detect it. My method was considered to be most effective in the cases where positive selection had operated continuously or very strongly at some evolutionary period.

The simulation study indicated that the total branch length in the phylogenetic tree of 2.5 or more was sufficient to detect most of the positively selected amino acid sites. However, it was also shown that the false positive rate for detecting the selective force was low, regardless of the number of OTUs and the branch length in the phylogenetic tree. These observations suggest that the method may be safely applied to gene sequences which do not have such a long total branch length in the phylogenetic tree. Indeed, the effectiveness of the method was supported by the application to the HLA gene, which had the total branch length of 1.06. On the other hand, sequence data in the international DNA databanks (DDBJ/EMBL/GenBank) is accumulating exponentially (Tateno and Gojobori 1997), and data concerning the diversity within a single species is systematically collected (Cavalli-Sforza et al. 1991). Therefore, we would have more gene sequences which have a long total branch length in the phylogenetic tree. I believe my method will become increasingly more useful in the future, particularly for predicting functions of amino acid sites in proteins.
Conclusion

In the present study, I propose that RNA viruses can be divided into two groups, according to their rates of nucleotide substitutions. One group consists of rapidly evolving RNA viruses, which evolve at the rate of the order of $10^3$ to $10^4$ per nucleotide site per year. The other group is composed of slowly evolving RNA viruses, which evolve at the rate of the order of $10^6$ to $10^7$ per nucleotide site per year.

I estimated the rate of nucleotide substitutions for GB virus C/hepatitis G virus (GBV-C/HGV) to be less than $9.0 \times 10^6$ per nucleotide site per year. Thus, GBV-C/HGV may be a member of slowly evolving RNA viruses. The rate of nonsynonymous substitutions for Ebola virus was estimated to be $3.6 \times 10^{-5}$ per nonsynonymous site per year, and Marburg virus was also inferred to evolve at a similar rate. These rates seem to be intermediates between the rates for rapidly and slowly evolving RNA viruses. However, I indicate that Ebola and Marburg viruses may be classified as rapidly evolving RNA viruses, because the rate of synonymous substitutions should be much higher than that of nonsynonymous substitutions.

The rate of mutation and the rate of replication may be assumed as the causes for the different rates of nucleotide substitutions for rapidly and slowly evolving RNA viruses. However, human T-cell lymphotropic virus types I (HTLV-I) and II (HTLV-II), which are the members of slowly evolving RNA viruses, are known to replicate slowly. These facts suggest that the difference in the rates of nucleotide substitutions may be derived from the difference in the rates of replication, although
I cannot exclude the possibility for the difference in the rates of mutation. Then, I speculate that RNA viruses may have two alternative strategies to escape from the immune response and to establish persistent infection. The first strategy is to replicate rapidly to produce antigenic variants continuously, which are not recognized by the antibodies and cytotoxic T lymphocytes directed against the original antigen. The second strategy is to replicate slowly to reduce the exposure of antigens to the immune system and prevent induction of the immune response. Only viruses with intermediate rates of replication may be efficiently eliminated by the immune response. This hypothesis can explain why we can see only rapidly and slowly evolving RNA viruses, but not the intermediate ones.

If we assume that the rate of nucleotide substitutions is mainly determined by the rate of replication, rapidly evolving RNA viruses may have higher pathogenicity than slowly evolving RNA viruses. This is because rapidly evolving RNA viruses may infect host cells and prevent their normal function to a larger extent than slowly evolving RNA viruses. Indeed, the pathogenicities for GBV-C/HGV, HTLV-I, and HTLV-II are known to be relatively low.

The divergence time of GBV-C/HGV was estimated as more than 7,000–10,000 years ago. This observation is consistent with the hypothesis that GBV-C/HGV may have originated from Africa, and was transmitted along with human migrations which began about 100,000 years ago. If this scenario is true, the study of GBV-C/HGV may be useful for clarifying the migration pattern of humans, as is the case for HTLV-I and HTLV-II. The divergence time between Ebola and Marburg viruses was estimated as more than several thousand years ago. It should be noted that GBV-C/HGV and Ebola and Marburg viruses are referred to as the
emerging viruses. In this study, however, it was indicated that these viruses did not emerge recently. These viruses may have existed for a long period of time in humans (GBV-C/HGV), or in another natural host and transmitted to humans by interspecies transmission (Ebola and Marburg viruses). The interspecies transmission seems to be related to the high pathogenicity observed for Ebola and Marburg viruses.

The pattern of nucleotide substitutions for Marburg virus suggested that negative selection operated on this virus. This observation was consistent with the neutral theory of molecular evolution. In the present study, I developed a method for detecting natural selection operating at single amino acid sites. The computer simulation and the application to the human leukocyte antigen gene confirmed the effectiveness of this method. By combining this method with experimental data, such as the three-dimensional structure, it would be possible to predict functions of amino acid sites in proteins. In particular, this method should be useful for predicting the epitopes in the viral proteins. I believe that this method will become more and more useful in the future, with the sequence data accumulating at an enormous speed in the international DNA databanks (DDBJ/EMBL/GenBank).
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