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CHAPTER 1
INTRODUCTION
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[-1. Transition state theory

Since electron transfer (ET) governs chemical processes of
oxidation and reduction and thus is very important in chemistry, biology,
and physics, it has been studied extensively for many years. For ET in
solution, many theories have been developed on the basis of transition
state theory (TST).l Therefore, as an introduction, I would like to
mention the basis of TST of ET. For many cases, TST was applied
successfully, however, with the recent development of ultrashort pulse
lasers, cases are found, in which TST failed.

TST can be applied when the distribution of reactant is kept under
equilibrium during the reaction. For simple linear reaction (A —= B),
reaction rate krsrcan be determined from three terms; (1) the population
at the transition state zgp-/exp(AG*/kgT), (2) the velocity of the reactant to
cross the transition state v, and (3) the probability to become a product p.

Therefore, simplest formula for k7sr can be written as;

krop = Y exp(- AG* 1.1
TST oo ( kgT) I 1

where zg is a partition function, AG™ an activation energy, kg Boltzmann's
constant, and T temperature. The factor 1/2 comes from an estimation
that half of the reactant is moving toward product and l.lalf are not, at the
transition state. For the exponential term, Marcus and many other
researchers have studied the encrgy gap (free cnergy difference)
dependence of ET. For the pre-exponential term, discussions on
adiabaticity and non-adiabaticity of the reaction have been carried out.
At the adiabatic limit, reaction rate should depend on solvent dynamics.
Therefore, studies comparing rcaction rate constants and the solvent

relaxation times have been carried out.



I-2. Energy gap dependence

When it is assumed that the free energy surfaces of the reactant and
product are quadratic function with a same curvature, the activation energy

can be expressed as:2

AGk = (A+ AG)?

42 1.2

with reorganization energy A, and the free energy gap AG of the reaction.
The famous Marcus "inverted region” can be introduced by this simple
expression. As is shown in Figure I-1, 4 is the value of a free energy on
the reactant surface at the position of the bottom of the product well. It js
used to represent the deviation between the bottom of the reactant and
product well. The energy gap dependence of ET rate can be separated in
three regions, (a) -AG < A, the region where the reaction becomes faster as
-AG increases. (b) -AG = A, the reaction occurs the fastest because the
activation barrier vanishes. The free energy surface of the product crosses
the bottom of the reactant surface. (c) -AG > A, the reaction become
slower again as -AG increases. Therefore, the rate of ET shows a bell-
shape energy gap dependence. Case (a) is called the "normal region”, and
(c) is called the "inverted region". Usually, the 'bell-shape 1s not
symmetric, as is shown in Figure I-1, because of the effect of high
frequency quantum mechanical mode.3 In the mverted region, reaction
also occurs to the vibrationally excited states of the product. Many
experimentalists have tried to confirm the prediction of Marcus. Some of
them observed Marcus inverted region but some did not.4~8 The charge
shift and charge recombination reaction showed a quite good bell-shape

dependence while charge separation did not.
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Figure |-1. Energy gap dependence of ET rate kgt and its relation to
the configuration of the free energy surfaces of reactant and product.
The bell-shape is not symmetric because of the effect of high
frequency quantum mechanical mode.
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[-3. Adiabatic and non-adiabatic reaction in solution

The most of the theories treat the energy relaxation caused by
solvent polarization as a driving force for the ET in solution. The
importance of solvent polarization can be seen in many systems, which
show no ET in the gas phase but in a polar solvent. Therefore, a solvent
coordinate, which describes the solvent polarization, is used to express
the free energy surface for ET. Polar solvent molecules organize around
the solute molecule to minimize the dielectric interaction energy.
Therefore, ET is treated as a process for the reactant to cross the
transition state to the product by the fluctuation of surrounding solvent
molecules. Before the reaction, the solvent and reactant molecules are in
an equilibrium. Then a large fluctuation of the solvent brings the reactant
to the transition state. After reaching the transition state, reaction takes
place by probability p. Then the excess energy will be disposed into the
solvent heat bath and the system relaxes to a new equilibrium for the
product. The reorganization of the solvent molecules are often treated as
mfinitely fast.

For simplicity, normalized solvent coordinate Xs 15 often used to
describe ET. The coordinate is normalized for the bottom of the reactant
energy surface to be at 0, and that of the product at 1. Therefore, when
linear response of the solvent polarization against instantaneous change in
solute dipole is assumed, the free energy surface for the reactant G,(.x;)

and product Gp(xs) can be written as; 9,10
G, = Aux2 (1. 3)
G, = Alx, - D> + AG (1. 4)

where A; is a reorganization energy on the solvent coordinale.



The probability p can be determined by the electronic matrix
element Veyin the case of ET. V, is an overlap integral between the
wave function of the reactant and product. When V,; is small, the free
energy surface becomes non-adiabatic, and when it is large, the surface
becomes adiabatic. To make this distinction clearer, a region called
Landau-Zener (LZ) region is defined. The length of LZ region Iz,

shown in Figure I-2 (a), is defined by;!!

2V _ Ve

: : (L. 5)
G, - G, As

liz=

where G," and Gp’ are the differential of the both surface. When /17 is
much smaller than the mean-free-path Iy, of a imaginary particle
fluctuating on the energy surface, the reaction becomes non-adiabatic,
and when I17 > [y, the reaction becomes adiabatic. The mean-free-
path [y is the length of the path before the fluctuating particle changes
its direction.

When reaction is non-adiabatic ({17 <« Imfp), as is shown in Figure
I-2 (b), the particle crosses the LZ region ballistically. Therefore, the
velocity v can be determined from the temperature and the effective mass

of the imaginary particle m;

v= /%L (1. 6)

The probability p will be proportional to the ratio between the time for
the reactant to stay in the LZ region t; 7, and the time needed for the

transition from the reactant to the product state thop:

! Y Vg
=2z = om(izy j (L) = o Vel 1.7
P Thop ( v ) (Vez' fvAy
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Figure 1-2. (a) Definition of the LLZ and transition state regions and

estimate of the corresponding lengths Iz and ltg. (b) Shape of
the barrier top for non-adiabatic reaction and (c) strongly adiabatic

reaction.



where % is Planck's constant, and thop 18 treated to be 4V from the

uncertainty principle. Therefore, p depends on V,;. In non-adiabatic

case, the rate of ET can be written as;10

v Z *
kya = 2E el exp(- AGT) (L. 8)
% AxAksT kgT

When reaction is adiabatic (IL.7 >> Imfp.), p becomes unity, and the
velocity v is determined by the solvent fluctuation. As it is shown in
Figure I-2 (c), the particle crosses the transition state by Brownian

motion. Therefore, the rate for the reactant to cross the transition state

will be determined by the length of the transition state /7 and the time for

the reactant to stay in the transition state 75;

vps = 18 (1.9)

The transition state is defined as the neighborhood of the activation

maximum differing in energy by less than the thermal energy 4gT (see

Figure I-2 (a)). The length of this region can be written as;

Ips = kgT (L. L1 y=2kpT (. 10)
sl G e T A
trs can be written as;
[
frg = IS (I. 11)

2D

where D 1s the diffusion constant for solvent polarization;



D= ’ﬂg]l (L 12)

where 7 is the coefficient of dielectric friction:
n=me?27, 1 13)

where @ = (24, / m)1/2 1 is the solvent relaxation time. Therefore the

adiabatic rate can be written as; 10

ko= L1 _@s_ex _AG* I 14
T TN TomigT Pl kBT) 119

The reaction is called solvent-controlled adiabatic reaction, the rate is
proportional to the inverse of 7,. At room temperature, /6mkpT = 1.2 eV,
and the value of A is usually smaller than this. Therefore, the maximum
of k4 is about 1/7;. In TST, solvent fluctuation is treated to be infinitely
fast compared 1o the actual reaction. However, the actual 7, has a finite
value, it is usually in the order of picoseconds. Thus, for ultrafast ET
occurring in picosecond time regime, solvent fluctuation should be the
limiting step. This kind of effect has become observable only recently
with the development of ultrashort pulse lasers.

Recently the dependence of ET rate on diffusive solvation
processes has been found in strongly polar solvents.12~15 Kosower ¢f al.
examined the excited state intramolecular electron transfer of
arylaminonaphthalene sulphonates in alcohol solutions. ! 2 They found a
correlation between the ET rate and the inverse of longitudinal relaxation

time 77, of the solvent as shown in Figure [-3. The 77 is a solvent
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Figure I-3. A plot of the longest longitudinal relaxation times for
linear alcohols, 7 = (¢ /¢ )tp, versus the fluorescence lifetimes
for the S, state of TNSDMA [6-(4-methyiphenyl)amino-2-
naphthaienesulfon-N,N-dimethylamide] and the Sy state of
DMABN (p-dimethylaminobenzonitrile). The factors, ¢ = n° and
.s» are the high-frequency and static dielectric constants,
respectively. (Kosower et al,, Chem. Phys. Let, 96, 433, (1983))
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relaxation time calculated from the Debye relaxation time 1p, using the

following equation; 16

=1 1. 15)

where €. and gy are the high and low frequency dielectric constant,
respectively. 7p is obtained by dielectric measurements, Kang et al.
studied the charge separation of bianthryl from locally excited state to the
charge transferred state.13 They found this activation-less ET to be
solvent-controlled adiabatic reaction. Same kind of adiabatic process was
also found for 4-(9-anthryl)-N,N,-dimethylaniline (ADMA).14,15 The
internal conversion from 52 to Sy state of ADMA was faster than the
system response, however, the following process on the S| state was

solvent controlled.

I[-4. Reactions bevond transition state theory

Predictions made by TST and confirmations made by recent ultrafast
experiments were mentioned above. However, very recently, ET reactions
much faster than solvation process was found.

Kobayashi et al. studied fluorescence decays of electron acceptor
dyes in electron donor solvents.!7 They found a fluorescence quenching as
fast as ~100 fs for Nile blue A perchlorate (NB) in N,N-dimethylaniline
(DMA), and somewhat slower non-exponential fluorescence quenching in
aniline (AN) (see Figure 1-4). They concluded that the fluorescence
quenching is due to intermolecular ET from the solvent to the dye.
Kandori ef al. observed anion of the dye and cation of the solvent by sub-
picosecond transient absorption measurement. 18 Usually, 77, of mono
substituted benzenes are in the order of picoseconds, e.g., 4.2 ps for

chlorobenzene,!9 5.7 ps for benzonitrile 20 4.8 ps for toluene,21 and 7.4 ps

11
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Figure |-4. Fluorescence decays of NB in (a) DMA and (b)
AN with a double-exponential fit (solid line). The observation
wavelength is 630 nm. The broken line indicates the auto-
correlation function of the laser.

(Kobayashi et al., Chem. Phys. Let., 180, 416, (1991))
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for bromobenzene. !9 Therefore, they assumed that the ET of NB in DMA
is occurring 50 times faster than the diffusive solvent relaxation process.
They concluded that these observations are due to weak polarity of DMA.
For weakly polar solvents, the solvent reorganization process becomes less
important for the reaction. In such a case, reaction becomes much similar
to the ones in the gas phase; the vibrational nuclear reorganization becomes
important. The vibrational motion is much faster than the solvent motions,
thus the reaction can precede the solvent relaxation process.

Tominaga et al. also found ET faster than diffusive solvation process
for the intramolecular ET in a metal-metal charge transfer complex.22
They introduced not only the effect of vibrational motions but also the
effect of inertial component of solvation, Inertial solvation component as
fast as 60 fs was observed in acetonitrile by Rosenthal et a/.23 If the
amount of energy relaxation caused by the inertial process is larger than
that caused by the diffusive process, it may dominate the rate of ET.

When ET occurs much faster than diffusive solvation process, the
distribution on the solvent coordinate may change during the reaction.
TST no longer holds in such a case, therefore, non-exponential reaction is
often observed. These ultrafast ET can be caused by vibrational motion or
inertial process of solvation. The effect of high frequency vibration was
tirst introduced theoretically by Jortner and Bixon,3 however, it was stil]
based on TST. Sumi and Marcus introduced the effect of classical
vibration to the ultrafast ET.24 The significance of this theory was to
divide the reaction coordinate into two coordinates; vibrational nuclear
coordinate and solvent coordinate. This theory succeeded in explaining the
non-exponential feature of ultrafast ET.

In this thesis, detailed studies of ultrafast ET observed in the system
of electron acceptor dyes in donor solvents are carried out. In Chapter II,

experimental apparatus, mainly femtosecond up-conversion system, is

13



described. In Chapter III, measurements of the solvent relaxation times are
carried out to confirm that the ET in this system is occurring faster than the
solvation process. In Chapter IV, detailed studies of ET, mainly
temperature dependence and simulations based on Sumi-Marcus Jortner-
Bixon hybrid model25 are carried out. In Chapter V, substituent effect,
energy gap dependence, and chemical timing effect of ET is discussed. In

Chapter VI, deuterium isotope effects are discussed.
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EXPERIMENTAL
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[I-1. Femtosecond dve laser system

A homemade passive mode-locked dye laser synchronously pumped by the
second harmonic generation (SHG) of Nd YAG laser is shown in Figure II-1. It
was used for the experiments of oxazines. The dye laser cavity contains, gain
dye jet, saturable absorber jet, and prism pair. This type of femtosecond linear-
cavity dye laser was first reported by Dawson ef al/.1.2 The dye laser was
pumped at 532 nm with average power of 1.5 W and repetition rate of 76 MHz.
The pump beam was coupled into the gain jet by a focusing mirror with a radius
of curvature of 5 cm. The folded focusing section around the gain jet consist of
two mirrors, each with a radius of curvature of 7.5 cm. The focusing mirrors for
the absorber jet had 3.75 cm radius of curvature. All the mirrors used were
normally 100 % reflective around ~600 nm, except the output coupler which
had a reflectivity of ~90 %. The thickness of the nozzles, producing a vertical
jet stream, were ~400 um for the gain jet and ~80 um for the absorber jet.
Combination of rhodamine 6G (R6G) and DODCI/DQOCI, or sulforhodamine
101 (SR101) and DQTCI, were used as a gain medium and a saturable absorber,
respectively. The dyes were dissolved in ethylene glycol. The solution of the
gain dye were changed once a year, and the absorber dye were changed once a
weak. The group velocity dispersion (GVD) of the dye laser was compensated
by a prism pair inside the laser cavity. The beam had a Brewster's-angle
incidence at each surface of the prisms. Spatial cutters between the second
prism and the end mirror were used to select the oscillation wavelength.

For R6G, stable oscillation with an output power of ~100 mW and pulse
duration of ~80 fs, can be obtained at 583, 605, and 615 nm. The pulse shape is
assumed to be hyperbolic secant. The most stable oscillation was achieved at
605 nm. For SR101, stable oscillation with output power of ~80 mW and pulse
duration of ~60 fs, were achieved at 675 nm, however, stability was worse than
R6G. The record of the shortest pulses achieved, were ~60 fs for R6G and ~35

fs for SR101, however, they were too unstable for any experimental use. The

18



autocorrelation traces of the pulses achieved by the dye laser are shown in
Figure 11-4.

Even for the most stable pulse, the pulse duration changed within ~20
minutes. Therefore, dye laser cavity length has to be artificially optimized
during the long-time measurement. To minimize the unstability, many efforts
have been done. The dye laser is placed on super invar plate to minimize the
thermal fluctuation of the cav;ty length. "Active amplitude stabilizer (AAS) is
used for the YAG laser to minimize the power fluctuation and pointing
unstability. Even when AAS is used, the position of the YAG laser beam
changes day by day when it is turned on. Therefore, as is shown in Fi gure II-1,
YAG laser beam spot on the wall penetrated from the third mirror is marked.
Everyday, when laser is turned on, the position of the beam is optimized by the

first and second mirror to hit the mark on the wall.

I1-2. Fluorescence up-conversion measurement using dve laser

Fluorescence decays of oxazines were measured using a femtosecond
fluorescence up-conversion system3.4 shown in Figure 11-2. A prism pair
outside the dye laser for GVD precompensation was used so that the smallest
width of crosscorrelation was achieved. When hyperbolic secant pulse is
assumed, the crosscorrelation corresponded to ~80 fs pulse duration at ~605
nm. The angle between the polarization of pump and probe beam was set to the
magic angle by A/2 plate. The thickness of the BBO crystal (type I} to generate
the sum-frequency was 0.3 mm. The up-converted signal was measured with a
photon counting system after a monochromator. The principle of this method is
shown in Figure 11-5.

Oxazine 1 perchlorate (OX 1) was obtained from Eastman Kodak Co. and
used without further purification. Aniline (AN) and N,N-dimethylaniline
(DMA) were distilled under low pressure argon atmosphere right before the

experiment. The dye concentration of the sample was 5x10-4 M and the
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Figure 1l-1. Homemade passive mode-locked dye laser synchronously
pumped by Nd YAG laser. AAS stands for active amplitude stabilizer.
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Figure 11-2. Fluorescence up-conversion system for the dye laser. BS:
beam splitter, HP: half-wave plate, F: filter, MC: monochromator, and PMT:

photo multiplier tube.
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thickness of the sample cell was 1 mm. Dye solutions were bubbled with argon
gas and circulated by micro-pump. For the temperature dependence experiment,
samples were heated in oil bath or cooled in ice water during experiments,
OX1 was stable in the electron donating solvents at 373 K for ~8 hours.
Analysis of measured kinetics was performed by the "Global Unlimited”

fitting program. The crosscorrelation was chosen as a system response function.

II-3. Fluorescence up-conversion measurement using Ti: sapphire laser

Ultrafast fluorescence decays of coumarins were measured using a
femtosecond fluorescence up-conversion system shown in Figure 1I-3. The
mode-locked Titanium: sapphire laser oscillates around ~800 nm with a repetition
rate of 82 MHz and an average power of ~450 mW. Second-harmonic light (395
nm) was generated in 1 mm BBO crystal (type ), with an average power of ~45
mW, and used to excite the sample. The remaining fundamental was used to up-
convert the fluorescence from the sample in a 0.2 mm BBO crystal (type 1). The
angle between the polarization of pump and probe beam was set to the magic
angle by A/2 plate. The crosscorrelation measured between SHG pump beam and
fundamental probe beam had a full-width-half-maximum of 330 fs. It was
reduced to 150 fs when the quartz lenses, which were used to excite the sample
and collect the fluorescence, were changed to reflective mirror optics. Some of
the crosscorrelation traces are shown in Figure II-4. Thé up-converted signal was
measured with the photon counting system after a monochromator. The dye
concentration of the samples were 2x10-3 M and the thickness of the sample cell
was 1 mm. The samples were circulated by micro-pump and degassed by argon
gas during the measurements. Analysis of measured kinetics was performed by
the "Global Unlimited" fitting program. The crosscorrelation was chosen as a

system response function.

21



Ar laser

Ti: sapphire laser

~800 nm ¥
computer

|

[,_ 7 -
:
!

BBO
crystal
; . for SHG
photon
ounter co:ntroller 4 HP
. 1y
delay line 800 nm . BS )
S = - 7
: BBO crystal F
~400 nm P
PMT | MC _[P:: 040 %
: = sample cell

Dl

reflective optics
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Figure 1l-4. (a) Typical autocorrelation trace of the dye laser oscillating
at 605 nm. (b) Shortest autocorrelation trace for the dye laser at 675 nm.
(c) Crosscorrelation between the fundamental and SHG of Ti: sapphire
laser measured by up-conversion system with quartz lenses used for the
sample excitation and fluorescence collection. (d) Crosscorrelation of
Ti: sapphire laser with reflective optics. The value of full-width-half-
maximum is shown in each set. The values in () are the pulse durations,
when hyperbolic secant pulse shape is assumed.
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Figure 1I-5. Principle of fluorescence up-conversion method.
(a) Fluorescence is generated by the first pulse. (b) The delay
between the first and second pulse is varied. (c) Sum-
frequency is generated between the fluorescence and the
second pulse. If the intensities of the pulses do not change,
the intensity of the sum-frequency will be propotional to the
intensity of the fluorescence.
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Laser grade coumarin dyes were purchased from Lambda Physik, Eastman
Kodak, and Exciton and used without further purification. AN and DMA was

distilled at low pressure in argon atmosphere right before measurement.

lI-4. _Picosecond time-correlated single photon counting and steady-state

measurements

Picosecond time-correlated single photon counting measurement was
carried out to measure the fluorescence decays of coumarins with long lifetimes.
The details of the apparatus have been already reported.5 The system used in this
work employed a CW mode-locked YAG laser to synchronously pump a dye
laser with a cavity dumper (4 MHz). Styryl 8 was used for the dye laser to
oscillate at 720 nm. Second harmonic at 360 nm was generated in a KTP crystal
to excite the sample. The signal was measured with the photon counting system
after a monochromator at the magic angle condition. The time resolution of the
apparatus was ~50 ps. The concentration of the sample was 1x10->M and a 1 ¢cm
cell was used without circulation.

The steady-state absorption spectra were measured by Shimadzu UV-VIS-
NIR recording spectrophotometer UV-3100 and fluorescence spectra by Jasco

spectrofluorometer FP-777, respectively.

I[I-5. Electrochemical measurements

Cyclic voltammetries of oxazines and coumarins were carried out using Pt
working, Pt wire auxiliary, and SSCE reference electrodes. The dye
concentration of the sample was 2x10-3 M. Tetra-n-butylammonium perchlorate
purchased from Nacalai Tesque was used as a supporting electrolyte at a

concentration of 0.1 M
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CHAPTER III
SOLVENT RELAXATION TIMES OF
ELECTRON DONATING SOLVENTS
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II-1. Solvent relaxation times of electron donating solvents

Kobayasht et al. predicted that ET in weakly-polar electron donating
solvents occurs much faster than the diffusive solvent relaxation processl.
To confirm this prediction, the measurement of solvent relaxation time is
carried out and it is described in this chapter. The dynamic fluorescence
Stokes shift was used to determine solvent relaxation times of the donor
solvents (DMA and AN). The idea of this experiment is illustrated in
Figure 1II-1. When a probe dye molecule is photo-excited, the dipole
moment of the molecule increases instantaneously. The polarization of the
surrounding solvent molecule responds to this change and starts to
reorganize. Therefore, the energy relaxation process, caused by the solvent
reorganization, shifts the fluorescence spectrum to longer wavelengths. To
extract dynamical information of solvent relaxation process, the

normalized spectral shift correlation function C(t) was measured;?2

C[:M 1L 1
(%) 0) = V(oo) ( )

where V(1), V(eo), and v(0) are the fluorescence peak frequencies at times,
t, eo, and O, respectively. For this method, a probe molecule which
undergoes a large instantaneous change of dipole moment upon photo-
excitation has to be chosen. Coumarin dyes are often used as probe
molecules for this type of experiment.3~5 Coumarin 102 (C102), which
has a lifetime of 2.8 ns in DMA and 1.4 ns in AN, is the choice for this

experiment. ET of coumarins will be discussed in Chapter V.

N 0.0
=
CHy
c102
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Figure III-2 shows fluorescence decays of C102 observed at
different wavelengths. At shorter wavelengths there is a fast decay and at
longer wavelengths there is a concurrent rise. This implies that the
fluorescence spectrum of C102 is shifting towards red with time. A time-
resolved fluorescence spectra would illustrate this red shift.

We have used the spectral reconstruction method to obtain a time-
resolved fluorescence spectrum.3 When the fluorescence up-conversion
method is used, the relative intensity between each wavelengths becomes
uncertain because the angle of the non-linear crystal has to be tuned at
each wavelength of observation. However, the intensity of the
fluorescence I(A, t), at a given time ¢ and wavelength A, can be obtained
from the normalized fitted decay series D(t ,A) and intensity of the steady-

state fluorescence Ip(A);

(A 0y = D(1,A) Ip(A) /f D(t, A) dr . (I11. 2)
0

Figure III-3 shows the reconstructed spectrum. The markers correspond to
the intensities of the fluorescence at the measured wavelength at a given
time ¢. The lines are the least-square-fits to the points 'using a log-normal
function.® The log-normal function describes an asymmetric line shape
and is often used to fit broad fcatureless absorption or fluorescence

spectra. It has the form;

ey = B e e Dewpl- Lo @ P vea
.

gvy=0; v=a (111. 3)
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Figure 11l-2. Fluorescence decays of C102 (a) in DMA and (b) in AN,
measured at various wavelengths.
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fluorescence at each wavelength at a specific time. The curves are the
log-normal fits to the dots. 32



where the parameters a, b, and ¢ are related to the frequency of the

spectral maximum vy, full-width-half-maximum #, and empirical measure

of scewness p by the expressions;

a=Vvy+ (1I1. 4a)
o
b= fpl exp(c?) (I1L. 4b)
Inp
¢ = (11I. 4¢)
V2in2

As p — 0, the function approaches the Gaussian asymptotically.

As expected from examinations of the individual fluorescence
transients, the peak of the reconstructed spectrum shifts to red with time.
At t = 0, the peaks are at 432 nm for DMA and 447 nm for AN. They
shift to the steady-state values as the time goes on, 436 nm in DMA and
462 nm in AN. The shift is larger for AN which implies a stronger solvent
polarity for AN. In Figure III-4, the spectral shift correlation functions
C(t) are shown with the results of bi-exponential fitting. The observed
solvent relaxation times are 7.9 ps (19 %) and 18.7 p:s (81 %) for DMA
and 6.7 ps (81 %) and 13.3 ps (19 %) for AN. These are much slower than
the fluorescence lifetimes of NB, i.e., 0.1 ps (95 %) and 2.5 ps (5 %) in
DMA, and 0.4 ps (56 %) and 2.5 ps (44 %) in AN. Therefore, the
prediction made by Kobayashi ef al. is confirmed, the ET occurs much

faster than the diffusive solvation process.
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Figure lll-4. The normalized spectral shift correlation

function C(t) of C102 in (a) DMA and (b) AN. Results of
bi-exponential fitting are also shown in the figure.
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II-2. Temperature dependence of the solvent relaxation time of AN

To obtain temperature dependence of solvent relaxation times,
reconstruction of the time-resolved fluorescence spectrum has to be done at
each temperature. However, this kind of experiment is too troublesome to
carry out. Therefore, a simplified method called "single wavelength
method" was applied. This is completely an empirical method first
established by Nagarajan e /.7 It is based on an assumption that, "when a
fluorescence decay is measured at a certain wavelength of a certain probe
molecule, the decay becomes proportional to the spectral shift correlation |
function C(t)." Therefore, this method starts with finding the wavelength
where the decay becomes proportional to C(z). Once such a wavelength is
found, it can be applied for any other solvent, since the wavelength
depends only on the probe molecule. This kind of wavelength is already
known for C102 to be 420 nm.# Therefore, the temperature dependent
measurement of the fluorescence decay of CI02 in AN at 420 nm was
carried out. A double exponential fitting gives 4.2 ps (67 %) and 37.5 ps
(33 %) at room temperature (297 K). The first component was faster than
the value obtained from C(1), thus the reliability of this method might be
questionable. However, the fluorescence decays at short wavelength
should contain information about solvent relaxation. Thus this method
may be qualitatively reliable, but not quantitatively. If the solvation time
changes with temperature, the decay at this wavelength should also change.
The results are shown in Figure III-5, which show no lemperature
dependence within the experimental error. Therefore, the solvation time of

AN seems to be not sensitive to temperature.
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{1I-3. Temperature dependence of solvation times calculated from Debve

relaxation times

As 18 mentioned in section I-3, the longitudinal solvent relaxation
time can also be calculated from Debye relaxation time obtained by
dielectric dispersion and loss measurements. The temperature dependent
dielectric measurements of neat AN is reported by Bhattacharyya et al.8
The results they obtained are shown in Table III-1 and Figure I11-6. They
found two relaxation processes with time constants of 1.08 ps (73 %) and
11.4 ps (27 %) at 45 °C (318 K). To extract longitudinal relaxation times,
formula of Bagchi et al.9 is applied.

For solvents with two dispersion regimes, the frequency dependent

dielectric constant & ®) 1s written as;

C] + C2 )

E(W) = €+ (&) - & —— .
1 - iwtp 1 -iwty

(IIL. 5)

where €. and & are optical and static dielectric constants, respectively,
7p; and 17p2 are the two Debye relaxation times, and C; + C2 = 1. C(t) can

be written as;

C(t) = Aexp(- frfff) + Asexp(- ?tz) | (111. 6)
with time constants;
771 = (S. + 2D)! (I11. 7(a))
Ty = (S, + 2D)! (1L 7(b))
where D is the rotational diffusion constant of the solute,
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Table lll-1. Temperature dependence aof static dielectric constant g,
dielectric constant €', dielectric loss €", and two relaxation times 1,

and 1,. (Bhattacharyya etal., J. Phys. Soc. Jap., 28, 204, (1970)).

) g g g" t
(K) 0

T
(ps) (ps)

318 | 67 557 143 1.08(73%) 11.4(27 %)

333 | 64 553 126 0.85(72%) 9.92 (28 %)

348 | 61 548 115 0.41(67%) 7.09(33 %)

7.0 - 35 4
(@ |2 (b) 5
=
)
& 6.5- & 30-
©
=
g L 4
@ L ]
a
6.0 5 : ] r 25 :
I
320 340 360 320 340
Temperature / K Temperature / K
(c)
Tp1
-Z28
=
“a
A
C
3
-26 - T2
-3 ! I
3.2x10 3.0 2.8

Temperature‘1 /K

Figure [lI-6. Temperature dependence of (a) g,, (b) percentage of
the first Debye relaxation time 1, (%), and (c) Debye relaxation
times 7, and 1,0f AN, plotted from the experimental results of
Bhattacharyya etal. (J. Phys. Soc. Jap., 28, 204, (1970)).
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S.= %(A+ VBZ-4B) (I11. 8)

(Tp1 + Tp2) (26 + &) + 2(&p - € )(C1Tp2 + CaTpy)

A= (11. 9)
10226 + &)
B=-—. 28t (I11. 10)
i Tp2(28. + &)
where & is the diclectric constant of the solute molecule and
AYRY
A= (2 Crn + Gy - 1) (1L 112)
= ( S*SS 2= (b Ciapy - Cotp) (I11. 11b)
.+.

The results of calculation using these formulas are shown in Table
I11-2 and Figure II1-7. For this calculation, it is assumed that the rotational
diffusion of the solute is negligibly slow (D = 0) and, &- = 0. A larger &'s
give longer relaxation times, however, they were not quite sensitive to &..
The activation energies obtained from these results are, 6.0 kcal / mol for
Tr1, and 3.7 kcal / mol for 7F2. Battacharyya et al. did not somehow
measure the values at room temperature. Therefore, "i*he values at room
temperature (24 °C) were extrapolated. The fittings to the results shown in
Figure 1II-7 give 1.0 ps and 15.2 ps. However, the percentages cannot be
obtained from these fittings. Therefore, the values of &, Cy, tps, and 1p?
at room temperature were estimated from Figure I11-6 (a), (b), and (c),
respectively. They were, &g =7.12, C; =0.779, 1p; = 2.59 ps, and 7p2 =
17.4 ps. The obtained longttudinal relaxation times were 1.1 ps (92.7 %)
and 15.2 ps (7.3 %). The fast component changes from 1.1 ps to 210 fs

when temperature is changed from 24 °C to 75 °C. It becomes five times
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Table 1lI-2. Temperature dependence of solvation times
Try and 1g, calculated from the Debye ralaxation times of
AN measured by Battacharyya et al.

T TF1 TR
(K) (ps) (ps)

318 | 048(89%) 9.6 (11 %)
333 | 040(88%)  8.3(12%)
348 | 021(84%)  5.8(16 %)

-28

Ln(Tg)

-26-/./’5:2//

3.2x10° 3.1 3.0 2.9 2.8

Temperature'1 /K

Figure 1iI-7. Temperature dependence of solvation times
Tr¢ and 1¢, calculated from the Debye relaxation times of

AN measured by Battacharyya et al. The activation energy
becomes 6.0 kcal / mol for 1y and 3.7 kcal / mol for T¢,.
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shorter. Such a large change should be observed in the temperature
dependent decays of Figure III-5, however, it was not observed. The
temperature dependence of the longitudinal relaxation times will be
discussed again in Chapter IV. It had no relation with the temperature

dependence of ET.
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TEMPERATURE DEPENDENCE OF
ELECTRON TRANSFER
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[V-1. Fluorescence quenching of oxazines by electron transfer

Oxazines, shown in Figure IV-1, are usually strong fluorescent
substances and often used as laser dyes. However, when they are
dissolved in electron donating solvents, such as AN or DMA, the
fluorescence is severely quenched. Figure IV-2 shows absorption and
fluorescence spectra of OX1 in DMA and in 1-chloronaphthalene (1-CN).
I1-CN is a solvent which has a similar physical properties to DMA,
however, it is not an electron donor. The fluorescence intensity of OX1 in
DMA is more than 1000 times weaker than the one in 1-CN. This kind of
strong fluorescence quenching was also observed for NB. In the previous
studies,!2 it was concluded that fluorescence quenching of NB was due to
intermolecular ET from the solvent to the dye. The reaction products,
namely, neutral radical of NB with the cations of the solvents, were
observed by sub-picosecond transient absorption measurement.2

The fluorescence decays of NB and OX1 in the donor solvents are
shown in Figure IV-3 and 1V-4, respectively. The pump wavelength is 605
nm of R6G dye laser. The fluorescence decays of NB in these solvents are
already reported by Kobayashi et al.!] However, the time resolution is
much better for the present experiment, i.e., c.a. 300 fs for Kobayashi et al.
and 80 fs for the present case: The fluorescence intensity is plotted in the
logarithmic scale. The decay of OX1 in DMA shows a linear decay,
indicating a single exponential function with a lifetime of ~280 fs.
Whereas, OX1 and NB in AN gave a non-exponential decay. The signal
of NB in DMA was very weak due to its ultrashort lifetime and low
solubility in DMA. Fittings were made by single exponential function for
the decays in DMA and triple exponential function for the ones in AN,
The fitting parameters are shown in Figure IV-3 and [V-4.

The cyclic voltammograms of oxazines in AN are shown in Figure

I'V-5, which show two pairs of strong reduction waves. The first pair is
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Figure IV-3. Fluorescence decays of OX1 in (a) DMA and (b) AN
observed at 725 nm. Results of the fitting is also shown in the
figure. Single and triple exponential functions were used to fit (a)
and (b), respectively.
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due to the first reduction potential and the second is to the second
reduction potential. A pair of small waves between the two strong pairs,
observed for NB, may be due to dimers, but it is not clear yet. The first
reduction potential £//2 was obtained by calculating the average of the two
peaks in the first pair. OX1 and NB shows a similar value of reduction
potential, i.e., F ;2 = -0.43 V, which means that OX1 and NB have a
similar value of electron affinity. Therefore, it can be confirmed that the
strong fluorescence quenching of OX1 is also due to ET form the donor
solvent to the dye.

The ET of oxazines in donor solvents are proposed in Figure 1V-6.
When dye is photo-excited, ET occurs from the solvent to the excited state
of the dye. The back ET occurs successively from the neutral radical of
the dye to the solvent cation, and the system goes back to the ground state
again. The lifetime of the radical ion pair of NB and DMA was 4.0 ps,2
and that of OX1 and DMA was 4.7 ps.3 NB has an NH substituent which
could also cause an excited state proton transfer to the solvent. However,
OX1 cannot show this kind of reaction, since the amino groups of OX1 are
all substituted by ethyl groups.

The absorption spectra of OX1 in Figure IV-2, shows a broadening
in DMA compared to the one in 1-CN, which may be indicating a
formation of a weak charge-transfer complex between OX1 and DMA. A
same kind of phenomenon was also observed for NB. However, it was not
observed with coumarins which will be discussed in Chapter IV.

The cxcited-state lifetimes of these dyes are very long (a few
nanoseconds) in normal non-reactive solvents. Therefore, the inverse of
the ultrashort lifetimes shown in Figure 1V-3 and [V-4 can be regarded as
an ET rate. However, there are a few other phenomena which can occur in
the same time scale, they are (1) intramolecular vibrational redistribution

(IVR) and (2) solvent relaxation process. To investigate these possibilities,
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studies on excitation and observation wavelength dependence were carried

out.

IV-2. Excitation-wavelength dependence of fluorescence decay

The excitation wavelength for the experiments shown in Figure IV-3
and IV-4 is 605 nm, which excites the blue side of the absorption spectra
of oxazines. Experiments using 675 nm light were also carried out to
excite the red side of the absorption spectra. The energy difference
between 605 and 675 nm light is 0.21 eV. The fluorescence decays
excited at 675 nm are shown in Figure IV-7 and IV-8 (solid line) with the
ones excited at 605 nm (broken line), for comparison. The signal-to-noise
(S/N) ratio is poor for the 675 nm excited decay of OX1 in DMA,
however, it looks identical with the one excited at 605 nm within the
experimental error. Therefore, there 1s no effect of excess energy in this
case. The fluorescence decay of NB in DMA was too weak to measure.
The decays of OX1 in AN, excited at 605 and 675 nm, deviated at the
slower part of the kinetics, as is shown in Figure IV-8. The result of three
exponential fitting is 400 fs (42 %), 1.7 ps (51 %), and >30 ps (7 %). The
first and second component are identical with the ones for 605 nm
excitation within the experimental error, however, the third component
became longer. For NB in AN, this kind of effect seems minor, although
S/N ratio 1s worse than the one obtained for OX1 in AN.

Several reasons can be considered for the slow component observed
in the decay of OX1 in AN with 675 nm excitation. It can be (1) the effect
of IVR, (2) hole burning of the distribution on the solvent coordinate, or
(3) a contamination of fluorescent substances. Mokhtari et a/. observed a
time-dependent fluorescence bandwidth broadening of NB in methanol
with a time constant of ~400 fs.4 They assigned this broadening to a

vibrational relaxation process. If ET is occurring faster than such a
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Figure IV-8. Fluorescence decays of (a) OX1 and (b) NB

in AN, excited at 675 nm and observed at 770 nm (solid line).
Fluorescence decays, excited at 605 nm and observed at
725 nm, are also shown for comparison(broken line).
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vibrational relaxation, excitation at shorter wavelength will give the
molecule an excess vibrational energy for the reaction. Shank et al. carried
out a femtosecond hole burning experiment for a similar oxazine dye,
cresyl violet in ethylene glycol.> They used a 60 fs pulse with a bandwidth
of 8 nm to produce a hole and a 10 fs pulse with a bandwidth of 100 nm to
probe the absorption spectrum. The lifetime of the hole was about ~150 fs.
If the inhomogeneous broadening of the absorption spectrum of oxazines
are mainly caused by a distribution of solvent organization, excitation at
different wavelength can excite a dye with a different solvent organization.
As a result, the rate constants of ET may change according to the solvent
organization of the excited dye.

However, these phenomena should affect not only the slow part but
also the fast part of the reaction. Moreover, the ET of coumarin did not
show any excitation wavelength dependence, which will be discussed in
the next chapter. Therefore, the slow decay component of OX1 in AN
excited at 675 nm, seems to be caused by contamination. The samples are
treated with great care, however, they are very sensitive to light and air.
The circulating cell for the experiment is quite difficult to clean up. There
is also a possibility of a formation of small amount of dimers by the dye.
The fluorescence we are observing is very weak, therefore, the decay can

be easily affected by a small contamination of fluorescent substances.

IV-3. Observation-wavelength dependence of flugrescence decay

The fluorescence decays of oxazines observed at various
wavelengths are shown in Figure IV-9 and IV-10. No wavelength
dependence was observed, every decay gives a similar lifetimes for each
dye. The reconstructed time-resolved fluorescence spectra of OX1 in AN
are shown in Figure 1V-11. Markers corresponds to the fluorescence

intensities at given wavelength and time, and lines are the results of fitting
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Figure IV-9. Fluorescence decays of OX1 in AN excited at
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Figure IV-10. Fluorescence decays of NB in AN excited at
605 nm and measured at various wavelengths.
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Figure IV-11. Reconstructed time-resolved fluorescence
spectra of OX1 in AN. Markers corresponds to the fluorescence
intensity at given wavelength and time. Lines are the results

of fitting using log-normal function.
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to these markers using a log-normal function. Details of this method are
already mentioned in Chapter III. The fluorescence decreases without
changing the shape of the spectrum, no dynamic Stokes shift can be seen.
For many dye molecules, the dynamic fluorescence Stokes shift
caused by solvent relaxation process have been observed. If the dipole
moment of excited state differ from the one of the ground state, the initial
distribution on the free energy surface, caused by photo-excitation, will not
be in equilibrium. The organization of solvent molecules surrounding the
dye, has to change to a new organization appropriate for a new dipole.
Therefore, this energy relaxation process can be observed as a red shift of
the fluorescence spectral peak. The dynamic fluorescence Stokes shift of
coumarins are often used to measure solvent relaxation times.6~8 The
fluorescence Stokes shift of NB in methanol is also reported.® However,
for the case shown in Figure IV-9~11, there seems to be no Stokes shift.
The solvent relaxation times for AN are estimated to be 6.7 ps (81 %) and
13.3 ps (19 %) from the dynamic Stokes shift of C102 (see Chapter III).
The ET is occurring much faster than the solvation process of AN. In
other words, ET is occurring before the distribution relaxes to the
equilibrium for the excited state. Therefore, it seems that the population of
the excited dye vanishes before the Stokes shift occurs. However, the
Stokes shift of OX1 is very small compared t0 coumarins, e.g. 380 cm-!
for OX1 in 1-CN, while, 3450 cm-! for C153 in 1-CN. The change in
dipole moment of OX1, on photo-excitation, seems to be small compared
to coumarins. Therefore, the initial distribution of OX1 on the excited

state energy surface, seems to be already close to the equitibrium.

IV-4. Temperature dependence of fluorescence decay

The temperature dependence of fluorescence decays of OX1 in

anilines are shown in Figure IV-12. The ultrafast single exponential decay
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Figure [V-12. Temperature dependence of fluorescence decays
of OX1 (a) in DMA and (b) in AN. The samples were excited at
605 nm and observed at 700 nm.
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(280 fs) of OX1 in DMA does not show any temperature dependence from
280 K (7 °C) to 373 K (100 °C). In AN, however, a clear temperature
dependence was observed in its non-exponential decay. As the
temperature increases from 283 K (10 °C) to 353 K (80 °C), the decay
become faster. The results of the triple exponential fittings at different
temperatures are shown in Table IV-1, and Arrhenius plots of the first and
second components are shown in Figure IV-13. The first component
(~430 fs) does not show a temperature dependence but the second
component shows a dependence which gives an activation energy of 1.0
kcal / mol. This value is much smaller than the activation energies of the
longitudinal relaxation times of AN (see Chapter III-3). They were 6.0
kcal / mol for the fast longitudinal relaxation time 777 and 3.7 kcal / mol
for the second one 7r2. Therefore, it seems to be no relation between ET
and the longitudinal relaxation times obtained from Debye relaxation

times.

IV-5_ Effect of solvent dynamics on electron transfer and Sumi-Marcus

two-dimensional model

In the present measurements, several interesting features are
observed; (1) ET in both solvents is much faster than the diffusive
solvation process. Especially in DMA, ET seems to occur more than
twenty times faster than the fastest component of the solvation process.
(2) OX1 in DMA shows an extremely fast single exponential ET, but in
AN, it shows a somewhat slower non-exponential ET. (3) In DMA, there
is no temperature dependence, while in AN, there is one for the slower part
of the reaction which gives an activation energy of 1.0 kcal / mol.

It is clear from the results mentioned above that, in the present
system, the ET occurs much faster than the diffusive solvation process.

Weakly polar nature of the solvents seems to be the major reason of the
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Table IV-1. Results of triple exponential fitting of the fluorescence
decays of OX1 in AN at different temperature.

T (K) T, (PS) T, (PS) T, (pS)
283 0.42 (49 % 1.62 (42.6 %) 4.4 (9.3 %)
297 0.46 (40 % 1.64 (57 %) 18 (3 %)
313 0.43 (41.2 %) 1.44 (57.5 %) >10 (1.3 %)
333 0.39 (39.5 % 1.3 (60 %) >10 (0.5 %)
353 0.47 (24 %) 1.11 (75.6 %) > 10 (0.4 %)
_29 -
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Figure IV-13. Arrhenius plots of the fluorescence lifetimes of OX1 in AN.
The first component does not show a temperature dependence, while
the second component shows a dependence which gives an activation
energy of 1.0 kcal / mol.
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very fast ET. However, we cannot neglect a possibility of a much faster
solvation process. If such process occurs faster than 100 fs, we may not
see it because of the limit of our system response. Inertial contributions to
solvation dynamics were observed to be as fast as 60 fs in acetonitrile.10
However, in the present system, we think that the solvation process itself is
not so important because of the weak polarity of these solvents. As is
shown in Table IV-2, dieleciric constants (€) are only 5.01 and 6.89 for
DMA and AN, respectively. These values are quite small compared to
polar solvents such as acetonitrile (€ = 37.5) and methanol (€ = 32.6). In
polar solvents ET rates can be controlled by the solvent dynamics, because
the energy relaxation process by solvation becomes important. On the
other hand, in weakly polar solvents, this effect will become much smaller
and the solvation process will not dominate the reaction. Instead,
intramolecular vibrational dynamics will be more important for the
reaction. In this case, ET can become much faster than solvation
dynamics.

In polar solvents, where the ET reactions are dominated by the
solvation process, the solvent polarization is the important degree of
freedom. In weakly polar solvents, where reactions can proceed much
faster than the solvation process, a second coordinate which describes the
intramolecular reorganization of the nuclear has to be introduced. One
example of this type of two-dimensional model has been proposed and
analyzed theoretically by Sumi, Nadler, and Marcus.!1.12

To explain exponential and non-exponential kinetics of ET faster
than the diffusive solvation process, the idea of Sumi-Marcus two-
dimenstonal reaction coordinate is used. In this treatment, instead of the
usual one dimensional reaction coordinate (solvent coordinate), two
coordinates are used, i.e., the solvent coordinate and the vibrational nuclear

coordinate. Free energy surface drawn in a two-dimensional plane

62



Table IV-2. Solvent properties of the donor solvents. The solvent
reorganization energy is calculated for NB.

DMA AN

Solvation Time (ps) 7.9 (19 %) 6.7 (81 %)

| 18.7 (81 %) | 13.3 (19 %)
Dipole Moment (D) 1.61 1.51
Dielectric Constant 5.01 6.89
Refractive Index 1.558 1.586
Viscosity(cP) 1.29 3.77
lonization Energy (eV) 7.12 7.68
Solvent Reorganization 0.28 0.34
Energy (eV)
H-bonding No Yes
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spanned by the solvent coordinate, X, and the nuclear coordinate, g, is
shown in Figure IV-14. The contours of the surface for the reactant are on
one side of the transition state curve C, and that of the product are on the
other side. There are two minima on the surface, located at O for the
reactant and O’ for the product. For simplicity, it is assumed that both the
reactant and the product surfaces are quadratic functions, diagonal in the X
and g coordinates and that the force constants are the same for the reactant
and for the product.

The nuclear coordinate represents all of the changes in bond lengths
and angles between the product and the reactant. The solvation coordinate
describes the polarization of the solvent molecule which is related to the
solvation process. In the Sumi-Marcus treatment, the vibrational nuclear
motion is assumed to be infinitely fast, but the solvent motion is assumed
to be diffusive. Thus, although the distribution along X may evolve in
time, the distribution along g 1s always at equilibrium. Therefore, one can
define a rate constant £(X) at each X with a suitable averaging over the

population in the g coordinate;

K(X) = vy expl - 4%%&] av. 1)
B

where AG*(X) is the activation energy for the reaction .observed at a point
X and vy is the pre-exponential factor.

If the motion of the solvent is effectively frozen, the time-dependent
full population on the reactant surface P(¢) will be given by the sum of

each population p(X, ) at each X;

P(f) = [p(X, 0) expl - k(X)t ]dX (IV.2)
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Figure IV-14. (a) A free energy surtace drawn in a two-dimensional
plane spanned by solvent coordinate X and nuclear vibrational
coordinate g. (b) A simplified scheme with transition state curve C
parallel to X axis. (c) A simplified scheme with almost no energy
barrier.
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The main point of this assumption is that the different reaction rate £&(X) at
each X changes the distribution of the reactant during the reaction and give
rise to non-exponentiality. If the solvent is not frozen, the population

dynamics can be described with a diffusion-reaction equation;

ot aX[8X+kBT IX 1pX, ) - kX) p(X, 1)  (IV.3)

where D is the diffusion constant and V(X) is the free energy surface on the
solvent coordinate. D is given by D = kT / (2As75), where A is the
solvent reorganization energy. The first term on the right hand side
represents the slow diffusion along the solvent coordinate X and the last
term represents the fast reaction along the nuclear coordinate g.

Sumi and Marcus discussed the non-exponentiality of the reaction in
terms of the width of the "reaction window". The width of the reaction
window can be determined by the ratio between inner-sphere
reorganization energy A; and solvent reorganization energy A;. For the
case of A;/ A, >> I, the reaction takes place through a "wide window" and
for A;/ A; << 1, it takes place through a "narrow window". If the transition
state curve C is parallel to the X axis (Figure IV-14 (b)), the energy barrier
AG*(X) will be the same at any X and the full decay of the reactant
population will be exponential ("wide reaction window" case). On the
other hand, if curve C is not parallel to the X axis as shown in Figure IV-14
(a), the energy barrier AG*(X) will be different at each X. In such a case,
the reaction becomes non-exponential ("narrow reaction window" case).
At the beginning of the reaction, the population distributed near the
"reaction window" will react along the ¢ coordinate over the low energy
barmier and the reactants near the bottom of the well will be left behind.
There are two pathways for the remaining reactants near the bottom of the

well to react. (1) Cross directly the high energy barrier along the nuclear
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coordinate g, or (2) first move along the solvent coordinate X to a better
position and then cross the lower reaction barrier along ¢ axis. In such a
case, the distribution of the reactant will change during the reaction.

There are some literature reports of applications and extensions of
the Sumi-Marcus model.13~16 Walker e a/.13 combined it with the
Jortner-Bixon model and introduced the effect of a quantum mechanical
high frequency vibration. Tominaga et al.14 introduced the effect of an
inertial component of solvation dynamics to try and understand how that
affects very fast ET kinetics.

In a qualitative application of the treatment of Sumi and Marcus to
our experimental results, the reaction of OX1 in DMA might be thought to
have a wider reaction window than that of OX1 in AN. As is mentioned in
Chapter III, the Stokes shift shown in Figure III-3 implies a slightly
stronger solvent polarity for AN than DMA. This may cause a larger
solvent reorganization energy A; for AN than DMA. An independent
estimate of A; can be also determined from the size of the molecules and
dielectric constants. Kobayashi ez al. calculated these values for NB.1
However, the difference was not so large; 0.28 eV for DMA and 0.34 eV
for AN. For inner-sphere reorganization energy A;, similar values for both
systems are also expected, since same electron acceptor OX1 is used. For
the ET of NB, 4; = 0.31 eV was estimated by Kobayashi e al. Therefore,
the ratio becomes similar for both solvents; A;/ A, = /. The "width of
reaction window" does not seem like a plausible explanation for the large
difference between the ET of OX1 in DMA and AN.

The physical properties of the two solvents are listed in Table IV-2.
There are several interesting differences: (1) viscosity, (2) ionization
potential, and (3) hydrogen bonding ability. The amino group of AN can
form hydrogen bonds with the solute molecule or with solvent molecules

themselves but that of DMA cannot. The hydrogen bonding between
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solvent molecules may be the reason for high viscosity of AN relative to
DMA. The high viscosity can slow down the solvent dynamics and
therefore can slow down the reaction. However, the observed solvent
relaxation time is even somewhat longer in DMA. Therefore difference in
viscosity may not be suitable to explain the difference in the two systems.
The remaining difference which should be noted is the difference in
ionization potential. The difference was calculated to be 0.17 eV between
DMA and AN, from the ionization potential in the gas phase Iygp, using

the next formula; 17

Alcondzlvﬁg ‘[vc?pMA - (1 - L) —-i+ (1 - 1 ) €2

av. 4)
EAN 2ran €pMA 2rpapa

where £ is the dielectric constant, ¢ the electronic charge, and r the radius
of the charged solvent molecule. This difference will cause a difference in
the free energy gap for the reaction, and, thereby, the free energy barrier
for the reaction. This could explain the faster reaction in DMA and the
observed temperature g?:pendence, if the reaction in DMA is barrierless
and the reaction in AN hds a small activation energy.

It seems that the faster reaction in DMA than in AN can be readily
explained by the difference in energy gap. On closer examination, it seems
that this difference in energy gap can also be the cause of the difference in
exponentiality. As is shown in Figure 1V-14 (a), if there is a energy
barrier, the reactants populated near the "reaction window" will react first
and the ones populated near the bottom will be left behind. Therefore, the
distribution of the reactant will be altered by the reaction, and non-
exponential reaction take place. On the other hand, if there 1s no reaction
barrier, the reactant can react very rapidly without this kind of effect and
exponential kinetics may occur (Figure [V-14 (¢)). Thus, the difference in

energy gap may be the major reason for the different ET kinetics in AN
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and DMA. To support this conclusion, we have performed simulations
using a modified Sumi-Marcus diffusion-reaction equation, described in

the next section.

IV-6. Simulation of electron transfer process based on Sumi-Marcus

Jortner-Bixon hybrid model

The Sumi-Marcus model treats both the solvent and intramolecular
mode classically. However, the actual system should have not only the
classical modes but also quantum mechanical high-frequency modes.
Jortner and Bixon have developed an ET model which introduces the
effect of the quantum mechanical high frequency modes.!8 In this model,
the reactant surface crosses not only with the vibrational ground state of
the product but also with vibrationally excited states of the product.
Therefore, reaction occurs to several free energy surfaces of the product,
each of which is characterized by a different vibrational quantum number.
The effect of high frequency modes become remarkable in the inverted
region, which makes the bell-shape energy gap dependence asymmetric.
The reaction of oxazines in DMA are activationless, which means that the
reaction is not in the inverted region but very close to it. Therefore, for the
simulation, we use hybrid model of Sumi-Marcus and Jortner-Bixon
developed by Walker et al.13 In this model, the intramolecular vibration is
separated mto the quantum mechanical high frequency mode and classical
low frequency mode. Walker ef al. obtained a modified diffusion-reaction

equation;

WX _p @ (D, 1 dVX)

X.0- ¥ kn, X, ) (V.5
5 wlax O ax | pX. 1) rZI(nX)p( ) ( )

69



where k(n, X) is the reaction rate between the vibrational ground state of
the reactant and vibrational state n of the product. The non-adiabatic

formula is used for &(n, X} ;

kn,X)= 22V} mksTy Perp(- SZEXL) - av.6)
B

where A; is the reorganization energy for the classical low frequency mode.

V’er 1s the electronic matrix element concerning the effect of Franck-

Condon factor which can be written as

Vel = S exp(-S)V.el av.7)
n.

where the electron-vibrational coupling strength is S = A42/2. A is the
reorganization energy for the high-frequency mode. AG*(v,, X) is the
activation energy which depends on the quantum number of the vibrational

state n and the solvation coordinate X
AG*(n, X) = (A + AG - 2X A5 + nhv, + AD2/4A . (IV. )

For D, the time dependent diffusion coefficient D(1) is used;20

D(I) — /\BT 1 dC(f) (IV 9)
2A, C(r) dt
where
C(t) = ajexp(-t/ T1) + a2 exp(-t/ 12) (IV. 10)

77, is the first and 17 is the second solvation time, and a; + a2 = /.
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This model contains many parameters, some of them are difficuit to
obtain experimentally. But we tried to fit the experimental data using as
realistic parameters as possible. Firstly we estimated that the minimum of
the Sp and S1 free energy surface of OX1 are located at the same point.
This means that the excited state dipole and ground state dipole moment of
OX1 does not change drastically. This approximation makes the initial
distribution produced by the excitation an equilibrium one. As is
mentioned in section I'V-3, the Stokes shift of OX1 is very small, therefore,
this approximation seems quite reasonable. Secondly, it is assumed that
the reaction occurs only from-the lowest vibrational state of the reactant.
This approximation seems quite reasonable, as is mentioned in section IV-
2, there is no excitation wavelength dependence. We used 0.12 eV for the
solvent reorganization energy Ag, and 0.33 eV for the reorganization
energy of the classical low frequency mode A; . We had to use a smaller
value for A; than the one listed in Table III-2 to make the reaction window
rather wide (4; / As = 3 ). We used 0.015 ¢V for the electronic matrix
element V,; , which is smaller than the value estimated by Kobayashi et
al.l (0.036 eV). If the value of Kobayashi et al. is used, the reaction
becomes too fast. Double solvation time of 7 ps (50%) and 15 ps (50%)
which are close to the observed solvation time for AN and DMA are used.
0.13 eV and 1400 cm-! are used for the reorganizatiori energy Ay and the
frequency vy of the high frequency mode, respectively.

The results of the simulations are shown in Figure [V-15. The
normalized population of the reactant P(t) is plotted against time (ps) on a
logarithmic scale. The energy gaps -AG are 0.50 eV for Figure IV-15 (a)
and 0.33 eV for Figure IV-15 (b). Temperature is changed in each set,
from 273 K to 373 K with an assumption that the physical properties of the
solvent do not change drastically-with temperature. The longitudinal

relaxation time changed drastically with temperature, as is mentioned in
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Figure IV-15. Results of simulation using Sumi-Marcus Jortner-Bixon
hybrid model. (a) -AG=0.50eV, T=273 and 373 K. (b) -AG=0.33 eV,
T =273, 293, 313, 333, 353, and 373 K.
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Chapter III. The activation energies were 6.0 kcal / mol for the first
longitudinal relaxation time 7F; and 3.7 kcal / mol for the second one 7.
However, it is not realistic to use these parameters to simulate the reaction
of OX1, which only shows an activation energy of 1.0 kcal / mol for the
slow part of the kinetics in AN. As is shown in Figure III-5, the
fluorescence decay of C102 in AN did not show any temperature
dependence. Therefore, it is assumed that relaxation time of the donor
solvents do not change drastically with temperature. Another property of
the solvent which changes with temperature is the dielectric constant.
From Table III-1 and IV-3, the static dielectric constant £ changes from

6.89 at room temperature to 6.1 at 75 °C (348 K). The solvent

reorganization energy As will change with g. Their relation is;19

A=e(l -1yl 4 1 . L
(n2 80) (2rD 2r4 L)

(V. 11)
where n is the refractive index, r the radius of donor and acceptor
molecule, and L the distance between donor and acceptor. Therefore, if Ag
is 0.13 eV at room temperature, it becomes 0.12 eV at 75 °C. This
difference is small enough to neglect.

Figure IV-15 (a) corresponds to the ET of OX1 in DMA, where there
is no activation barrier. The free energy surface for thé: lowest vibrational
state of the product crosses the bottom of the reactant surface. Such a
situation occurs when -AG = A; + Ay = 0.50 eV. The simulated reaction
shown in Figure IV-15 (a) is almost exponential, which coincides with the
experimental result of OX1 in DMA shown in Figure I1V-3 (a). The
exponentiality of the reaction increases when AG is somewhat larger. On

the other hand, it decreases when the reaction window is narrower (A A; <

1)
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In Figure IV-15 (a), the reaction becomes slower at higher
temperature. When the reaction window is located near the bottom of the
reactant well, a higher temperature causes a wider distribution which
spreads the population further from the reaction window. However, no
temperature dependence was observed for OX1 in DMA within the
experimental error.

In Figure IV-15 (b), -AGg is 0.17 €V smaller than Figure IV-15 (a).
This difference corresponds to the difference in ionization potential
between DMA and AN in condensed phase. Although the size of the
reaction window is not changed, the reaction shows non-exponential
kinetics, which agrees with the experimental result of OX1 in AN. The
reaction becomes faster as the temperature increases and the change is
rather large at the stower part of the reaction than the fast part. The results
of fitting to these simulations are shown in Table 1V-3, and Arrhenius plots
obtained from these fittings are in Figure IV-16. The first component
(~420 fs) shows almost no activation barrier (0.1 kcal / mol), whereas the
second component has an activation barrier of 0.4 kcal / mol. This value is
somewhat smaller than the experimental result (1.0 kcal / mol), however it

still coincides quite well with the actual experiment.

IV-7. Summery of Chapter [V

Intermolecular ET faster than the solvation process, was found for
the system with oxazines in weakly-polar electron donating solvents.
Especially in DMA, the reaction occurs more than an order of magnitude
faster than the solvation process. The reaction of OX1 in DMA shows
clear single exponential kinetics with no activation energy. ET with non-
exponential kinetics occurs in AN. The slower part of the non-exponential
kinetics 1s temperature dependent, indicating an activation energy of 1.0

kcal / mol. The difference in energy gap seems to explain the observed
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Table IV-3. The results of triple exponential fitting (zy, 75, and t3) of the

simulated ET shown in Figure 11l-18 (b)

T (K) T, (PS) T, (PS) T, (ps)
273 0.45 (61.7 %) 1.71 (37. >10 (0.9 %)
293 0.44 (62.1 %) 1.64 (37. >10 (0.8 %)
313 | 044 (62.3%) | 1.58(37. >10 (0.6 %)
333 | 0.43(623%) | 1.52(37. >10 (0.5 %)
353 0.43 (62.2 %) 1.46 (37. >10 (0.4 %)
373 | 0.42(61.9%) | 1.41(37. >10 (0.5 %)
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Figure IV-16. Simulated Arrhenius plots of first component 7,
and the second component 7, when -AG=0.33 eV. The

activation energies obtained from the slopes are 0.1 kcal / mol
for 7, and 0.4 kcal / mol for 7.



phenomena, including the difference in exponentiality of the kinetics. This
conclusion can be explained using a two dimensional reaction coordinate,
i.e., the solvent coordinate and nuclear vibrational coordinate. Simulations
using a modified Sumi-Marcus diffusion-reaction equation were also
carried out. When the reaction window is wide (4;/ As = 3), the kinetics of
the reaction changes from non-exponential to exponential as the activation

energy decreases,
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CHAPTER YV
SUBSTITUENT EFFECT AND
ENERGY GAP DEPENDENCE OF
ELECTRON TRANSFER
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V-1. Fluorescence quenching of coumarins by electron transfer

7-aminocoumarin dyes, shown in Figure V-1, are usually strong
fluorescent substances used as laser dyes..2 Their fluorescence yield is
almost unity in usual non-reactive solvents, however, when they are
dissolved in electron donating solvents, such as AN or DMA, the
fluorescence is strongly quenched. In Figure V-2, the absorption and
fluorescence spectra of coumarin 151 (C151) in DMA and in ethyl acetate
(EtAc) are shown. Both solvents have a similar value of ET(30), an
empirical parameter of solvent polarity, which is 38 kcal / mol.3 However,
the fluorescence intensity of C151 in DMA is more then 1000 times weaker
than the one in EtAc. The sharp peaks appearing in the fluorescence spectra
of C151 in Figure V-2 (b) are Raman bands of the solvent, the intensity of
the former being much weaker than the latter. When these Raman bands are
subtracted, with taking into consideration of the effect of self-absorption,
fluorescence peak appears around 410 nm which can be seen in the inset of
Figure V-2 (b). This is much blue shifted compared to the fluorescence peak
in EtAc (449 nm, Figure V-2 (a)). The details of the fluorescence peak shifts
will be discussed in section V-4.

This kind of strong fluorescence quenching was also observed in the
case of Nile blue A perchlorate (NB) and oxazine 1 (OX1), as is mentioned
in Chapter IV. In the previous studies.4~7 it was ¢oncluded that these
fluorescence quenchings are due to ET from the solvent to the excited dye.
The radical anion of these dyes with the cations of the solvents were
observed by the subpicosecond transient absorption measurements.S
Therefore, this strong ftluorescence quenching of coumarins can be also
regarded as an ET form the donor solvent to the excited dyes. The reaction
of this system is proposed in Figurc V-3, When dye is photo-excited, ET

from the solvent occurs. The back electron transfer from the radical anion of
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81




367 nm 449 nm
(a)
0.3 H
| - 1000
_N
3 H 00
& P
S 0.2 -]
o CF
@ 3
o C151
= - 500
0.1
0
600
(b)
- 4
-
g 410 nm g-
g
S o
a > Z
< @
{
450 500
?“*ﬁﬁ@%$%”9???ﬂ#*w_ 0

| I
400 500 600
Wavelength / nm

Figure V-2. Absorption and fluorescence spectra of C151 excited at
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in (b) are the Raman bands of the solvent. The fluorescence spectrum
obtained by subtracting these bands is shown in the inset of (b).
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the dye to the solvent cation occurs successively, and the system comes back
to the ground state.

Broadening of the absorption spectrum was observed for OX1 in DMA
(Figure 1V-2), which might indicate formation of a charge transfer complex,
However, in the case of coumarins, such broadening was not observed.

The amount of fluorescence quenching depends on the structure of
coumarin. Fluorescence of some coumarins were strongly quenched, like the
ones shown in Figure V-2 (b), however some showed only a weak
fluorescence quenching. These observation indicates that the rate constants
of ET should be spread over various regions, form the nanosecond to
femtosecond domain, Therefore, fluorescence decay measurements were

carried.

V-2. The effect of substituent groups on electron transfer

For the studies of the strongly quenched fluorescence, the femtosecond
fluorescence up-conversion technique was applied.8.9 For the study of
weakly quenched coumarins, the picosecond photon counting method was
used.!0 The fluorescence decays of 4-CF3 coumarins are shown in Figure V-
4, V-5, and V-6. The decays of coumarins with no substitution in 4-position
is shown in Figure V-7, and the decays of 4-methyl coumarins are shown in
Figure V-8. The results of fittings are shown in Table V-1 and V-2. The
observed wavelength was set close to the maxima of the fluorescence to
avoid the effect of dynamic fluorescence Stokes shift.

In these series of measurements, there are several interesting
observations. (1) Most of the ET of 4-CF3 coumarins are faster than the
diffusive solvation process, (2) and most of them shows non-exponential
fluorescence decay. The results of analysis shown in Tabie V-1 are
tentatively made with a double exponential function, except for the single

exponential function (ca. 210 fs) for the fastes| system of C151 in DMA. (3)
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Table V-1. Absorption 4,5 and fluorescence 4,, maximum, Stokes shift Av, reduction potential Ered(dyeO/'),
relative energy gap AG,,, and fluorescence lifetimes 1y of 4-CF5 coumarins.

L8

in DMA in AN
A'abs A'll Av Ered(dyew‘)a AGretb TETC ?\'abs ?\"ﬂ Av Ered(dyewr)a AG're!b TETC
nm nm em’”! Vv eV ps nm nm cm’? v eV ps
C153 416 504 4200 -2.4 0.00 3.1 {67%) 435 526 3990 -1.76 017 17 59%
19.4 {33%) 285 141%}
[8.5] [127]
C522 408 463 2910 -2.2 -0.26 0.8 {69%]) 422 512 4170 -1.72 0.04 10 {39%}
4.0 {31%)} 34 {61%}
[1.8] [25]
C481 400 448 2680 -2.2 -0.32 0.57 {80%)} 413 505 4410 -1.69 -0.05 4.1 {37%}
2.9  {20%)} 15.2 {63%}
[1.0] [11]
C152 397 446 2770 -2.1 -0.44 0.46 {89%)] 408 504 4670 -1.68 -0.10 3.7 {41%
2.7  {11%) 12.4 {59%}
. [0.71] [8.8]
C151 370 410 2630 -2.1 -0.67 0.21 {100%} | 376 450 4370 -1.75 -0.29 0.59 {50%
1.9 {50%1
[1.2]

a) Reduction (peak) potentials from irreversible waves.
b) Relative values of energy gap. C153 in DMA is fixed to 0 eV.
c) Values in [ ] are the average lifetimes; <1> = A1y + A,T,.
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Figure V-6. Fluorescence decays of C500 and C307 (a) in
DMA observed at 430 nm and (b) in AN observed at 470 nm.
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Figure V-7. Fluorescence decays of (a) C6H observed at 430 nm
in DMA and 450 nm in AN, (b) C466 observed at 440 nm in DMA
and 470 nm in AN.
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l6

Table V-2. Absorption 4,4, and fluorescence Ay, maximum, Stokes shift Av, and fluorescence
lifetimes 7zy of coumarins with no substitution on 4- position and 4-methy! coumarins.

in DMA in AN
Aabs My Av Ter Aabs M Av Ter
nm nm cm’’ ps nm nm cm’ ps
C6H | 390 443 3070 1.9x10°(100%) | 403 469 3490 880 (100 %)
C466 | 370 430 3770 4.7 (22 %) 388 451 3600 33 (68 %)
25 (78 %) 150 (32 %)
[21] [71]
C102 | 381 436 3310 2.8x10°(100%) | 391 462 3930 1.4x10°(100 %)
C47 | 363 427 4130 19 (44 %) 378 445 3980 89 (100 %)
44 (56 %)

[33]




For the fast reactions, the lifetimes in DMA are always shorter than the ones
of the same coumarins in AN. However, for a few dyes showing nanosecond
lifetimes, the lifetime becomes longer in DMA than AN. (4) The reaction
rate depends on the substituent groups of the coumarin. The rate changes
systematically with the substituent group on 7-position and 4-position.

The results similar to observation (1) and (2) are already discussed in
the previous chapter with oxazines. It was concluded that solvent relaxation
dynamics does not necessarily limit the rate of ET in weakly polar
solvents.4~7 In polar solvents, solvation process often dominates ET.!1~14
This is because the energy relaxation by the solvation process becomes a
driving force for the reaction. However, in weakly polar solvents this kind of
driving force becomes weaker and the reaction will not be dominated by the
solvation process. In such a case, intramolecular vibrational mode becomes
responsible for the reaction and ET may occur much faster than the solvation
process. Detailed discussions and simulations based on the two dimensional
model of Sumi, Nadler and Marcus!5,16 was carried out in Chapter IV. This
model divides the reaction coordinate into two coordinates, which are the
solvent coordinate and vibrational nuclear coordinate.

Figure V-1 shows that the substituent groups in 4-position and 7-
position are systematically changed. For the 4-position, reaction rate
increases in the order of CH3z < H < CF3. Electrophilic substitution in 4-
position enhances ET. In the 7-position, amino group is substituted. When
alkyl chain on the 7-amino group is extended, the reaction becomes slower,
and when it forms a hexagonal alkyl ring with the benzene moiety, the
reaction becomes the slowest. For the 7-amino group, the reaction rates

increase in the order of;

| |
G\IO< Ql < N < N < N
SCHa  HsCZE TGaHs  HiC” HY ™S R

CHs
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These effect of substitution can be discussed from two aspects, it can change
(1) the vibrational mode of coumarin and (2) free energy difference of the
reactant and product.

ET usually removes an electron from the HOMO of the donor to the
LUMO of the acceptor, which may cause a rearrangement in molecular
structure (bond lengths and bond angles) during the reaction. In the present
system, extending the alkyl chain on the 7-amino group and forming a
hexagonal alkyl ring may restrict the flexibility of the 7-amino group. Some
vibrational modes of the 7-amino group may be involved in the reaction.
The rotation of amino group is often discussed in the studies of twisted
intramolecular charge transfer (TICT), as typically represented by N,N-
dimethylaminobenzonitrile (DMABN).17~19 DMABN is a molecule which
has an amino group on one side of the benzene ring and a cyano group on the
other side. When DMABN is photo-excited in polar solvents, charge transfer
occurs from the amino group to the cyano group. In the initial locally
excited (LE) state, it has an almost planar configuration between the amino
group and the benzene moiety. However, it is said to become perpendicular
in the charge transferred statc. In the case of DMABN, a blue fluorescence
from the LE state and a red fluorescence from the TICT state are observed.
A planarly fixed derivative, 5-cyanoindoline, only emits from the LE state,
while, orthogonally fixed derivative, 6-cyanobenzo-quinuclidine, emits only
from the TICT state.17

However, in the case of intermolecular ET of coumarin, there are a
few observations which differ from the TICT of DMABN. (1) Fixing of the
amino group does not stop ET. (2) Somc of the reactions of the coumarins
are much faster than the reaction of DMABN. The average lifetime of C152,
which has a dimethylamino group, is 0.71 ps in DMA, while that of the LLE
state of DMABN is 20 ps in methanol. (3) Changing the structure of the

93



amino group not only changes its flexibility but also changes the electronic
state of the molecule. Usually the structural change caused by ET is not
restricted to some particular part of the molecule. Therefore, vibrational
mode involved in ET cannot be limited to a single particular mode. The
reorganization of the nuclear should be promoted by the sum of several
modes. Therefore, in the case of coumarins, it is better to say that the
twisting mode of the amino group may be one of the modes introducing ET
but not the only one.

Changing the structure of the amino group not only changes its
flexibility but also changes the electronic state of the molecule. Amino
group is an electron donating substituent, and extending the alkyl chain on
the amino group increases its electron donating ability. Therefore, DMA is a
better electron donor than AN, on the other hand, it decreases the electron
affinity of coumarins. The same explanation can be applied to the effect of
the substitution in 4-position, i.e. electron donating methyl group reduces

ET, while electrophilic CF3 group enhances it. These effects can be

discussed in terms of the energy gap law.

V-3. Free energy gap dependence of electron transfer

The effect of substituent can also be discussed in terms of the free
energy gap dependence of the reaction. From ‘the steady-state
spectroscopic and cyclic voltammetric measurements, we estimate a free
energy gap between the reactant and the product by using the following

equation,20

AGo = - Egp + Eox(solv.0/+) - Epey(dyeVl-) - Eps. (V.1

Here Epp is the transition energy from the Sg to the Sy state of coumarin,

Eox(solv.0%) is the oxidation potential of the solvent, Eyq(dye0/-) is the
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reduction potential of the coumarin, and Ejpg is the ion pair stabilization
energy. Not all of these variables can be measured experimentally,
therefore, relative values of energy gap AG,,; are used in the present
calculation. The first terms are estimated from the absorption maxima,
and the second terms are estimated from cyclic voltammetries. However,
coumarins did not show reduction-return waves due to the irreversible
reduction of the dye on the electrode,2! as is shown in Figure V-9 and V-
10. Therefore, the peak potentiéls are used. For Epx(soiv.0/+), the
ionization potentials in gas phase /yap are known, namely, 7.12eV for
DMA and 7.69eV for AN.22 However, the oxidation potential of neat
solvent cannot be measured experimentally by cyclic voltammetry.
Therefore, difference in the oxidation potential between DMA and AN
was estimated to be 0.17 ¢V using the equation (IV-4).

The free energy gap dependence of the ET rate is shown in Figure
V-11 and Table V-1 for 4-CF3, 7-amino coumarins. The square, triangle,
and circle markers in Figure V-11 correspond to the lifetimes of first 77,
second components 72, and their average <7> = A; T + A272, where A is
the percentage of the component. Solid lines correspond to the reactions
in DMA, and broken lines correspond to the ones in AN. Systematic
changes of 4G, are observed, which show good correlation with the
change of the reaction rate; as the value of -AG,,; incréases, the reaction
becomes faster. This tendency is reasonable if we consider the reactions
to be in the so-called Marcus "normal” region and not in the "inverted"
region.23 For 3-methyl substituted coumarins and coumarins with no
substitution on 3-position, the values of AG ./ are not obtained. This is
because E,eq(dye?-) of these dyes were not measurable, duc (o their high
values, hidden in the edge of the solvent reduction pcak. However, it can

be concluded that they are still in the normal region, and the long
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Figure V-9. Cyclic Voltammograms of coumarins in DMA.
Concentration is 2x10-3 M.
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Figure V-10. Cyclic Voltammograms of coumarins in AN.
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fluorescence lifetimes observed for C102 and C6H are due to their small
value of -AGre].

The fluorescence decays of C102 and C6H are slower in DMA than
in AN, as is can be seen in Figure V-7 (a) and V-8 (a). These
observations seems to be against the energy gap law in the normal region.
However, in nanosecond time domain, the fluorescence decay is affected
not only by ET but also by their own excited state lifetime. The excited
state lifetimes of these dyes may be shorter in DMA than in AN,

Simulations on energy gap dependence will be carried out in
section V-6, however, the theories concerning the reactant distribution to

be in thermal equilibrium cannot be used. It is because most of the

reactions of 4-CF3 coumarins occur faster than the solvation dynamics.

V-4. Excitation wavelength dependence of electron transfer

For C151, the excitation wavelength dependence of fluorescence
decay was measured. The results are shown in Figure V-12. The
fluorescence decay was observed at three different excitation
wavelengths, i.e., 405, 395, and 385 nm. All of these lights excite the red
side of the absorption maximum of C151. The energy difference between
405 and 385 nm light is 0.16 eV, which is somewhat smaller than the
value 0.21 eV between 675 and 605 nm, used for the experiments of
oxazines, All the decays match within the experimental error, there is no
deviation even for the slower part in AN like the one observed for OX1
(see Chapter IV). There seems to be no eftect of [VR or exciting a dye

with different solvent organization.

V-5. Fluorescence from non-equilibrium state

Coumarins are known to increase their dipole moments upon photo-

excitation. For C153, it is calculated to be 9.51 D for §| and 5.63 D for
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Sostate.24 Therefore, coumarins show a large fluorescence Stokes shift.
When the dipole moment instantaneously increases by photo-excitation,
the initial solvent organization is the one suitable for the ground state
dipole and not for the excited state. Therefore, the energy relaxation
process caused by the solvent reorganization follows the photo-excitation.
This process can be observed as a dynamic fluorescence Stokes shift. The
solvent relaxation times were measured in Chapter III, they were 7.9 ps
(19 %) and 18.7 ps (81 %) for DMA and 6.7 ps (81 %) and 13.3 ps (19 %)
for AN. This means that the most of the ET of 4-CF3 coumarins are
occurring faster than the solvation process. For the ET dynamics
simulation of OX1, the initial distribution on the excited state solvent
coordinate, produced by the photo-excitation, is estimated to be close to
thermal equilibrium. This is because the dipole moment of the dye does
not change drastically on photo-excitation. However, this is not the case
for coumarin dyes.

For the extremely fast reacting coumarins, it can be said that ET is
finished before the solvation process is over. If we look at Table V-1 and
V-2, an interesting trend can be found for coumarins which show ET
much faster than solvation process. The Stokes shift obtained from the
peak of the absorption and fluorescence spectra is larger than 4000 cm-!
for the most of the dyes, however, for the fast reacting dyes, it becomes
smaller than 3000 cm-l. C153 in DMA, which has a lifetime close to
solvation time, still have a Stokes shift of 4200 cm-1, for C522, it
becomes 2910 cm-!, and for C481, C152, and C151!, it becomes smaller
than 2800 cm-!. The smallest Stoke shift is observed for C151 in DMA
which is only 2630 cm-1. When the reaction is occurring much faster than
solvation process, photo-excited coumarins only have a chance to
fluoresce from the non-equilibrium state before the solvent relaxation. If

this is the case, fluorescence spectra shown in Figure V-13 and V-14 are
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Figure V-13. Absorption and fluorescence spectra of
(a) G153 and (b) C152 in DMA. Concentrations are

2x10°mol / . Excitation wavelength is 370 nm.
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Figure V-14. (a) Absorption and emission spectra of C151 in DMA.

2x10° mol /1. The sharp peaks are solvent Raman bands. (b) Solid
line corresponds to the tluorescence spectrum of C151 in DMA.
Broken line is the Raman spectrum of DMA. Dashed and dotted line
Is the spectrum obtained by subtracting the Raman bands from the
fluorescence. (c) Expansion of the Raman subtracted fluorescence
spectrum of C151 in DMA.
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the fluorescence from the non-equilibrium state. It can be scen in Figure
V-13, that the absorption and fluorescence peaks are closer for C152 than
those of C153. The relation between Stokes shifts and average lifetimes
of 4-CF3 coumarins are shown in Figure V-15. It can be seen that the
Stokes shift becomes smaller as the lifetime becomes shorter. These
effects can be called as a "chemical timing" effect of ET on solvation
process.

Chemical timing using oxygen as a quencher is well known in the
gas phase. Coveleshie ef a/. used chemical timing to decrease the effect
of intramolecular vibrational redistribution (IVR) in the fluorescence
spectrum of p-difluorobenzene.25 IVR is a vibrational relaxation process
from the selectively excited S| vibrational state to many other §;
vibrational states. Therefore, IVR adds a broad fluorescence from many
states to the sharp fluorescence from the initially excited state. When
oxygen is added, the excited molecule is quenched by collision with
oxygen molecules. This shortens the fluorescence lifetime, however, the
rate constant of IVR is independent of collision. Therefore, when the
pressure of oxygen is increased, the broad fluorescence decreases
compared to the sharp fluorescence from the initially excited state.

In the present case, when ET becomes faster, it quenches the
fluorescence from the solvent relaxed state, which means that the lifetime
of the excited molecule becomes shorter than the solvent relaxation time.
In such a case, the excited molecule can only emit from non-equilibrium
state. Therefore, as the rate of ET increases, the amount of fluorescence
Stokes shift decreases. This effect can be regarded as a chemical timing

effect of ET on solvent relaxation process.
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V-6. Simulations based on Sumi-Marcus Jortner-Bixon hybrid model

Now a model is going to be developed based on the observations
and the discussions mentioned above. When coumarins are excited to the
S1 state, the dipole moment increases drastically, therefore, solvent
organization which was appropriate for the ground state dipole starts to
reorganize. However, ET occurs simultaneously in donor solvents. In
some cases, ET finishes before the solvent reorganization is finished. A
conceptual drawing of these processes is illustrated in Figure V-16. The
solvation process occurs on solvent coordinate, at the same time, the
reaction occurs on the classical low frequency vibrational coordinate to
the reactant surface. If the initially populated non-equilibrium state is
distributed above the activation energy, the reaction also occurs to the
higher vibrational levels of the quantum mechanical modes (see Chapter
IV-6). The motion along the classical vibrational coordinate is treated to
be infinitely fast compared to the motion along the solvent coordinate.
This kind of model is called Sumi-Marcus Jortner-Bixon hybrid model26
which was discussed in Chapter IV.

A simulation based on this two-dimensional model is carried out.
Most of the parameters are based on the previous calculations for OX1,
however, some are changed to fit the experimental data of coumarins. A
normalized two-dimensional coordinate (X, ¢) is used, ‘'which are solvent
coordinate X and classical vibrational coordinate g. The bottom of the S
free energy surface is located at (0, 0), that of the So state at (0.5, 0), and
the product state at (1, 1). The solvent reorganization cnergy Agyy is 0.167
eV and that of the classical vibrational mode Avis 0.502 eV. This means
that the reaction has a quite "large window", A,/ Ay,; = 3. The frequency
of the quantum mechanical vibrational mode vy is 1400 cm-! and the
reorganization energy Ay is 0.124 eV. The clectronic matrix element is

0.0161 eV, temperature is 293 K, the solvent retaxation times are 7 ps (50
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Figure V-16. The conceptual drawing of the ET of coumarins.
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frequency vibrational levels.

107



%) and 15 ps (50%) which is close to the measured relaxation time of AN
and DMA. The reaction of C151 in DMA was considered to be close to
the top of the bell-shape energy gap dependence (no energy barrier).

The calculated energy gap dependence of the ET rate is shown in
Figure V-17. The broken line is the fitted lifetimes of the first component
77, the dashed and dotted line is the second components 72, and the solid
line corresponds to the average lifetime <7>. These curves are obtained
by fitting the population decays calculated at several different values of
energy gap. Some of the ET kinetics used to obtain these lines are shown
in Figure V-18. When the relative energy gap AGye;is O eV (Figure V-18
(a)), the most part of the kinetics shows an exponential decay which is
slower than the solvation process. However, there is a very rapid decay at
the beginning of the kinetics, which is somewhat faster than the solvation
process. It seems that this fast component is caused by the reaction
occurring from the non-equilibrium state before the solvent relaxation.
As the AG,.; becomes negative (Figure V-18 (b)), the decay becomes
much faster and the whole kinetics become non-exponential. Near the top
of the bell shape (Figure V-18 (¢)), the kinetics shows a very rapid
exponential decay, behavior already reported with the simulation of OX]
in Chapter IV. In the inverted region (Figure V-18 (d)), the reaction
becomes somewhat slower again, however, the exponential feature of the
decay is still hold.

The markers in Figure V-17 are the measured lifetimes in Figure V-
I1. When we compare them with the calculated average lifetime, a good
agreement is obtained for AG,e; < 0.2 ¢V. However, the agreement
becomes poor at AG,e; > 0.2 eV. Two reasons can be considered for this
discrepancy, (1) the donor solvent is changed from DMA (o AN, and (2)

the structure of the acceptor dye is changed.
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for Figure V-16.
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Physical properties of DMA and AN, which can affect the energy
gap dependence are, (1) the solvent reorientation energy Agq; and (2)
oxidation potential. In the present simulation, Ag,; is treated to be the
same in both solvents, however, if A5y changes, the bell-shape shifts. For
oxidation energy, the difference between two solvents is estimated to be
0.17 eV. If this difference is estimated to be twice smaller (0.08 eV), the
discrepancy will be much smaller. However, even when the comparison
is made only in one solvent (only in DMA), there still is a discrepancy.
The simulated reaction rate is still too slow compared to the experimental
rate of C153 in DMA.

C153 has a 7-amino group fixed with double hexagonal alkyl ring.
If the ET urges structural reorganization of the 7-amino group, the fixing
may restrict this reorganization. This reorganization can be the change of
C-N bond length or C-N-C angle. In such a case the intermolecular
reorganization energy of the coumarins with fixed amino group may
become smaller than the ones with free amino group. Decrease in
reorganization energy will shift the maximum of the bell-shape towards a
positive value of energy gap. Therefore, it can cause a kind of
discrepancy observed in Figure V-17. 1If there is a difference in the
intramolecular reorganization energy between coumarins with free and
fixed amino group, the difference should also show up in the activation

encrgy.

V-7. Temperature dependence of electron transfer of coumarins

To obtain information about activation energy, temperature

dependence of the fluorescence decay was measured. The results of C153

are shown in Figure V-19. For C153 in AN (Figure V-19 (b)), a clear

temperature dependence can be seen. The Arrhenius plot of the average

lifetime < 7> gives an activation energy of 1.6 kcal / mol. On the other hand,
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no temperature dependence can be seen for C153 in DMA within the
experimental error (Figure V-19 (a)). This is somewhat strange, because an
activation process is expected for the ET of C153, which is on the slope of
the normal region (Figure V-17). This observation indicates that the
reorganization energy and other parameters may have been altered by
changing the molecular structure of dye. If the intramolecular reorganization
energy is smaller for coumarins with fixed amino group than the ones with
free amino group, as is mentioned in the previous section, a different energy
gap dependence should be expected. A conceptual model is drawn in Figure
V-20. The energy gap dependence of fixed amino coumarins is shifted
toward positive values of energy gap with smaller maximum rate constant.
The reactions of C151 in DMA and C153 in DMA are positioned close to the

maximum on each curve.

V-8. Fluorescence Stokes shift caused by electron transfer

In the simulations carried out in section V-6, even for the slow
reacting systems, a very rapid ET was expected at the beginning of the
kinetics caused by the non-equilibrium state. Therefore, to study this
effect, the reconstruction of the time-resolved fluorescence spectra is
carried out in this section. The sample is C153, which shows the slowest
ET in AN for 4-CF3 coumarins. The lifetimes are 17 ps (59 %) and 285
ps (41 %) as shown in Table V-1. However, these lifetimes were obtained
from the fluorescence decay measured at 510 nm, which is close to the
maximum of the steady-state fluorescence. This means that the
fluorescence is dominated by the ones from the cquilibrium state. If the
fluorescence decay 1s measured at a shorter wavelength, the amount of
fluorescence from the non-equilibrium state will increase. Therefore, it
may show a rapid decay caused by ET from the non-equilibrium state.

However, fluorescence decay at a shorter wavelength will also contain
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Figure V-20. Conceptual drawing of different energy gap
dependence for free amino coumarins (solid line) and
fixed amino coumarins (broken line)
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solvent relaxation process. Therefore, to obtain detailed information
about the reaction from the non-equilibrium state, reconstruction of the
time-resolved fluorescence spectra has to be applied.

Fluorescence decays of C153 in AN at various wavelengths are
shown in Figure V-21. The kinetics at shorter wavelengths show fast
decays, while the ones at longer wavelengths show some rise. This means
that the peak of the fluorescence is shifting to longer wavelengths with
time. In the usual non-reactive solvents this kind of dynamic Stokes shift
is caused mainly by solvent relaxation process. However, in electron
donating solvents, the fast decays at the shorter wavelengths may also
contain an effect of ET from non-equilibrium state. The lifetimes and
risetimes of the decays at each wavelength are shown in Table V-3. To
obtain these values, the global analysis program was used for the fitting.
The longest lifetimes were linked together to give a same value at each
wavelength. The reconstructed time-resolved fluorescence spectra
obtained from these fittings is shown in Figure V-22 (a). The detail of
this method is already mentioned in Chapter III. The markers are the
reconstructed fluorescence intensities at the given wavelength and time.
The lines are the results of the log-normal fitting to these intensities. In
the time region shorter than 30 ps, the fluorescence peak shifts
simultaneously with the decay. On the other hand, in the time region

longer than 30 ps, the spectrum shows a decay only.

The normalized spectral shift correlation function C(r}, defined by
equation (III. 1), for C153 in AN is shown in Figure V-22 (b). This function

represents the fluorescence Stokes shift shown in Figure V-22 (a). The

results of a double exponential fitting to this tunction are 2.9 ps (69 %) and

13.9 ps (31 %). The solvent relaxation time obtained by C(r) of C102, were
6.7 ps (81 %) and 13.3 ps (19 %}, for AN (see Chapter III). The value of the

fast component for C153 is twice faster than that of C102, while the slow
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Figure V-21. Fluorescence decays of C153 in AN observed at
various wavelengths.
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Table V-3. Results of triple exponential fittings of fluorescence decays of
C1583 in AN at various wavelengths.

Wavelength T ) 13

(nm) (ps) (ps) (ps)

481 3.0(49.8%) 10.1 (41.4 %) 83.8 (8.8 %)
497 54(326%) 11.9(32.0%) 83.8(35.4%)
510 11.7 (36.8 %)  83.8 (63.2 %)
524 11.6 (8.2 %) 83.8 (91.8 %)
538 83.8 (100 %)
552 7.2 (-23.6 %) 83.8 (100 %)
567 15.7 (-38.4 %) 83.8 (100 %)
582 11.7 (-39.1 %)  83.8 (100 %)
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Figure V-22. (a) Reconstructed time-resolved fluorescence spectra
of C153 in AN. The markers are the fluorescence intensities at the
given wavelength and time. The lines are the results of fitting to
these markers using log-normal function. (b) Normalized spectral
shift correlation function C(t) of C153 in AN and the results of double
exponential fitting.
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component has a similar value. This difference indicates that the
fluorescence Stokes shift of C153 is not only caused by solvation process but
also by ET from non-equilibrium state. When the system is not relaxed, the
reactant has an excess energy to cross the activation barrier for the reaction.
Therefore, ET will occur faster at the non-equilibrium state, and cause a
faster fluorescence Stokes shift than the one caused only by the solvation
process.

For more detailed discussion, the decay of the full area of the
fluorescence spectrum is analyzed. The exact decay of the full population of
the reactant should be represented by the decay of the full areca of the
fluorescence spectrum and not by a decay at a single wavelength. The decay
of the full spectrum area is shown in Figure V-23. The fluorescence area

My, (1) at each time ¢ was obtained by integrating the intensity I(v, ¢} over all

frequency v;

Ma(t) = f[(v, Hv 3dv (V. D

The decay can be fitted by a double exponential function with lifetimes of
2.6 ps (13.7 %) and 86.3 ps (86.3 %). The longer lifetime (86.3 ps) matches
with the longest lifetime obtained by the global analysis fitting of the
fluorescence decays (see Table V-3). The shorter lifetime is the one caused
by the fast ET from the non-equilibrium state, and the reason for the twice

faster Stokes shift of C153 than C102.

V-9. Conclusions of Chapter V

Ultrafast fluorescence quenching of coumarin dyes in clectron
donating solvents regarded as an intermolecular clectron transfer from the

solvent to the dyes were observed. The most of the rcactions of 4-CF3
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Figure V-23. Decay of the fluorescence spectrum area of
G153 in AN obtained from the results shown in Figure V-21.
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coumarins in DMA occurred much faster than the solvation process. For the
coumarins which show reactions much faster than the solvation process,
fluorescence spectra from non-equilibrium state was observed by a steady-
state measurement. The Stokes shift of the fast reacting coumarins were
much smaller than the ones of slower reacting coumarins. We regard this
effect as a "chemical timing" of ET to the solvation process. This kind of
phenomena was observed for the first time in condensed phases.

The reaction rate constant depends on the structure of the substituents
at 4- and 7-positions. This dependence can be explained mainly by the
difference in energy gap. The energy gap dependence indicates that all the
reactions are in the normal region. However, there 1s a discrepancy between
simulations based on Sumi-Marcus Jortner-Bixon hybrid model and the
experimental results. Most noteworthy discrepancy was that the reaction of
C153 was much faster than the calculated rate. This discrepancy may be due
to the smaller value of intramolecular reorganization energy A; for the
coumarins with fixed 7-amino group than the ones with free amino group.
C153 has a tightly fixed 7-amino group with double hexagonal ring. If the
reaction urges a structural reorganization of the 7-amino group, the value of
A; will become smaller for the coumarins with fixed amino groups. This
reorganization can be the change in C-N bond length or C-N-C angle. The
unexpected small value of activation energy for C153 in AN, obtained from
the temperature dependent experiments, may support this hypothesis. The
coumarins with fixed amino group and the ones with free amino group have
a different energy gap dependence according to their difference in the
intramolecular reorganization energy.

The dynamic fluorescence Stokes shift of C153 in AN indicates that
the ET from non-equilibrium state occurs faster than the one from solvent
relaxed state. The dynamic fluorescence Stokes shift of the reactive

coumarin (C153) was faster than the non-reactive coumarin (C102).
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CHAPTER VI
DEUTERIUM ISOTOPE EFFECTS OF
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VI-1. Deuterium_isotope effects of the electron donating solvent

Experiments on isotope effects were carried out to examine the role
of vibrations on ET. The samples used are shown in Figure VI-1. The
deuterium labeled solvents used are AN-d7, aniline with all the seven
hydrogens changed to deuterium, and AN-d2, with only the two hydrogens
on the amino group are deuterated.

In Figure VI-2 (a), the fluorescence decay of C153 in AN-d7 (solid
line) is compared with the one in normal AN (broken line), which show no
difference. The lifetimes of C153 in normal AN are 17 ps (59 %) and 285
ps (41 %), which are somewhat longer than the solvation time of AN. The
solvent relaxation times of AN are 6.7 ps (81 %) and 13.3 ps (19 %) (see
Chapter III). In Figure VI-2 (b), the fluorescence decay of C152 in AN-d7
(solid line) and in normal AN (broken line) are shown. The lifetimes of
C152 in normal AN are 3.7 ps (41 %) and 12.4 ps (59 %), while in AN-d7,
it becomes slightly longer. The ratio between the reaction rate constants
for normal AN k, and AN-d7 kg7 is ky, / kg7 = 1.1. The effect of the
deuteration is more effective for the reactions faster than solvation process.
Therefore, if the isotope effect is related to dynamical aspects of ET, it
should be related to a process faster than the solvent diffusive motions.

The isotope effect of AN-d2 is shown in Figure VI-3. In Figure VI-3
(a), the fluorescence decay of C152 in AN-d2 (solid liné) is compared with
the one in normal AN (broken line). The ratio of the reaction rate constant
18 kn [ kg2 = 1.2. As is shown in Figure VI-3 (b), the decay in AN-d2
secems to be identical to the one in AN-d7 within the experimental error.
Therefore, the deuteration of amino hydrogen seems to be much more
important than that of the phenyl hydrogen.

The present experimental results show that some vibrational mode of
the amino group may be related to ET faster than the solvation process.

There are three candidates for such a mode, (i) librational mode of AN as a
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Figure VI-1. Dueterium labelled compounds used in this chapter.
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solvent, (ii) intermolecular mode between coumarin and AN, and (iii)
intramolecular mode of AN as a donor.

(1) The deuterium effect may be ascribed to librational modes of
solvent. Libration is a term usually used to describe a intramolecular
vibration or a motion which is not diffusive. The solvent librational modes
have previously been implicated in ET reaction mechanisms. Most of
them are about deuteration of hydroxyl group of protic solvents. AN is
also a protic solvent which can form hydrogen bonding by themselves with

the amino group.

H
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H-bonding between AN themselves.

Bader et al. made simulations on ferrous-ferric (Fe3+/Fe2+) exchange in
water.!~4 They calculated that the reaction in D20 becomes twice slower
than that in H2O (ky1,0 / kp,0 = 2). Experimentally, Hudis and Dodson
found the ratio to be 2.5 Guarr et al. reported an isotope effect of 1.3 for
Cross reactions involving Fe3+(aq)/FeQ+(aq), yielding a factor of 1.7 as an
estimate of the isotope effect for the self-exchange reaction.® Tominaga et
al. also observed an isotope effect for the ET of metal-metal charge
transfer (MMCT) complex ((NH3)sRullINCRull(CN)s57).7 Photo-
excitation of MMCT band leads to an optical ET between the metal centers
followed by a radiationless back ET. In glycerol, the value of Kglycerol /
Kolycerol-d3 was 1.2 at 20 °C and 1.5 at -100 °C. Since the isotope effect
was observed even at cryogenic temperatures, where diffusive solvent
motions should be too slow to be significant, they concluded that this effect

should most likely be ascribed to solvent librational modes. Here, libration
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is mainly related to the rotation of the hydroxyl group and also to the
hydrogen bond. The hydrogen bond has to break for the hydroxyl group to
rotate. For DMA, the rotation of the dimethyl amino group may be also
related to solvent libration. In this case, the rotation is free from hydrogen
bonding, however, it is somewhat heavier and bulky.

(i1) The second candidate is a hydrogen bonding effect of carbonyl

group of coumarins with the amino group of AN.

(HsC)oN o_o0  H
S

H-bonding between C152 and AN.

The isotope effect may be due to an intermolecular mode of hydrogen bond
between the donor and acceptor. However, this kind of intermolecular
mode seems o be not important, since in aprotic solvent DMA, ET occurs
much faster.

(iti) The third candidate is the intermolecular vibrational modes of
AN itself as an electron donor. In Chapter V, the effect of the vibrational
mode of 7-amino group of coumarin was discussed. A possibility of these
modes to promote ET was suggested. A similar discussion can be applied
to a deuterium effect of AN. In this case, the discussion can be separated
into three aspects, (1) a change in zero-point energy, (2) the effect of high
frequency mode, and (3) low frequency mode.

(1) Changing the hydrogen of the amino group to deuterium will
decrease the frequency of N-H stretching mode around ~3400 ¢cm-! down

to ~2300 cm-!. This decrease will also decrease the value of zero-point
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energy of the mode. If such a decrease of zero-point energy is larger for
the reactant than the product, it will increase the activation energy and,
thus the reaction will become slower. Therefore, the isotope effect may be
ascribed to a slight difference in energy gap. If this is the case, the
deuteration should affect not only the fast reaction but also the slow
reaction. If there is a slight change in the energy gap for the reaction of
C152, same amount of change should also occur for that of C153. From
the energy gap dependence shown in Figure V-17, a larger change in rate
constant is expected for C153 than in C152, when same amount of energy
gap is slightly changed. This is because the slope of the energy gap
dependence should be steeper for C153 than C152. However, ET of C153
in AN was not affected by deuteration (Figure VI-2 (a)). The deuteration
only affects reaction faster than diffusive solvation process. Moreover,
deuteration of the benzene moiety of AN should also decrease the zero-
point energy. However, the fluorescence decay of C152 in AN-d7 and
AN-d2 matched within the experimental error. Therefore, this explanation
seems o be not appropriate for the present deuterium effect.

(2) The deuteration of aromatic compounds are known to reduce the
rate of radiationless transition.8.® The phosphorescence lifetime of normal
naphthalene is 2.1 sec in durene at 77 K, while that of naphthalene-d8 is
16.9 sec. This deuterium effect is ascribed to a change ih the rate of triplet-
singlet internal conversion. The internal conversion is thought to occur
through the high vibrational levels of C-H mode of the Sp ground state
(Figure VI-4). The energy difference between the vibrational levels of C-
H mode is large because of high frequency, however it becomes smaller for
C-D mode. Therefore, the T state of the deuterated compound has to
cross the vibrational levels with larger quantum numbers than that of the
normal compound. Therefore, deuteration reduces the Franck-Condon

factor, and thus the internal conversion rate constant. It can also increase
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Figure VI-4. A dueterium effect for high frequency mode.

(a) Normal compound. Vibrational level of the product state with
quantum number of n = 2, crosses the bottom of the reactant
state surface. (b) Dueterated compound. A vibrational level with
n = 3, crosses the bottom of the reactant state surface.
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the density of states, however, it is not discussed. The deuterium effect of
high frequency mode is expected to be significant in the inverted region
and not in the normal region. The reaction of C152 in AN is expected to
be in the normal region, thus this explanation seems not appropriate for the
present experiments.

(3) As is shown in Figure VI-2, the isopote effect is much significant
for the reaction faster than diffusive solvation process. Therefore, if the
isotope effect is related to dynamical aspects of ET, it should be related to
a process faster than the solvent diffusive motions. One of the candidate is
the low frequency classical vibrational modes, which were introduced in
Sumi-Marcus two-dimensional model. Intramolecular low frequency
mode of amino group may be responsible for the ultrafast ET.

As a summery, isotope effect was observed for ET of coumarins in
AN-d7 and d2. The effect was significant for the ET faster than diffusive
solvation process. Thus it cannot be ascribed to the diffusive motion of the
solvent. Also it cannot be due to a change in zero-point energy nor high
frequency mode of AN. Therefore, the final candidate for the isotope
effect is the low frequency mode of the amino group of AN, which can be
treated as a solvent librational mode or an intramolecular mode of the

donor.

VI-2. Deuterium isotope effects of coumarin

If the intramolecular low frequency mode of the amino group is
promoting ET, similar deuterium effect may be observed for the 7-amino
group of coumarin. Therefore, C152-d6, a coumarin with deuterated
dimethyl amino group, was synthesized. Figure VI-5 shows the
fluorescence decays of C152-d6 in DMA and AN (solid lines) with decays
of normal C152 (broken lines) for comparison. Both decays matches

completely, no deuterium isotope effect was observed. The ratio of the
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mass between methyl group is CD3 / CH3 = 1.2, while that of hydrogen is
D /H = 2. This difference may be not enough to observe the isotope
effects. Experiments using C151-d2, a coumarin with deuterated amino

group may be adequate. Such experiment s are under progress.
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