
Knowledge Extraction for Open

Knowledge Graph under Open World

Assumption

Esrat Farjana Rupu

Doctor of Philosophy

Department of Informatics

School of Multidisciplinary Sciences

The Graduate University for Advanced Studies, SOKENDAI

September 2023





Advisory Committee

1. Prof. Hideaki Takeda National Institute of Informatics
SOKENDAI

2. Prof. Ken Satoh National Institute of Informatics
SOKENDAI

3. Prof. Akiko Aizawa National Institute of Informatics
SOKENDAI

4. Asst. Prof. Saku Sugawara National Institute of Informatics
SOKENDAI

5. Prof. Ryutaro Ichise Tokyo Institute of Technology
National Institute of Informatics





iii

Acknowledgments

I would like to express my sincere gratitude to my advisor Prof. Ryutaro Ichise
for the continuous support of my doctoral study and research and for his patience,
encouragement, and immense knowledge. Without his guidance and support, this
thesis would not have been possible. I greatly appreciate all his contributions of
time, ideas, and supervision tomakemy research experience productive and stimulating.

I would like to thank advisory committee members: Prof. Hideaki Takeda, Prof. Ken
Satoh, Prof. Akiko Aizawa, and, Asst. Prof. Saku Sugawara for not only their insightful
and constructive comments and encouragement but also for the fruitful suggestions
that inspired me to broaden my research from various perspectives.

I appreciate my all lab members as well as all internship students, and anyone
who encouraged me and provided thoughtful comments on my research.

Most importantly, I would like to express my heartfelt gratitude to my family members,
who have been a constant source of love, concern, encouragement, and continuous
support throughout my years of studying, researching, and writing this thesis. None of
this would have been possible without them.

Lastly, I would like to thank The Graduate University for Advanced Studies, SOKENDAI,
the National Institute of Informatics, and the Ministry of Education, Culture, Sports,
Science and Technology (MEXT) for their educational and financial support during my
doctoral studies.





v

Abstract

A Knowledge Graph (KG) is a semantic network representing real-world entities -
i.e., objects, events, situations, or concepts. It illustrates the relationship between
them. The information is usually stored in a graph database and visualized as a graph
structure. KGs are widely used for various AI-related tasks, such as web search,
question-answering, entity linking, semantic parsing, named entity disambiguation
to information extraction, and question answering. Several efforts have been made
to develop knowledge graphs in general and specific domains such as DBpedia,
YAGO, LinkedGeoData, and Wikidata. However, with the advent of the internet, new
knowledge is emerging every day which makes existing KGs incomplete. In addition, it
is very difficult to add new knowledge to the existing structure-based KGs. Most of the
KGs are made based on the close world assumption where all entities and relations are
known in advance. Therefore, adding new entity information in the existing settings is
difficult. In contrast with the closed-world assumption, all entities and relations are
not known in advance in the open-world assumption, and most of the knowledge is
available in natural text format which makes it difficult to extract information for KG.
However, OpenIE tools can extract triple-format data from a given text without any
prespecified vocabulary, but it includes lots of noise, making it inconsistent. There
is no system available to extract suitable information from the extracted triples by
OpenIE tools. In this thesis, we develop a model CTID (Competent Triple Identification)
to find competent triples from the extracted triple set by the OpenIE tool.

In our CTID model, we develop two types of features, namely syntax- and semantic-
based features, to identify competent triples from a given triple set. For each triple, we
apply the proposed features and generate semantic and syntactic feature sets. We then
create a supervised machine-learning model using the proposed features. The final
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output of this model is used to classify a triple as competent or incompetent. In the
syntactic feature set, we have used a total of 17 features. These features extract those
triples which are syntactically suitable for KG. On the other hand, in semantic-based
features, we apply cosine similarity using BERT embedding and utilize conceptNet to
identify each triple relatedness. As there is no suitable dataset for this task, by utilizing
the QA dataset we build a new dataset for this task and annotate the triples. We apply
a supervised machine learning algorithm to evaluate our proposed feature set and
analyze the result from different perspectives. Using different types of analysis, we can
see that our model can classify competent and incompetent triples with a good result
using two types of features.

Extracting information from natural text is very complex. Although OpenIE tools
can extract triple-format information from a given text, it is not suitable for KG
because of its noisy data. To fill this gap, we design our CTID model which can extract
competent triples from a given triple set that can be utilized for KGs. With this study,
we aim to identify competent triples from lots of noisy information. Competent triples
identified by the CTID model can be utilized for existing KGs completion tasks and to
create an open knowledge graph. Therefore, the result from this model can be used in
future directions.
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1
Introduction

1.1 Background

In recent years, the amount of available data has dramatically increased due to the
growth of the Internet. Since the invention of the World Wide Web [1] by Tim
Berners-Lee, the data on the web has been generated and published continuously. The
availability of data on the web is becoming more and more extremely rich. As a result,
we can acquire fruitful knowledge from the data on the web. Such knowledge can
obviously assist both a human and a machine to make a decision. For example, a human
uses the knowledge to comprehend his/her interest as the prerequisite background or
a search engine uses the knowledge as the prior knowledge to retrieve a relevant
document. In order to collect and utilize the knowledge efficiently and effectively, a
suitable technology is required. Traditionally, a knowledge base is a technology used
to manipulate and store knowledge through a computer system. Currently, a modern
knowledge base has become popularly known as Knowledge Graph [2].

Knowledge Graph (KG) is a structured knowledge base, which stores knowledge in
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Figure 1.1: Example of Knowledge Graph

the form of real-world entities and their relationships. The term Knowledge Graph
became widely known because of the release of Google’s Knowledge Graph in 2012 [3].
Recently, the KG term gradually gained the attention of many researchers, especially in
the semantic web community, because the main concept behind KG is the Linked Data
concept [4], which is the major technology for the semantic web.

Knowledge Graph (KG) is modeled by a graph structure and facts are mainly
represented in triple format. A triple consists of a subject, a relation, and an object
where the relation indicates the relationship between an entity as the subject and the
object. A relational triple can be denoted as (ℎ, 𝑟, 𝑡) where ℎ and 𝑡 are the head entity
and the tail entity, respectively, and 𝑟 is the relation between the ℎ and 𝑡 . Figure 1.1
shows the example of a typical KG scenario.

Some of the well-known KGs are DBpedia [10], Freebase [11], and YAGO [12].
Such KGs play an important role in many advanced applications such as question and
answering systems, quiz generation systems, search engines and etc [13]. For example,
question and answering systems [14, 15], have used KGs as the prior knowledge
to answer a specific question given by a user. A quiz generation system uses the
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knowledge in KG to formulate a question and choice for a user to answer [16]. Search
engines [3, 17] use KGs to understand the concept of search keywords to transform a
text-based search engine into a semantic-based search engine, which can semantically
understand a user’s query. Apart from the open-domain KGs, several specific domain
KGs such as Bio2RDF [18] and Neurocommons [19] have been used to support decisions
in the life science domain applications. As a result, KGs become the prominent resource
for many modern artificial intelligent systems.

1.2 Motivation

Since KGs play an important role in many modern applications as prior knowledge,
many researchers, especially in areas of the semantic web and natural language
processing, pay huge attention to constructing and populating knowledge into KGs.
In recent years, there are existing KGs such as DBpedia, Freebase, YAGO and etc.
However, new knowledge regularly emerges every day. Consequently, the current KGs
gradually become incomplete and some knowledge of KGs may not be useful in the
future. Considering the fact about the president of the United States in 2017 as an
example, if KGs are not updated, the knowledge about the president of the United
States provided by KGs is “Barack Obama”. Nevertheless, in 2017 a new president of
the United States “Donald Trump” is elected. The knowledge about the president of the
United States in KGs becomes out of date. Consequently, when we search for the
president of the United States, we could retrieve “Barack Obama” as a result, which
becomes inappropriate in the current context. Another example is that suppose a new
movie will release very soon, KGs might not be able to provide information about such
a movie because knowledge about such information is missing. As a result, such KGs
become not useful. Therefore, it is necessary to populate new knowledge to existing
KGs in order to keep the existing KGs up to date.

For the knowledge graph completion task, an embedding-based model is commonly
used in the KG completion task. Existing embedding-based KG completionmethods such
as TransE [6] and ComplEx [7] are performed under the closed-world assumption, where
KGs are fixed, and all entities and relations are already defined. These models, which
heavily rely on the structure of existing KGs, can well predict missing relationships
between well-connected entities. Because of their high reliance on the structure of
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existing KGs, it is challenging to add new entity information using similar settings.

Generally, most of the new knowledge has been published as natural language
text on the web and such a trend is dramatically growing faster than the growth
of KGs [20]. Since such natural language text has been published on the web, we
can access them easily. Nevertheless, natural language text has been traditionally
treated as a string, which cannot be explicitly interpreted as any meaning or does not
contain schemas or any links to any KGs. Moreover, due to language complexity,
which relates to the structure of the language, it is not feasible for a machine to
understand knowledge in natural language text directly. Furthermore, a publisher
usually publishes natural language text by using his/her own vocabulary. It leads to the
heterogeneous problem, where an identical real-world thing could be represented by
many representations. Based on these reasons, a large amount of natural language text
cannot be straightforwardly transformed into KGs and so is left as natural language
text.

Furthermore, although a human can directly consume natural language text, a
machine cannot make much use of such knowledge in the form of natural language
text. The main reason is that a machine cannot understand a concept or a meaning
in natural language text. Consequently, a machine loses an opportunity to use rich
knowledge resources, which is left as natural language text. Due to the advantage of
KGs, it is therefore essential to transforming natural language text to KGs so that a
machine can also utilize the knowledge more efficiently and effectively.

In the open-world assumption, entities and relations are not defined in advance.
Knowledge can thus be added to KGs from natural language text data, which is easily
available. About 95% of available data is unstructured text data [8]. It is not possible to
extract entity information directly from the natural text because it is unstructured. In
this context, the Open Information Extraction (OpenIE) [9, 10, 11] system extracts
binary relationships in the triple format (e.g., (Barack Obama, was born in, Honolulu))
from unstructured text without any prespecified vocabulary. Although OpenIE does
not require any prior knowledge, the quality of OpenIE triples varies. The system
is likely to include lots of noisy and redundant information in KBs, making them
inconsistent.
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1.3 Contribution

To address and solve the research problem above, we propose a complete model to
solve that problem. We propose a supervised learning model for identifying triples
(extracted by the OpenIE system) to add information to existing KGs. For this task, we
classify all triples into two classes, namely competent and incompetent where the
former (latter) refers to a triple that is relevant (not relevant) to the context of KG. In
this study, we develop syntax- and semantic-based features that facilitate the correct
identification of competent triples.

1.4 Outline

We conclude this first chapter by outlining the structure of this dissertation. This
dissertation is structured into five chapters. The remaining of our dissertation is
organized as follows.

• Chapter 2

This chapter presents the fundamentals of the knowledge graph and its concept
and knowledge representation. Then, the background knowledge for knowledge
graph construction. Later, we further discussed the natural language models that
frequently uses in the KG alignment and enhancement task. We also discuss the
OpenIE system to extract triples from natural text. Finally, we discussed closed
and open-world assumptions before concluding the chapter.

• Chapter 3

This chapter presents the details of the proposed CTID model for competent
triple identification from natural text using the OpenIE tool. Here, our proposed
features are discussed elaborately. In the CTID model, we proposed two types
of feature sets namely syntax- and semantic-based features. In this chapter,
we briefly explained these two types of feature sets and how these features
contribute to extracting triples for the KGs. Next, we include the experiment
conducted to evaluate the proposed features. Here, we utilize a QA dataset to
create our dataset for the evaluation. We also include an ablation study and some
limitations here. Finally, we discuss and summarize the CTID model.
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• Chapter 4

This chapter discusses the limitations and the achievement we accomplished by
the proposed model using two different types of feature sets. Here, we include
additional experiments which include human label annotation and compare the
result which is built by using our annotation algorithm. We can understand the
limitations of our annotation algorithm from this further analysis. In this chapter,
we also discuss some additional parameters that are used in our proposed model
and how to choose those parameters and what is the effect of those parameters.
Here, we also include the assumptions of our research briefly.

• Chapter 5

This chapter summarizes the thesis’s contributions and outlines future work
directions.
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2
Fundamentals and Related Work

2.1 Knowledge Graph

Many studies use the term Knowledge Graph in many ways [12]. Although, in the
previous chapter, we presented the background and necessity of Knowledge Graph and
many related technical terms, their definitions are still not clearly clarified yet. We are
therefore going to formally define the terms and give some further backgrounds and
fundamentals for Knowledge Graph as follows.

A knowledge graph is a network of real-world objects, events, situations, or
concepts and illustrates which are commonly referred to as entities and the relationship
between them. This information is usually stored in a graph database and visualized as
a graph structure, prompting the term knowledge “graph.”
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2.1.1 Knowledge Graph Definition

Knowledge Graph is a graph-based knowledge base, which models knowledge between
entities and relations [13]. Its definition can be formalized in the following definition.

Definition 1 Knowledge Graph (KG): A Knowledge Graph KG = (V, E), where V is a set
of vertices and E is a set of edges with a label. A vertex or a node in KG is an entity, while
a labeled edge in KG is a relation.

• Entity is a vertex or a node in KG, which represents a unique real-world object.
Note that, a description of the entity, referred as literal, can also be a node in KG.

• Relation is an edge with the label in KG, which expresses the relationship between
entities or between an entity and its description.

2.1.2 Knowledge Graph Representation

Knowledge Graph is represented by the Linked Data concept [13]. In the Linked Data
concept, the Resource Description Framework (RDF) is a standard model for publishing
Linked Data [14]. It uses to describe the information and their relations and also make
data become interchangeable [14]. The specification of RDF is introduced by W3C Rec-
commendation (RDF 1.1 Concepts and Abstract Syntax) [1]. In the RDF specification,
the key concept is an RDF graph, which is a collection of RDF triples. An RDF triple
consists of a subject, a predicate, and an object. A subject and an object are treated as a
vertex, while a predicate is considered as a relation. The direction of the edge is used to
identify which vertex is the subject and which vertex is the object. The edge of an RDF
triple points out from the subject and points into the object. An RDF triple therefore
can be viewed as a directed graph, which composes of two vertices and one directed
edge, as shown in Figure 2.1.

Figure 2.1: RDF Graph Representation [1]
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Furthermore, the RDF specification [1] defines three kinds of resource representa-
tions: Internationalized Resource Identifier, literal and blank node. Such representations
are used to describe an element of an RDF triple. Note that, based on our observation of
many KGs, a blank node is usually ignored because the blank node does not provide any
meaning and makes the representation of a KG become more complicated. Therefore,
in our study, the blank node is not covered.

Due to the characteristic of an RDF triple as shown in Figure 2.1, a resource
representation that can be used to describe each element of an RDF triple, is therefore
dependent upon the position, which is a subject or a predicate or an object, of the
element.

• Subject: The subject can be represented only by a URI. Since the subject is the
entity. it needs to be identified as a unique resource, which is only represented
by URI.

• Predicate: The predicate is also expressed by a URI. As shown in Figure 2.1, a
predicate is an edge with its label. Different relations, therefore, can be expressed
by different types of labeled edges.

• Object: The object can be a URI or literal. In contrast with the subject, an object
is an information that fulfills the relation with its subject. Therefore, the object
allows the representation as URI or Literal. If it is URI, it expresses the relation
between entities, subjects, and objects. In the case of literal, it describes the
detail for the subject, known as its description

2.2 Knowledge Graph Assumptions

Based on the survey [13], the interpretation assumptions are required so that knowledge
of KGs can be understood. In KGs, the relationships between entities and their
description are stored as knowledge, formally known as fact triples. It is obvious
that a KG is incomplete. Therefore, non-existing triples in KGs have to be defined.
Generally, there are two different assumptions: closed world assumption and open
word assumption, which use to interpret the meaning of non-existing triples.
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Table 2.1: Examples of RDF triples

Figure 2.2: An Example of RDF Graph

• Closed World Assumption: Closed world assumption simply assumes that
non-existing triples imply relationships between entities have not existed. In
other words, it assumes that knowledge in a KG is already completed. Although
this assumption reduces the complexity of the incomplete problem of a KG, its
usage is extremely limited. Considering an extreme case shown in Table ??,
there is no relation between orgB-res:Alice and dbo:Person. Based upon this
assumption, it concludes that “Alice is not a person”. Based on the closed world
assumption, it is correct; however, in fact, it is still not possible to conclude at
this stage because of the lack of knowledge.

• OpenWorld Assumption: Open world assumption supposes that non-existing
triples cannot be interpreted and be treated as unknown. Considering the
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same example with the closed world assumption, there is no relation between
orgB-res:Alice and dbo:Person. Under the open world assumption, we cannot
conclude “Alice is not a person”. Instead of that, we conclude that “Alice may or
may be not a person”.

2.3 Knowledge Graph Construction

Knowledge Graph Construction is to collect knowledge and build a KG from such
knowledge. The approach for the knowledge graph can roughly categorize into three
approaches: 1) the manual approach, 2) the semi-automatic approach, and 3) the
automatic approach. In the manual approach, a KG is manually created by mainly
using human effort. In the semi-automatic approach, human efforts are put to craft
rules or patterns so that a KG is automatically constructed. In the automatic approach,
a KG is automatically generated by using various techniques, which reduces human
intervention. The further details and well-known projects for each approach are listed
as follows.

2.3.1 Manual Approach

In the manual approach, triples are manually gathered and integrated in order to build a
KG. There are two popular methods: the curated method and the collaborative method,
for the manual approach. In the curated method, a KG is built by a closed group of
experts while in the collaborative method, a KG is crafted by an open community. Each
method is presented in the following sub-sections.

2.3.1.1 Curated Method

The curated method usually aims to build a specialized KG for some specific purpose
because this method requires a huge effort from humans to build a KG. Furthermore, in
the curated method a KG is built by using a closed group of experts. Such a group
of experts collect knowledge from a specific data resource and comply with such
knowledge to produce the KG. Example projects for the curated method are present in
the following list.
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• Cyc/OpenCyc [15]

Cyc/OpenCyc is one of the pioneer projects for constructing KG, formerly known
as a knowledge base. The aim of the project is to establish, collect and assemble
ontology and ontology of common sense knowledge in daily life so that an
intelligent agent or system can utilize such knowledge in Cyc/OpenCyc for
reasoning in target applications. In this project, more than a million axioms have
been manually collected by Cycorp Inc., which is a company investing to create
a large-scale knowledge base [15]. Here, we presented some usage of knowledge.
Some examples of knowledge in this project are “every tree is a plant” and “every
plant dies eventually” [16]. Such knowledge, referred to as rules, can be used for
inferencing and reasoning in order to discover new knowledge. For example, if
we know that the cherry blossom is a tree, based on the example rules, we can
entail that the “cherry blossom dies eventually”.

• WordNet [17]

The WordNet project aims to construct a KG, which is also known as a lexical
resource. In WordNet, a collection of lexicons and their semantic relationship are
stored as knowledge. Fundamentally, there are six main semantic relationships
between lexicons in the KG as follows [17].

– Synonymy is the relationship that identifies the identical semantic rela-
tionship between lexicons. For example the lexicon “good” and the lexicon
“well” holds the synonymy relation because their meanings are identical.

– Antonymy is the relationship that describes the opposite semantic rela-
tionship between lexicons. For example, the lexicon“good” and the
lexicon“bad” holds an antonymy relation because their meanings are
opposite.

– Hyponymy and Hypernymy are the relation that identifies subset and
superset between lexicons respectively. Sometimes, these relationships
refer to as is-A relations. For example “Dog” is a hypernym of “Animal”,
because every dog is a kind of animal. Here, Hyponymy and Hypernymy
are considered as a semantic relation (is-A) because they are inverse of each
other.
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– Meronymy and Holonymy are the relationship that describes the partOf
and is-partOf relationship between lexicons respectively. For example,
given the lexicon “door” is a meronym of “house”, it can be interpreted as
“door is a part of the house”. Consequently, this relation frequently refers to
as part of the relationship. Here, Meronymy and Holonymy are considered
as one semantic relation because they are inverse of each other.

– Troponymy is a relation that presents a co-occurrence between lexicons.
For example, “to bite” is a troponym of “to eat” since the activity “to bite” is
doing “to eat” in some manner.

– Entailment is a relation that infers that one lexicon cause the result to the
other one. For example, “to cry” is entailed by “to tears flow” because when
crying, your tears must flow.

WordNet is the linguistic domain lexicon resource, which contains many rela-
tionships between lexicons. Therefore, the construction process needs a group of
experts in the linguistic domain to collect and build this KG so that the quality
can be controlled. Recently, WordNet becomes the most valuable KG resource for
the linguistic community. Therefore, it is widely used in many Natural Language
Processing (NLP) applications [18].

• UMLS [19]

The Unified Medical Language System (UMLS) project is also a specialized
domain KG. It aims to construct the KG regarding the biomedical-related domain.
Also, the project was developed by an expert group at the US National Library of
Medicine [19]. In the UMLS project, more than ten million triples relationships
among almost a million concepts are stored in the repository. Both ontology and
taxonomy are integrated from various sources by the creator group.

As shown in the above projects [15, 17, 19], the curated method’s main purpose is for
the specific target for a specific purpose. Moreover, the limitation of this method is that
it requires the curator in the group to collect, manipulate and update the knowledge in a
KG. Although the curated method can create a small portion of knowledge for a specific
purpose, it consumes a lot of resources such as time, and human effort. Specifically, in
a large-scale project like Cyc/OpenCyc. The time estimation for completing the project
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is more than 350 man-years (as estimated in 1986) [20]. However, new knowledge
emerges very. As a result, we can not accurately estimate time.

2.3.1.2 Collaborative Method

The collaborative method aims to manually build a KG by people similar to the curated
method. However, instead of a closed group of experts, the collaborative method allows
an open community to collect knowledge and create a KG. This collaborative method is
known as crowdsourcing [21]. In crowdsourcing, online communities play a significant
role in the KG construction process. Conventionally, an existing platform is published
online so that Internet users, who are interested in contributing to the project, can
access and help the community to create a wide range of KGs. Two examples of the
collaborative method project are presented as follows.

• Freebase [22]

Freebase was a large collaborative knowledge base launched in 2007 as well.
Google took it over in 2010 [22]. It was used as the open core of the Google
Knowledge Graph project and has been attracted by many use cases outside
Google. Due to the success of Wikidata, Google decided to close Freebase in
2014 and help with the migration of the content to Wikidata [23]. Freebase
is built on the notions of objects, facts, types, and properties. Each Freebase
object has a stable identifier called a “mid” (for Machine ID), one or more types,
and uses properties from these types in order to provide facts. For example,
the Freebase object for Barack Obama has the mid /m/02mjmr and the type
/government/us_president (among others) ) that allows the entity to have a fact
with the property /government/us_president/presidency_number and the literal
integer “44” as the value. Freebase uses Compound Value Types to represent
n-ary relations with 𝑛 > 2, e.g., values like geographic coordinates, political
positions held with a start and an end date, or actors playing a character in a
movie. Compound Value Types values are just objects, i.e., they have a mid and
can have types [24]. Most non- Compound Value Types objects are called topics
in order to discern them from Compound Value Types.

Google stopped all the Freebase services in 2016 and its data was "donated"
to Wikipedia, though only 9.5% of its entities have actually been included in
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Wikidata, partly because of the notability criteria mentioned previously. The last
dump of Freebase is still available for download1.

• Wikidata [23]

Wikidata2, operated by the Wikimedia Foundation is a community-created
knowledge base to manage factual information of Wikipedia and its sister
projects operated by the Wikimedia Foundation [23]. Wikidata is a collection of
entity pages. Entity pages are of two types: items and properties. Every item
page contains labels, short descriptions, aliases, statements, and site links. Each
statement consists of a claim and one or more optional references. Each claim
consists of a property-value pair and optional qualifiers. Values are also divided
into three types: no value, unknown value, and custom value. The no value
marker means that there is certainly no value for the property, the unknown
value marker means that the property has some value, but it is unknown to us,
and the “custom value” which provides a known value for the property2.

Compared with the curated method, the scalability of the collaborative method
is far better because of open communities. Although, the collaborative method
can create very rich KG, the correctness of KG is still an issue. Any individual can
directly manipulate the knowledge graph. Thus, we cannot ensure the quality of the
knowledge of the KG. Furthermore, there is no quality measurement in the Wikidata
[23]. Moreover, the scalability in the manual approach could be partly solved by the
collaborative method. Still, knowledge emerges every day. Therefore, we need an
approach that can be done automatically or use less human effort in order to deal with
the practical situation in the big data era.

2.3.2 Semi-automatic Approach

In the semi-automatic approach, hand-crafted rules or regular expression rules are
manually defined and then such rules are used to automatically extract knowledge
from structure data in order to generate triples of a KG. Well-known KG projects,
which apply the semi-automatic approach are DBpedia, YAGO, and Freebase. The
details of each project is in the following list.

1https://developers.google.com/freebase/
2https://wikidata.org
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Figure 2.3: The sample screenshot of the Wikipedia page about Barack Obama [2]

• DBpedia [25]

DBpedia is the project to construct a KG by extracting knowledge from structure
content, specifically Wikipedia. Wikipedia is a free online encyclopedia platform
that allows individual users to collaborate with each other for creating web
content. In Wikipedia, a user can add update, and remove content on the project
directly. Also, one of the advantages of Wikipedia is that a number of hyperlinks
among pages are fruitful. Currently, there is much content on Wikipedia since
Wikipedia implements the crowdsourcing method to gather the content. In
Figure 2.3, the snapshot of the example of the Wikipedia page is presented. As
shown in the figure, a Wikipedia page consists of two main parts: 1) description
text and 2) infobox. The description text is a text which gives finer details about
the pages, while the infobox provides significant information about the page in a
well-defined structure format.

DBpedia, as categorized in the semi-automatic approach, mainly extracts
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Figure 2.4: The sample screenshot of the DBpedia page dbr:Barack_Obama [3]

knowledge from an infobox and some structured markup of Wikipedia such as
abstracts or links. The process of extraction is straightforward. In the process, an
entity and a relation are extracted. For an entity, the URI representing the entity
of the page is constructed under the namespace of DBpedia (dbr:). For example,
considering the example Wikipedia entity “Barack Obama” in Figure 2.3, the
URI representation that corresponded to this entity is dbr:Barack Obama. For a
relation, properties are extracted under the namespace of DBpedia (dbo: or dbp:)
in the same manner as entities from the info box of the Wikipedia page. For
example, “Born” in the info box in the example is extracted, and then by applying
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the rule, “Born” is mapped to the property dbo:birthDate or dbo:birthPlace of
DBpedia. Note that, the difference between dbo: and dbp: is that dbp: is a direct
map from the infobox without integrating into DBpedia ontology, while dbo:
resolves the integration problem.

Apart from the infobox, the extractor of DBpedia also extracts the content in the
HTML markup format such as the abstract of the Wikipedia page, the Wikipedia
links to other pages, etc. As a result, the DBpedia entity can be created. In Figure,
the snapshot of DBpedia dbr:Barack Obama, which corresponds to the Wikipedia
page “Barack Obama” is illustrated in Figure 2.4.

Nowadays, DBpedia becomes one of the most important KGs. Because of the
fruitfulness of entities in DBpedia, this KG, therefore, gains more and more
attention from many KG publishers as well as researcher communities, e.g.
semantic web community, and NLP community. Furthermore, due to the quality
of DBpedia and the wide range of languages, which DBpedia provided, it becomes
a multilingual KG with high quality [26]. Consequently, many KGs frequently
connect their knowledge, including entities and relationships, to DBpedia. As a
result, DBpedia becomes the hub of KGs [27].

• YAGO [28]

YAGO is a project similar to DBpedia. It is extract structure knowledge from
Wikipedia, e.g. infobox, category, redirected, and Wordnet, e.g. synset, and
Geonames [29] in order to create a KG. The project reports that YAGO contains
more than 1 million entities and 5 million facts connecting such entities. Further-
more, in the YAGO project, interlinking links between DBpedia and YAGO are
provided. Specifically, YAGO provides links to DBpedia ontology [25] and SUMO
ontology [30]. In the study [28], the empirical evaluation of the correctness of
YAGO is conducted. The result shows that YAGO achieved an accuracy of 95%,
which is highly reasonable in the KG construction.

• Freebase [22]

We discussed Freebase in the aspect of manual KG construction in previous
Section 2.3.1.2. In fact, Freebase also extracted knowledge from the structure
resources such as DBpedia. The idea is similar to DBpedia and YAGO. Freebase
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Figure 2.5: The General Work Flow of the Knowledge Graph Population

derived the information in the info box of Wikipedia to create the fact triple.
Note that, such create triple are allowed to manually manipulate by a user.
Therefore, the Freebase project is a hybrid combination of the semi-automatic
approach and the manual approach.

Although the semi-automatic approach can construct effectively, some information or
knowledge is still left in the natural language text. For example, considering Figures
2.3 and 2.4, the Wikipedia page described the entity “Barack Obama” contains much
more knowledge than DBpedia provided. This characteristic occurs because DBpedia
does not directly extract information from the unstructured text, specifically natural
language text. Consequently, much knowledge was left as text.

2.3.3 Automatic Approach

In the automatic approach, a KG is directly built from natural language text. An
automatic approach extracts knowledge from natural language text and then creates
the KG by such knowledge. Generally, The process of the automatic approach could be
viewed as shown in Figure 2.5. In the automatic approach, there are two main methods:
1) schema-based method and 2) schemaless-based method. The schema-based method
populates knowledge as defined in the predefine ontology or vocabulary. In contrast
with the schema-based method, the schemaless-based method extracts the knowledge
directly from the natural language text without a predefined vocabulary or an ontology.
The details of the schema-based method and the schemaless-based method are as
follows.
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2.3.3.1 Schema-based Method

The schema-based method aims to build a KG by using a predefine ontology and a
finite set of vocabularies as control constraints. In this method, a set of entities and
a set of relations are defined; specifically, relations are fixed by a set of predefined
vocabularies. When extracting knowledge from the natural language text, this method
focuses on extracting the knowledge that corresponds to the given vocabulary. As a
result, a set of vocabularies plays a significant role in this method. The details of
systems that are categorized into the schema-based method are presented as follows.

• Never-Ending Language Learning (NELL) [31]

NELL is a never-ending learning project, which aims to extract knowledge from
the web [31]. The main idea of NELL is to create a set of triples with its ontology
by gathering information on the Internet. The main concept of NELL is that
NELL will accumulate knowledge over time and due to knowledge acquisition, it
becomes better and better to learn new knowledge. In NELL, predefined ontology
is defined and some bootstrapping triples together with a set of constraints,
including domains and ranges of a relation and mutual-exclusion condition,
are given to NELL as the bootstrapping learning data. Such bootstrapping
learning data are used to learn constraints for extracting a new belief. One of the
prominent features of NELL is that it uses multiple extractors and validators
to learn and verify new knowledge. This strategy is called “couple learning”.
Specifically, NELL uses one extractor to support or argue another extractor in
order to populate new knowledge from a set of beliefs. The NELL project started
in 2010 and has been continuously running since then. Currently, NELL contains
more than 50 million candidate beliefs and more than 3 million beliefs, with high
confidence as knowledge.

• LODifier [32]

LODifier is a project to generate a KG from unstructured text. In LODifier,
Discourse Representation Structures (DRS) [33] that represent the meaning of
a sentence from the unstructured text are extracted by the statistical parser
C&C and the semantics construction toolkit Boxer [34]. Also, many NLP
systems, including the NER system, Coreference Resolution system, and Word
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Sense Disambiguation, are applied and the results are mapped to RDF triples.
Furthermore, RDF WordNet [35] is used as the predefine ontology in order to
directly map the result, which is a vocabulary from the synset, to an RDF triple
without considering other KGs.

• KnowledgeStore [36]

KnowledgeStore is a general-purpose system to extract store and manage
knowledge. To achieve the goal the system builds on the state of the art NLP
applications, e.g. Tagging system and Coreference Resolution system. The
architecture of this system consists of four layers: 1) resource layer, 2) mention
layer, 3) entity layer, and 4) context layer. Each layer of the system is designed to
deal with resources, mentions, entities, and context. The resource is where an
entity is acquired. Mention is the specific object, which is considered in the
text, while an entity is a unique object, to which mentions map. This means
that different mentions can map to identical entities. The context describes
the entity based on a specific context such as time, location, etc. Based on this
architecture, the KnowledgeStore can well manipulate and store knowledge;
however, integration of knowledge to other KGs still is not taken into account.
As a result, the usage of the knowledge is very limited to the local KG, e.g.
Trentino [36].

• RExtractor [37]

RExtractor [37] proposes a transformation of unstructured text to an RDF triple
by using NLP to extract a triple and then using its own ontology to represent
an extracted triple. In their approach, the syntactic structure of a document is
exploited by NLP applications and then the predefined ontology in the study [38]
is used as the schema when populating knowledge. Even though this approach
could extract the entity and the target relation, such an entity still does not
integrate into other KGs.

• Knowledge Vault [39]

Knowledge Vault is a project to build a large-scale probabilistic KG based on
the combination of content extracted from web documents. In Knowledge
Vault, a predefined ontology, including entity type and predicate, is given as
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the fixed schema similar to other approaches. The main difference between
Knowledge Vault and other systems is that the noise during the extraction
process is considered; in consequence, Knowledge Vault becomes more robust.
To extract knowledge, several extractors are used to gather knowledge from
various types of data, e,g natural language text, tree (DOM), table, etc. Here, we
mainly focused on natural language text. To extract knowledge in natural langue
text, the following processes are performed. Firstly, entities over all documents
are recognized. Secondly, each entity is resolved and linked to KG by using the
NLP suit tool [40]. Thirdly, the supervised learning technique, named distant
supervision [41], is used to learn the relationship between entities based on the
seed triples to find the relationship between entities.

Given the predefine vocabulary, it avoids the heterogeneous problem when
populating knowledge; however, the acquired knowledge is very limited due to the
condition of predefined vocabulary. To reduce these limitations, the other method,
the schemaless-based method, is proposed to extract knowledge. The details of the
schemaless-based method are described in the following section.

2.3.3.2 Schemaless-based Method

The schemaless-based method, also known as the Open Information Extraction task
[42], aims to build a KG without requiring pre-specified ontology and vocabulary. This
method, therefore, has to automatically identify arbitrary relations and extract such
relations. In this method, the lexicon plays an important role in the extraction process
because the extraction is performed at the lexical level. At the lexical level, there is no
require any schema or vocabulary. As a result, the structure of sentences, obtained by a
parsing system, significantly helps this method to extract triples. In the following, the
systems in the schemaless-based methods are presented.

• TextRunner [42]

TextRunner is a scalable open IE system, which extracts triples from text and
assigns a probability to each triple. In the TextRunner system, there are three main
components: 1) extractor component 2) Self-Supervised Classifier component,
and 3) assessor component. The extractor component, namely the Single-Pass
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extractor, reads through the entire document and separately processes each
sentence in the document to produce the extraction results; however, this
component requires seed triples, as supervision. The Self-Supervised Classifier
component module is developed to classify whether extracted triples are trustable
or not and then trustable triples are given back to the extractor component as
seed triples. The assessor component validates and judges the probability score
for each extraction result.

• ReVerb [43]

ReVerb is an open information extraction system that extracts a triple from a
given sentence by using syntactic patterns and lexical constraints. In ReVerb, a
relation phrase is identified by using syntactic patterns and lexical constraints.
For the syntactic patterns, prior knowledge regarding the language is provided
such as “phrase relation must start with a verb and end with the preposition”.
Such syntactic patterns are used to identify useful syntactic to extract triples. On
the other hand, the lexical constraints help to generalize the extracted results.
For example, some relation between entities might be extracted with the long
phrase of relation, meaning that it is too specific. To avoid such problems the
lexical constraints are applied. Then, entities, and noun phrases that correspond
to related phrases are assigned. Finally, the confidence score for the extraction
triple is given and adjusted.

• OLLIE [44]

OLLIE system is an open information extraction system, which has been im-
proved from ReVerb [43]. The OLLIE system works in a similar manner to ReVerb;
however, the OLLIE system can extract finer details in the local context of a
sentence. ReVerb constraints mainly focused on the main verb of the sentence.
As a result, some latent relation is missing. In OLLIE, patterns are not limited to
a main verb of a sentence or a local context of a sentence. For example, “The
President of the United State Donald Trump announces the new regulation”.
ReVerb focuses only on the relation “announce”, while OLLIE can extract the
“President of United States” relation.
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Table 2.2: The Summary of the Knowledge Graph Construction projects

• Entity Extraction [45]

Entity Extraction proposed the pipeline system to take natural language, specifi-
cally Wikipedia articles as input and yielded the KG triple as the output. The
idea of the system is to use state-of-the-art natural language processing tools,
e.g. a semantic role labeler (SRL) and name entity resolution, and so on, to
extract the relation from the text. Then, the system links extracted entities to
KG entities and determines the statistical pattern of the text predicate and the
KG predicate based on each subject-object pair, and then forms a link between
identical predicates. Since the study used an SRL tool to analyze the relation
without the predefined vocabulary. Therefore, the system has been categorized
into the schemaless-based method. Nevertheless, knowledge integration with the
predefined vocabulary is applied as well. Therefore, this approach could also be
viewed as the schema-based method.

The schema-based method helps us to populate knowledge for the existing KG;
however, we can populate some of the knowledge from text. In the schema-less-based
method, lexicon term plays an important role in the knowledge extraction process
and it is not dependent on any vocabulary; in consequence, the schema-less-based
method can populate more knowledge but there are not much useful because of the
heterogeneous problem. In this research, we aim to take advantage of the schema-based
and schema-less-based methods in order to build the KG with wide coverage.

In this section, we reviewed and surveyed various approaches and methods in each
approach for the KG construction task. To sum up our discussion so far, we present the
summary of the approaches, the methods, and their corresponding projects in Table 2.2.
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2.4 Knowledge Graph Completion

KG completion is a task to fill a missing knowledge in KG. As we know KG is incomplete,
KG completion uses the current structure or knowledge in KG to find whether there
are any other missing relations in KG or not. This task is also widely known as Link
Prediction [13] since the scenario in the KG completion is that the missing linkings
between entities are predicted. In the KG completion task, there are many approaches
[46, 47, 48, 49, 50, 51] proposed so far. A traditional approach for KG completion is to
use the association rule to mine rules for filling the knowledge. In contrast with the
traditional approach, a modern approach uses the embedding method to embed an
entity in the KG so that the links between entities can be predicted. In the following
list, AMIE [46], which is a traditional approach, and TransE [48], which is a modern
approach, are presented since they are fundamental to these approaches.

• AMIE [46]

AMIE is a rule-mining system, which extracts logical rules, specifically Horn
clauses [52]. The AMIE system is designed to work on Open World Assumptions.
If the logical rules do not contradict with association rules that discover by the
system, a triple cannot be identified whether it is correct or not. In order to create
rules, an efficient association rule mining algorithm is proposed to deal with the
large scale of KG. One major contribution is to simulate negative triples in KG.
Since the association rule mining algorithm requires negative samples when
learning the rule, Closed World Assumption is applied in the association rule
learning state. An example of a learning rule is “isDirectedBY(movie, person)”
[46]. After acquiring the rules such rules are used to populate a new triple which
not exist in the current KG.

• TransE [48]

TransE is a pioneer research project for the KG embedding task. The KG
embedding task is to represent each element of triples in KG into the continuous
vector space similar to the word representation [53]. After embedding elements
in KG in the distributed representations, such representation can be used to
predict the missing relation in the KGs. This goal can be accomplished because
the objective function of KG embedding is to try to minimize the error caused by
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a particular relation and two entities and maximize the non-existing relation.
More Formally, given a triple (h, l, t), the main assumption of the KG embedding
is that ℎ + 𝑙 ≈ 𝑟 . Therefore, the objective function of transE is to optimize
Equation 2.1.

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒ℎ,𝑟,𝑙,ℎ′ ,𝑙 ′ ,𝑟 ′ |𝑑 (ℎ + 𝑙, 𝑟 ) − 𝑑 (ℎ
′ + 𝑙 ′, 𝑟 ′) | (2.1)

where (h, l, r) is an existing triple, (ℎ′, 𝑙 ′, 𝑟 ′) is a non-existing triple, d(·) is a distant
metric, e.g., Euclidean distance. Based upon the inspiration of the TransE method,
many studies further investigate the KG embedding method to tackle the KG
completion task. As a result, the variation of the TransX models. e.g., TransH
[49], TransR [50] and TransG [51], are proposed. where (h, l, r) is an existing
triple, (h0, l0, r0) is a non-existing triple, d(·) is a distant metric, e.g., Euclidean
distance. Based upon the inspiration of the TransE method, many studies further
investigate the KG embedding method to tackle the KG completion task. As a
result, the variation of the TransX models. e.g., TransH [49], TransR [50] and
TransG [51], are proposed.

As discussed above, KG completion is to predict the missing relation between entities in
a KG. Techniques used in this task are totally different from the KG construction. One
prominent aspect is that the KG completion does not get involved with other natural
language texts when completing knowledge in a KG. This implies that the external
knowledge resources have not been used. Furthermore, KG completion approaches
simply find the missing link; however, a non-existing entity is out of the scope of this
research topic.

2.5 Natural Language Processing

2.5.1 Vector Representation of Words

Machines are better at understanding numbers than actual text passed on as tokens.
This process of converting text to numbers is called vectorization. Vectors then
combine to form vector space which is continuous in nature, an algebraic model
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Figure 2.6: A simple CBOW [4] model with only one word in the context

where rules of vector addition and similarity measures apply. Different approaches to
vectorization exist.

2.5.1.1 Word2vec

Word embedding actually refers to the numerical representation of words. We
commonly use similar colors in the form of RGB. Word2Vec basically means expressing
each word in your text corpus in an N-dimensional space often referred to as embedding
space. The simplest word embedding can be done by using one-hot vectors. If the word
corpus contains 10,000 words as vocabulary, then one-hot encoding can represent
each word as a 1x10,000 vector. The reason for choosing one-hot encoding is due to
simplicity, robustness, and observation that simple models trained on huge amounts of
data outperform complex systems trained on fewer data [54]. The Word2vec model
captures both syntactic and semantic similarities between the words3. One of the
well-known examples of the vector algebraic on the trained word2vec vectors is
Vector(“France”)-Vector(“Pais”)= Vector(“Tokyo”)-Vector(“Japan”).

Word2Vec is a predictive embedding model. Predictive models learn their vectors

3 https://towardsdatascience.com/word2vec-research-paper-explained-205cb7eecc30
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Figure 2.7: Continuous bag-of-word model and Skip-gram Model [4]

in order to improve their predictive ability of a loss such as the loss of predicting the
vector for a target word from the vectors of the surrounding context words. There are
two main Word2Vec architectures that are used to produce a distributed representation
of words: 1) Continuous Bag of Words (CBOW) and Skip-gram. We will discuss them
in detail in the following sections.

2.5.1.2 Continous Bag of Words (CBOW)

In the continuous bag of words (CBOW) model, the distributed representations of
context (or surrounding words) are combined to predict the word in the middle. When
there is only one word per context, the model will predict one target word given one
context word. Figure 2.6 shows the network model with only one word in the context.
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Here, the vocabulary size is V, and the hidden layer size is N. The units on adjacent
layers are fully connected. The input is a one-hot encoded vector, which means for a
given input context word, only one out of V units, x1, , 𝑥𝑉 , will be 1, and all other
units are 0. Figure 2.7 shows the CBOWmodel with a multi-word context setting.
When computing the hidden layer output, instead of directly copying the input vector
of the input context word, the CBOW model takes the average of the vectors of the
input context words, and use the product of the input→hidden weight matrix and the
average vector as the output [4]. Total weights involved in training CBOW model are
N×D+D×log(2)V.

2.5.1.3 Skip-gram

Skip-gram model, the distributed representation of the input word is used to predict
the context. Figure 2.7 shows the Skip-gram model. It is the opposite of the CBOW
model. The target word is now at the input layer, and the context words are on the
output layer. Skip-gram works well with a small amount of the training data and
represents well even rare words or phrases. CBOW is several times faster to train
than the skip-gram, with slightly better accuracy for the frequent words. The total
complexity of the model is N×D+N×D×log2(V). Noticeably, N also gets multiplied by
D×log2(V) term as it’s not a single class classification problem compared to CBOW, but
rather N class classification problem. Hence overall complexity of skip-gram model is
greater than the CBOW model3.

2.5.2 Recurrent Neural Networks

Recurrent Neural Networks (RNN) have shown promising results in processing
arbitrary sequences of input. For a given sequence of input 𝑥1, 𝑥2, ..., 𝑥𝑛 , the RNN model
learns the current latent state with the input data at time 𝑡 and the previous latent state
at time 𝑡 − 1. Then the current latent state is used to predict the output. The RNN is
derived as follows:

ℎ𝑡 = 𝑓 (𝑊𝑖,ℎ𝑥𝑡 +𝑊ℎ,ℎℎ𝑡−1 + 𝑏ℎ)
𝑦𝑡 = 𝑔(𝑊ℎ,𝑦ℎ𝑡 + 𝑏𝑦)
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where 𝑥𝑡 is the input vector at time 𝑡 , ℎ𝑡 is the vector of hidden layer at time 𝑡 , 𝑦𝑡 is the
prediction vector at time 𝑡 ,𝑊𝑖,ℎ ,𝑊ℎ,ℎ,𝑊ℎ,𝑦 are parameter matrices, 𝑏ℎ, 𝑏𝑦 are the bias
parameters for the network and 𝑓 , 𝑔 are the activation functions, e.g., sigmoids.

Although RNN is able to handle a variable-length sequence input, long-term
dependencies are difficult to be captured due to the gradients that tend to either vanish
or explode. The long short-term memory (LSTM) unit and gated recurrent unit (GRU)
are able to handle long-term dependencies and perform better than using traditional
𝑡𝑎𝑛ℎ unit [55].

2.5.3 Gated Recurrent Unit

A gated recurrent unit (GRU) was proposed by Cho et al. to make each recurrent unit
to adaptively capture dependencies of different time scales [55]. Similar to the LSTM
unit, the GRU has gating units that modulate the flow of information inside the unit,
however, without having a separate memory cells. The GRU is like a long short-term
memory (LSTM) [56] with a forget gate [57], GRU has fewer parameters than LSTM, as
it doesn’t have an output gate. GRU’s performance on specific tasks of polyphonic
music modeling, speech signal modeling and natural language processing is similar
to LSTM models, but it has shown better performance on certain smaller and less
frequent datasets.

There are several variations on the full gated unit, with gating done using the
previous hidden state and the bias in various combinations, and a simplified form
called minimal gated unit.

A fully gated unit is defined as follows:

𝑧𝑡 = 𝑓 (𝑊𝑧𝑥𝑡 +𝑈𝑧ℎ𝑡−1 + 𝑏𝑧)
𝑟𝑡 = 𝑓 (𝑊𝑟𝑥𝑡 +𝑈𝑟ℎ𝑡−1 + 𝑏𝑟 )
ℎ𝑡 = 𝑔(𝑊ℎ𝑥𝑡 +𝑈ℎ (𝑟𝑡 ◦ 𝑠𝑡−1) + 𝑏ℎ)
𝑠𝑡 = 𝑧𝑡 ◦ 𝑠𝑡−1 + (1 − 𝑧𝑡 ) ◦ ℎ𝑡

where 𝑥𝑡 is the input vector at time 𝑡 , 𝑧𝑡 is the update gate vector at time 𝑡 , 𝑟𝑡 is
the reset gate vector at time 𝑡 , ℎ𝑡 is the hidden layer vector at time 𝑡 , 𝑠𝑡 is the output
vector at time 𝑡 ,𝑊 and 𝑈 are parameter matrices, 𝑏 is bias parameter, 𝑓 and 𝑔 are
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activation functions, and ◦ is the Hadamard product operation. 𝜎𝑔 is the sigmoid and
𝜙ℎ s a hyperbolic tangent activation function.

2.5.4 BERT

BERT (Bidirectional Encoder Representations from Transformers) [5] is a transformer-
based machine learning technique for natural language processing pre-training
developed by researchers at Google AI Language. When BERT was published, it
achieved state-of-the-art performance on a wide variety of NLP tasks, including GLUE
(General Language Understanding Evaluation) task, and Question Answering (SQuAD
v1.1). BERT achieved remarkable performance in Natural Language Inference (MNLI),
SWAG (Situations With Adversarial Generations), Sentiment Analysis, and others.

BERT’s key innovation is applying the bidirectional training of the Transformer.
For language modeling, Transformer is a popular attention model. But previously, text
sequences were looked at either from left to right or combined with left-to-right and
right-to-left training. BERT shows that if the language model is bidirectionally trained,
it can have a more profound sense of language context and flow, which is not possible
in single-direction language models. BERT framework consists of two basic steps:
pre-training and fine-tuning.

2.5.4.1 BERT Pre-training

During pre-training (see, Fig 2.8), the model is trained on unlabelled data over different
pre-training tasks. BERT uses two unsupervised tasks for pre-training named as:
Masked LM and Next Sentence Prediction (NSP).
Masked LM (MLM) For training, 15% of the words in each sequence is replaced with a
[MASK] token before feeding into BERT. The model then tries to predict the original
value of the masked words based on the context provided by the other words in the
sequence.

Technically, the prediction of the output words requires 4 :

• Adding a classification layer on top of the encoder output.

4https://towardsdatascience.com/bert-explained-state-of-the-art-language-model-for-nlp-
f8b21a9b6270
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Figure 2.8: Overall pre-training and fine-tuning procedures for BERT [5]

• Multiplying the output vectors by the embedding matrix, transforming them into
the vocabulary dimension.

• Calculating the probability of each word in the vocabulary with softmax.

Next Sentence Prediction (NSP)

Many important downstream NLP tasks are based on understanding the relationship
between two sentences. This is not directly captured by previous language modeling.
In understanding sentence relationships, BERT pre-trains for a binarized next sentence
prediction (NSP) task that can be trivially generated from any monolingual corpus.
Specifically, when choosing the sentences A and B for each pretraining example, 50% of
the time B is the actual next sentence that follows A (labeled as IsNext), and 50% of the
time it is a random sentence from the corpus (labeled as NotNext) [5]. A [CLS] token is
inserted at the beginning of the first sentence and a [SEP] token is inserted at the end
of each sentence. A sentence embedding indicating Sentence A or Sentence B is added
to each token. Sentence embeddings are similar in concept to token embeddings with a
vocabulary of 2. A positional embedding is added to each token to indicate its position
in the sequence4.
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Figure 2.9: MaskLM

Figure 2.10: Next Sentence Prediction [5]
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2.5.4.2 BERT Fine-training

Fine-tuning is straightforward since the self-attention mechanism in the Transformer
allows BERT to model many downstream tasks. Classification tasks such as sentiment
analysis are done similarly to Next Sentence classification, by adding a classification
layer on top of the Transformer output for the [CLS] token. In Question Answering
tasks, the software receives a question regarding a text sequence and is required to
mark the answer in the sequence. Using BERT, a Q&A model can be trained by learning
two extra vectors that mark the beginning and the end of the answer4. Compared to
pre-training, fine-tuning is relatively inexpensive.

2.6 Open Information Extraction

Open Information Extraction (OIE) systems aim to extract unseen relations and their
arguments from unstructured text in an unsupervised manner. In its simplest form,
given a natural language sentence, they extract information in the form of a triple,
consisting of subject (S), relation (R), and object (O).

Suppose we have the following input sentence: AMD, which is based in U.S., is a
technology company. An OIE system aims to make the following extractions: (“AMD”;
“is based in”; “U.S.”) (“AMD”; “is”; “technology company”)

Most commonly, OpenIE systems extract schemaless triples from an input sentence.
In principle, OpenIE representations represent knowledge that is found in natural
language sentences into structured machine-readable form. Contrary to traditional
information extraction pipelines, OpenIE systems do not require predefined schemas.
Standard IE systems are limited by predefined schemas, which makes them unable to
extract information that goes beyond the schemas. On the other hand, OpenIE systems,
in principle, are able to extract any form of relation between two entities, which makes
them scalable w.r.t. the diversity of natural language.

OpenIE extractions are useful for numerous downstream tasks, including question
answering [58, 59, 60], information retrieval [61, 62], slot filling [63, 64], event schema
induction [65], text summarization [66], knowledge base population [67, 68], entity
aspect linking [69], link prediction [70] and open link prediction [71].
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2.7 Close-world assumption vs Open-world assump-

tion

The Closed World Assumption (CWA) is the assumption that what is not known to be
true must be false. The Open World Assumption (OWA) is the opposite. In other
words, it is the assumption that what is not known to be true is simply unknown.

Consider the following statement: “Juan is a citizen of the USA.” Now, what if we
were to ask “Is Juan a citizen of Colombia?” Under a CWA, the answer is no. Under the
OWA, it is I don’t know.

2.7.1 When do CWA and OWA apply?

The CWA applies when a system has complete information. This is the case for
many database applications. For example, consider a database application for airline
reservations. If you are looking for a direct flight between Austin and Madrid, and it
doesn’t exist in the database, then the result is “There is no direct flight between Austin
and Madrid.” For this type of application, this is the expected and correct answer.

On the other hand, OWA applies when a system has incomplete information. This
is the case when we want to represent knowledge (a.k.a Ontologies) and want to
discover new information. For example, consider a patient’s clinical history system.
If the patient’s clinical history does not include a particular allergy, it would be
incorrect to state that the patient does not suffer from that allergy. It is unknown if the
patient suffers from that allergy unless more information is given to disprove the
assumption.

2.7.2 CWA vs OWA: an example

CWA is not only about returning “no” and OWA is not only about returning “I don’t
know.” Consider the following example:

Let’s continue with the example of “Juan is a citizen of USA” and assume the
following statement is true: “a person can only be citizen of one country.” Up to now,
everything is fine. Now consider we add the following statement: “Juan is a citizen of
Colombia.” In a CWA system, this would be an error because we previously stated that
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person can only be a citizen of one country and we assume that USA and Colombia are
different countries. In an OWA system, instead of generating an error, it would infer a
new statement. The logic is the following: “If a person can only be citizen of one
country, and if Juan is a citizen of USA and Colombia, then USA and Colombia must be
the same thing!”

Note that in the CWA case, we assumed that USA and Colombia are different
countries. With OWA, this is not assumed. This is what is called Unique Named
Assumption (UNA). CWA systems have UNA. OWA systems do not have UNA. However,
one could manually add the UNA. In other words, if I have a list of all the countries, I
would have to explicitly state that each country is different from each other. In our
example, if we add the following statement:“USA is different from Colombia,”
the OWA would now generate an inconsistency. The OWA logic is the following:
“If a person can only be a citizen of one country, and if Juan is a citizen of USA and
Colombia, then USA and Colombia must be the same thing; but hold on, USA and
Colombia are different, so they can’t be the same! Something is wrong.”

2.7.3 OWA and the Semantic Web

Recall that OWA is applied in a system that has incomplete information. Guess what
the Web is? The Web is a system with incomplete information. Absence of information
on the web means that the information has not been made explicit. That is why the
Semantic Web uses the OWA. The essence of the Semantic Web is the possibility to
infer new information.

2.8 OpenKG

Existing KGs are mainly constructed under the closed-world assumption and those are
in a fixed structure-based format. Therefore, adding new information is very complex.
On the other hand, under the open-world assumption, all entities and relations are not
known previously and we can utilize natural text for adding new information. Here, by
utilizing OpenIE tools we can extract triple-format information from text those can
utilize to construct OpenKG.



37

3
Competent Triple Identification

3.1 Introduction

A knowledge graph (KG) is a multi-relational directed graph representation of a
knowledge base (KB). In a KG, we can represent knowledge in the triple format [head
entity ℎ, relation 𝑟 , tail entity 𝑡], which expresses an entity-entity relationship. KGs are
widely used for various AI-related tasks, such as web search, question-answering,
entity linking, and natural language processing. Example of KGs include Wikidata [72],
YAGO [73], and Freebase [74]. Although KGs are widely used, with the exponential
growth of data, most existing KGs are noisy and incomplete. Available knowledge in
KGs is lagging behind available data, which are growing at a rapid pace. Researchers
have aimed to improve the accuracy and reliability of KGs by predicting the existence
of various relations among entities, which is known as the KG completion task.

An embedding-based model is commonly used in the KG completion task. Existing
embedding-based KG completion methods such as TransE [6] and ComplEx [7] are
performed under the closed-world assumption, where KGs are fixed, and all entities
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and relations are already defined. These models, which heavily rely on the structure of
existing KGs, can well predict missing relationships between well-connected entities.
Because of their high reliance on the structure of existing KGs, it is challenging to add
new entity information using similar settings.

In contrast, in the open-world assumption, entities and relations are not defined
in advance. Knowledge can thus be added to KGs from natural language text data,
which is easily available. About 95% of available data is unstructured text data [8]. It is
not possible to extract entity information directly from the natural text because it is
unstructured. In this context, the Open Information Extraction (OpenIE) [9, 10, 11]
system extracts a binary relationships in the triple format (e.g., (Barack Obama, was
born in, Honolulu)) from unstructured text without any prespecified vocabulary.
Although OpenIE does not require any prior knowledge, the quality of OpenIE triples
varies. The system is likely to include lots of noisy and redundant information in KBs,
making them inconsistent.

We propose a supervised learning model for identifying triples (extracted by the
OpenIE system) to add information to existing KGs. For this task, we classify all
triples into two classes, namely competent and incompetent where the former (latter)
refers to a triple that is relevant (not relevant) to the context of KG. In this study, we
develop syntax- and semantic-based features that facilitate the correct identification of
competent triples.

3.2 Problem Definition

In this study, we consider the extraction of useful knowledge for the KG completion
task under the open-world assumption. We define two types of triple, namely competent
and incompetent. The definitions required to define the problem are as follows:

• Knowledge Graph: Let 𝐾𝐺 = (𝐸, 𝑅, 𝜏) be a KG that consists of a large number
of facts about the real world, where 𝐸 denotes the entity set, 𝑅 denotes the
relation set and 𝜏 denotes the triple set. Here, 𝜏 = (ℎ, 𝑟, 𝑡), where ℎ denotes the
head entity, 𝑡 denotes the tail entity and 𝑟 denotes the relation between ℎ and 𝑡 .

• Open-world Assumption: Let 𝑂𝑊𝐴 represent the open-world assumption,
where all entities and relations do not already exist in KGs. To be more precise,
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Figure 3.1: Illustration of CTID problem. Triples generated by OpenIE can be noisy.
The CTID model can effectively identify competent triples for KGs.

∃𝑂𝑒 ∉ 𝐸 and ∃𝑂𝑟 ∉ 𝑅 where 𝑂𝑒 denotes an open-world entity and 𝑂𝑟 denotes an
open-world relation. Therefore, 𝑂𝑊𝐴 contains new entity information that is
not present in existing KGs.

• Competent Triple: Let𝐶𝑇 = (ℎ, 𝑟, 𝑡) be a competent triple for a given context 𝑐 ,
where (ℎ, 𝑟, 𝑡) are related to the context 𝑐 and ℎ ∉ 𝐸 or 𝑡 ∉ 𝐸 or, 𝑟 ∉ 𝑅.

• Incompetent Triple: Let 𝐼𝑇 = (ℎ, 𝑟, 𝑡) be an incompetent triple, where (ℎ, 𝑟, 𝑡)
are not related to the context 𝑐 .

Problem (Competent Triple Identification, CTID) Given (a) a set of reference
texts 𝑅𝑇 , which represents the context 𝑐 for KG, and (b) a set of sentence texts 𝑆𝑇 ,
which represents related knowledge for each context 𝑐 in an unstructured text format,
we use the OpenIE system to extract the triple 𝑡𝑟 from each sentence text 𝑠 , where
𝑠 ∈ 𝑆𝑇 . From the extracted triple set 𝜏 , we identify competent triples, which can be used
for KG completion. An illustration of this problem is shown in Figure 3.1. Here, we
use the OpenIE system to generate triples for each sentence text 𝑠 . We then classify
these triples into two classes, namely competent and incompetent. Here, the first triple,
(I; go to; school), is not essential for KG, whereas the second triple, which contains
information about the birthplace of Barack Obama, is necessary.
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Figure 3.2: Overview of CTIDmodel for identifying competent triples from unstructured
text. For the extracted triple set 𝜏 , the proposed syntax- and semantic-based features
are prepared separately. Then, a supervised model is applied to classify the triples.

3.3 Related Work

Although our focus is to identify competent triples for KG completion, there have
been many previous works related to the KG completion task. We can divide those
works into two categories. One is the closed-world assumption, where all entities and
relations are already known, and another one is the open-world assumption, where all
entities and relations are not previously known.

Closed-world assumption: Most existing embedding-based models [6, 75, 76, 77] use
the closed-world assumption. These models add missing facts using the existing KB.
Link-prediction is used to find a missing relation for existing entities. Other approaches,
such as AMIE [78] and GRank [79], are based on rule learning. These approaches use
rules to deduce missing facts in a KB. Neither embedding- nor rule-based methods can
add new entities or relations for KG completion. For KG refinement, most studies
[80, 81] use existing KBs. Therefore, methods based on the closed-world assumption
cannot discover facts not contained in a KB.

Open-world assumption: Open information extraction systems such as ReVerb [82]
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and OLLIE [83] extract triples from a sentence based on syntactic and lexical patterns.
Although these approaches can extract triples from unstructured text, they cannot
measure the importance of the extracted triples to enrich KBs. Additionally, most of
the extracted triples contain noisy information. T2KG [84] is an end-to-end system for
completing a KG under the open-world assumptions. Although it can populate the KG,
it adds incompetent knowledge into the KG.

In addition to the above two categories, some works utilized external resources.
Some studies [85, 86] investigated knowledge extraction and entity mapping. The
extracted triple is stored as a Resource Description Framework (RDF) triple using
WordNet and DBpedia. But it is challenging to add entity information as RDF format
from the available raw text data in open-world. Therefore, all elements of the triple are
not integrated into a KG. Another approach is ontology-based knowledge extraction
[87], where WordNet with a fixed ontology is used. These approaches cannot add
knowledge that is not included in the existing KG. This approach does not identify
which triples are essential for KG. To the best of our knowledge, knowledge refinement
under the open-world assumption has not been previously studied. Hence, in this
study, our main focus is the extraction of competent triples from natural text data that
can be used to complete existing KGs.

3.4 Competent Triple Identification

In this study, we propose the CTID model for identifying competent triples from a
triple set. These triples can assist the completion of existing KGs. Here, we utilize
the OpenIE system for extracting triples from unstructured text. We use ReVerb, a
state-of-the-art OpenIE system, as our baseline model for the experiments because
ReVerb is the base model of other recent OpenIE systems such as OLLIE [83]. In
addition, we use features of ReVerb to compare our proposed features because OLLIE
utilized the same features. In the next two subsections, we respectively discuss the
ReVerb system and the proposed model CTID.
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Table 3.1: ReVerb’s POS-based regular expression for reducing incoherent and uninfor-
mative extraction

V | VP | VW*P
V = verb particle? adv?
W = (noun | adj | adv | pron | det)
P = (prep | particle | inf. marker)

3.4.1 ReVerb System

In our approach, we utilize the syntactic and lexical constraint mechanisms of the
ReVerb system [82]. The ReVerb system is designed for web-scale information
extraction where relations cannot be prespecified. It automatically identifies triples
and extracts binary relationships from English sentences.

The ReVerb system addresses two types of error that occur in OpenIE systems such
as TextRunner [88] and WOE [89], namely incoherent extraction and uninformative
extraction. For the former, the extracted relation phrase has no meaningful interpreta-
tion (e.g., “contains omits”, “recalled began”), and for the latter critical information is
omitted (e.g., “Faust, made, a deal” for the input sentence “Faust made a deal with the
devil”).

To avoid incoherent and uninformative extraction, the ReVerb system introduces
syntactic and lexical constraints. The syntactic constraint requires the relation phrase
to match the part-of-speech (POS) tag pattern shown in Table 3.1. This pattern states
that every multi-word relation phrase must begin with a verb, end with a preposition,
and be a contiguous sequence of words in the sentence. The system also introduces a
lexical constraint to avoid overspecified relation extraction. The extraction algorithm
uses the features shown in Table 3.2 to assign a confidence score to each extracted
triple. The features have weights in the confidence calculation.

3.4.2 Proposed Method : CTID

In this study, we develop features that help identify competent and incompetent triples
in a triple set extracted from unstructured web text by the OpenIE system. The overall
architecture and workflow of CTID are shown in Figure 3.2. Here, a set of reference
texts 𝑅𝑇 is used for the KG. 𝑅𝑇 refers to the context 𝑐 of the information for the KG. For
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Table 3.2: Features used in ReVerb system

Weight Feature

1.16 (x, r, y) covers all words in s
0.50 The last preposition in r is for
0.49 The last preposition in r is on
0.46 The last preposition in r is of
0.43 len(s) ≤ 10 words
0.43 There is a WH-word to the left of r
0.42 r matches VW*P from Table 3.1
0.39 The last preposition in r is to
0.25 The last preposition in r is in
0.23 10 words < len(s) ≤ 20 words
0.21 s begins with x
0.16 y is a proper noun
0.01 x is a proper noun
-0.30 There is an NP to the left of x in s
-0.43 20 words < len(s)
-0.61 r matches V from Table 3.1
-0.65 There is a preposition to the left of x in s
-0.81 There is an NP to the right of y in s
-0.93 Cood. conjunction to the left of r in s

each reference text 𝑟𝑡 , we collect a set of relevant sentence texts 𝑆𝑇 extracted from the
web in an unstructured text format to create triples. We then use OpenIE system to
extract triples for each sentence text 𝑠 and create a triple set 𝜏 for each reference text 𝑟𝑡 .
To identify competent triples from the triple set 𝜏 , we propose two types of feature,
namely syntax- and semantic-based features. For each triple, we apply the proposed
features and generate semantic and syntactic feature set. We then create a supervised
machine learning model using the proposed features. The final output of this model

Table 3.3: Proposed features

No Features
F1 Confidence value from OpenIE Syntem
F2 Sentence similarity between 𝑠 and ℎ uisng dice_coefficient
F3 Sentence similarity between 𝑠 and 𝑟 uisng dice_coefficient
F4 Sentence similarity between 𝑠 and 𝑡 uisng dice_coefficient
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Figure 3.3: Description of proposed features F2, F3, and F4. Please refer to Section 4.2.1
for details.

is used to classify a triple as competent or incompetent. The proposed features are
described in detail below.

3.4.2.1 Syntax-based Features

Syntax-based features mainly deal with the syntax of each triple. Here, we propose
four syntax-based features (see Table 3.3). F1 is the confidence value obtained from
the OpenIE system and F2, F3, and F4 are used to measure similarity using the
Dice-coefficient.

Here, as a feature, we use confidence value of OpenIE system under each triple.
Although it is not obvious that triples with high confidence values are always competent,
we hypothesize that in combinationwith other features, F1 can improve the performance
of the model.

Every triple has three parts [head ℎ; relation 𝑟 ; tail 𝑡]. Here, F2, F3, and F4 measure
the similarity of each part of the triple with the corresponding sentence 𝑠 , where
𝑠 ∈ 𝑆𝑇 . F2 is related to the head part, F3 is related to the relation part, and F4 is related
to the tail part of each triple. These features are fully independent. Therefore, it is not
necessary to maintain any order to calculate Dice-coefficient using these features.

The OpenIE system performs well for simple sentence patterns. For complex
sentence patterns, it sometimes identifies only some part of the information contained
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in the input sentence. Therefore, a similarity measure can be used as a weight for the
information extracted by the OpenIE system from sentence 𝑠 . To find this similarity,
we calculate the Dice-coefficient for each part of the triple and the corresponding
sentence 𝑠 . Equation 1 is used to calculate the Dice-coefficient between two sets 𝑋 and
𝑌 , where X is the set of terms in sentence 𝑠 and Y is the set of terms of the head part ℎ
or relation part 𝑟 , or tail part 𝑡 of a triple.

𝐷𝑖𝑐𝑒_𝑐𝑜𝑒 𝑓 𝑓 𝑖𝑐𝑖𝑒𝑛𝑡 (𝑋,𝑌 ) = 2|𝑋 ∩ 𝑌 |
|𝑋 | + |𝑌 | (3.1)

Figure 3.3 explains features F2, F3, and F4 using two examples. In Example 1,
the sentence 𝑠 is “Barack Obama was born in Hawaii.” and the extracted triple is
[Barack Obama(h); born in(r); Hawaii(t)]. For each part of the triple, we calculate the
Dice-coefficient to find the similarity with the sentence. For this example, F2 is 0.5, F3
is 0.5 and F4 is 0.29. In Example 2, the structure of sentence 𝑠 is complex and the triple
extracted by OpenIE does not cover the full-sentence pattern. For this example, F2 is
0.143, F3 is 0.07, and F4 is 0.364.

With these four proposed features, we also incorporate the features from the
ReVerb system (Table 3.2). Those features are also independent. Since one feature
value cannot dominate to classify the triple set, we identify competent triples by using
all of the features in Table 3.2 and four proposed features.

3.4.2.2 Semantic-based Features

Semantic-based features help to measure the semantic relatedness of an extracted
triple with the corresponding reference text (𝑅𝑇 ). For example, if the reference text (𝑅𝑇 )
refers to “Birthplace of Barack Obama”, then the competent triple has to be related
to this context. Here, we propose two semantic-based features, namely a semantic
relatedness measure that uses ConceptNet1 (commonly used to compute semantic
similarity) and a cosine similarity that uses BERT embedding [5] (a state-of-the-art
model for natural language processing).
Semantic Relatedness Measure based on ConceptNet: We utilize ConceptNet to
measure the semantic relatedness between each triple 𝑡𝑟 (𝑡𝑟 ∈ 𝜏) and the reference text

1http://conceptnet.io/



46 Chapter 3. Competent Triple Identification

𝑟𝑡 (𝑟𝑡 ∈ 𝑅𝑇 ). ConceptNet is a widely used semantic network that helps computers
understand the meanings of words. The latest version of ConceptNet covers a wide
range of vocabulary for measuring semantic relatedness. Here, we measure word-level
relatedness by employing the related word list from ConceptNet 5. This measure is
easily interpretable for finding the semantic relation between reference text 𝑟𝑡 and
extracted triple 𝑡𝑟 .

We focus on words that define the meaning of the text. Therefore, we apply natural
language processing techniques to tokenize the reference text 𝑟𝑡 and the relevant triple
𝑡𝑟 . Here, we apply basic tokenization with POS-tag identification. For this purpose, we
use spaCy2, an open-source software library for advanced natural language processing.
Here, we use the spaCy stop word list to remove stop words from both token lists.
Then, we apply the spaCy lemmatizer to lemmatize the rest of the tokens of each list.
ConceptNet is then applied to each remaining token to collect the top 𝑁 related words
and create two related word lists,𝑊𝑅 and𝑊𝑇 , by removing all duplicates. We then
calculate the number of matches in these two lists using Eq. 2.

𝑆𝑒𝑚𝑎𝑛𝑡𝑖𝑐_𝑅𝑒𝑙𝑎𝑡𝑒𝑑𝑛𝑒𝑠𝑠_𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =𝑊𝑅 ∩𝑊𝑇 (3.2)

This measure represents the relatedness between the reference text and the relevant
triple.

Figure 3.4 shows an example of the semantic similarity measure. Here, reference
text 𝑟𝑡 is “What kind of money to take to Bahamas?” and the relevant triple is 𝑡𝑟 .
After removing the stop words, we obtained two token lists, namely (“kind”, “money”,
“Bahamas”) from reference text 𝑟𝑡 and (“Bahamas”, “own”, “currency”, “Bahamian”,
“dollar”) from relevant triple 𝑡𝑟 . For each token 𝑥 , we collect the related word list. Here,
𝑅𝑒𝑙 (𝑥) refers to the list of related words for a token. For example, 𝑅𝑒𝑙 (𝑚𝑜𝑛𝑒𝑦) = [“bank”,
“wallet”, “currency”, “bill”, “dollar”, “account”, ....], 𝑅𝑒𝑙 (𝑑𝑜𝑙𝑙𝑎𝑟 ) = [“money”, “currency”,
“bill”, “cent”, “price”, ...], and 𝑅𝑒𝑙 (𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦) = [“dollar”, “money”, “coin”, “bill”, “tax”,
...]. We then create two separate related word lists for reference text 𝑟𝑡 and relevant
triple 𝑡𝑟 without any duplicates and calculate the number of matches. For example,
in Figure 3.4, we get common words for 𝑅𝑒𝑙 (𝑚𝑜𝑛𝑒𝑦), 𝑅𝑒𝑙 (𝑑𝑜𝑙𝑙𝑎𝑟 ), and 𝑅𝑒𝑙 (𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑦).
They represent the semantic relatedness among each other. This example shows that

2https://spacy.io/
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Figure 3.4: Token-based Semantic relatedness measure based on ConceptNet. “Money",
“currency", and “dollar" are semantically related here.

ConceptNet can be used to measure the semantic relatedness between reference text 𝑟𝑡
and relevant triple 𝑡𝑟 . More common words indicate a closer relation.

Cosine Similarity based on BERT: This feature is used to determine the similarity
between triples and the reference text based on the cosine value. We utilize BERT [5]
embedding to find a word vector for each token. Other popular word embedding models
such as skip-gram [54], CBOW [54], and GLOVE [90] are context-free. This means that
for “river bank” and “bank account”, the models give the same embedding vector for
“bank” despite the different meanings. In contrast, BERT embedding is contextual,
which means that it can generate different representations based on meaning. The
pretrained model covers a relatively wide range of sentences. To understand the actual
meaning of natural text, this type of representation is essential. Therefore, we apply
BERT [5] embedding to each reference text 𝑟𝑡 and each triple 𝑡𝑟 . We then calculate
the cosine similarity between each pair of reference text tokens and relevant triple
tokens. If the tokens are the same, the feature value is set to zero because an identical
token does not add any new information. We focus on the similarity between different
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tokens to determine the semantic relatedness between each relevant triple 𝑡𝑟 and
reference text 𝑟𝑡 . We use Eq. 3 to calculate the similarity measure.

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦_𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
𝑎∑︁
𝑖=1

𝑏∑︁
𝑗=1

𝑓 (𝑥𝑖, 𝑦 𝑗 ) (3.3)

where,

𝑓 (𝑥,𝑦) =

𝑐𝑜𝑠_𝑠𝑖𝑚(𝑥,𝑦) if 𝑐𝑜𝑠_𝑠𝑖𝑚(𝑥,𝑦) ≥ 𝑇ℎ and 𝑥 ≠ 𝑦

0 otherwise

𝑐𝑜𝑠_𝑠𝑖𝑚(𝑥,𝑦) = 𝑥 · 𝑦
𝑥𝑦

Here, 𝑎 denotes the length of reference text tokens, 𝑏 denotes the length of relevant
triple tokens, 𝑥𝑖 denotes the embedding vector of 𝑖𝑡ℎ token of reference text 𝑟𝑡 , 𝑦 𝑗
denotes the embedding vector of 𝑗𝑡ℎ token of relevant triple 𝑡𝑟 , and 𝑇ℎ denotes the
threshold value.

We add a threshold value, 𝑇ℎ , for the cosine similarity. If the similarity of a pair is
greater than or equal to 𝑇ℎ , we add the pair to the feature vector.

3.4.2.3 Supervised Machine Learning Model

After calculating the syntax- and semantic-based features, we simply concatenate
these features for our CTID model. We also concatenate the features from Table
3.2 to utilize the syntactic and lexical constraint mechanisms used in the ReVerb
system. We then apply a supervised learning model to train our model. Here, we
apply neural-network-based settings for our CTID (note that any supervised learning
method can be used). The aim of this model is to classify the input triples either as
competent or incompetent.

3.5 Experiment 1

For the evaluation of our CTID model, we conducted two experiments. In the first
experiment, we built our dataset and annotated the dataset using an algorithm with
some existing information. Next, we identified some limitations of the annotation
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algorithm and applied ground truth labeling. In our second experiment, we conducted
our experiment which used this ground truth labeling dataset. In this section, we
explain our first experiment.

3.5.1 Dataset

To evaluate the proposed features, we need a dataset that consists of triples with
reference text. For such a dataset, which does not yet exist, a lot of human effort and
domain expertise would be required to annotate each triple. Therefore, we utilize the
question-answer dataset WebQuestionsSP [91]. In this dataset, questions are generated
based on Freebase [74], which is a large collaborative KB. In this dataset, the answer
entity is given for the questions of the training set. There are 3098 questions in the
training set.

In our experiment, we used the 3098 questions as our reference text. We collected
natural text data and then extracted triples using the OpenIE system. Each step of the
dataset creation process is described below.

3.5.1.1 Sentence Acquisition and Triple Generation

Here, we explain the extraction of text for each reference. In this experiment, a set of
questions was considered to be a set of reference texts 𝑅𝑇 . Using each question as a
search query, we extracted corresponding snippet texts using the Google search engine.
We employed the Google API Client and extract the top 10 answer snippets for each
question, as shown in Figure 3.5. We collected a total of 30980 snippets from the 3098
questions.

After collecting snippets, we extracted sentences from the snippets using text
processing, as shown in Figure 3.5. Because snippets do not always contain a complete
sentence (ended by a full stop mark), we removed incomplete sentences (those not
ended by a full stop mark). From the 30980 snippets, we obtained a total of 44440
sentences, which were used as the input for the OpenIE [9] system for generating
triples. We used OpenIE v4, which is a combination of SRLIE [92] and RelNoun [93].
Table 3.4 shows an example of triple generation using OpenIE v4.
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Figure 3.5: Sentence extracted from Google search results. For each reference text, the
top 10 relevant snippets are first extracted. The sentences are then separated using text
processing.

3.5.1.2 Noise Removal

We removed noise related to the sentence pattern and noise related to the triple. These
types of noise are generated due to the limitations of the OpenIE system. For some
sentences, the OpenIE system cannot extract any triple. Therefore, we need to remove
sentences that have no triples. In addition, some generated triples only have two parts,
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Table 3.4: Example of triple generation using OpenIE v4

rather than three. Hence, we also need to remove incomplete triples from the extracted
triple set 𝜏 .

3.5.1.3 Data Annotation

We divided all triples into two classes, namely incompetent and competent. As mentioned
in Section 1, competent triples can contribute new information to a KG whereas
incompetent triples cannot. We utilized questions from WebQuestionsSP with the
answer entity for our experiment. To annotate the extracted triples, we utilized the
answer entity. We propose a procedure for automatically annotating extracted triples.

Algorithm 3.1 describes the procedure of our data annotation. We first tokenize
the triple as well as the corresponding question and then remove all stop words. We
then check whether the token list of the triple contains the answer entity. If it does
not, we label the triple as incompetent because a triple without the answer entity
has no possibility of becoming a relevant triple of a question. A triple that contains
the answer entity has a possibility of becoming a relevant triple but it is not always
obvious if it will. Here, we measure the semantic relatedness of a triple with the
reference text using ConceptNet. If the triple is semantically related to the reference,
we label it as competent. We collect related words for each token. If we find some
common words between the triple tokens and question tokens, we label the triple as
competent; otherwise, we label it as incompetent.

Figure 3.6 shows an example of our data annotation procedure. In this example,
for simplicity, we use the full triple and question (i.e., stop words are not removed).
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Algorithm 3.1 Data Annotation Procedure
Input All Triple set 𝑇={(ℎ, 𝑟, 𝑡)}, Question set 𝑄 , Answer entity set 𝐴
1: initialize 𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡𝑇𝑟𝑖𝑝𝑙𝑒𝑆𝑒𝑡 = []
2: 𝐼𝑛𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡𝑇𝑟𝑖𝑝𝑙𝑒𝑆𝑒𝑡 = []
3: for each question 𝑞 ∈ 𝑄 do

4: 𝑡𝑜𝑘𝑒𝑛𝑞 ← tokenize (𝑞) ⊲ Tokenize the Question text
5: 𝑡𝑜𝑘𝑒𝑛𝑞 ←𝑟𝑒𝑚𝑜𝑣𝑒_𝑠𝑡𝑜𝑝_𝑤𝑜𝑟𝑑𝑠 (𝑡𝑜𝑘𝑒𝑛𝑞)
6: 𝑟𝑒𝑙𝑊𝑜𝑟𝑑𝑞 ← related_word(𝑡𝑜𝑘𝑒𝑛𝑞) ⊲ From ConceptNet
7: for each triple 𝑡𝑞 ∈ 𝑇 do ⊲ Related to question 𝑞
8: 𝑡𝑜𝑘𝑒𝑛𝑡𝑞 ← tokenize (𝑡𝑞) ⊲ Tokenize the triple text
9: 𝑡𝑜𝑘𝑒𝑛𝑡𝑞 ←𝑟𝑒𝑚𝑜𝑣𝑒_𝑠𝑡𝑜𝑝_𝑤𝑜𝑟𝑑𝑠 (𝑡𝑜𝑘𝑒𝑛𝑡𝑞 )
10: if 𝑎𝑞 ∈ 𝑡𝑜𝑘𝑒𝑛𝑡𝑞 then ⊲ 𝑎𝑞 ∈ 𝐴
11: 𝑟𝑒𝑙𝑊𝑜𝑟𝑑𝑡𝑞 ← related_word(𝑡𝑜𝑘𝑒𝑛𝑡𝑞 )
12: 𝑝 ← 𝑟𝑒𝑙𝑊𝑜𝑟𝑑𝑡𝑞 ∩ 𝑟𝑒𝑙𝑊𝑜𝑟𝑑𝑞
13: if 𝑙𝑒𝑛𝑔𝑡ℎ(𝑝) ≥ 1 then
14: 𝐶𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡𝑇𝑟𝑖𝑝𝑙𝑒𝑆𝑒𝑡 ← 𝑡𝑞
15: else

16: 𝐼𝑛𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡𝑇𝑟𝑖𝑝𝑙𝑒𝑆𝑒𝑡 ← 𝑡𝑞
17: end if

18: else

19: 𝐼𝑛𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡𝑇𝑟𝑖𝑝𝑙𝑒𝑆𝑒𝑡 ← 𝑡𝑞
20: end if

21: end for

22: end for

For a given question, we have three triples. We can see that the first two triples
contain the answer entity. We then measure the semantic relatedness between these
triples and the question. The first triple is semantically related. For example, the
question token “money” is semantically related to the first triple tokens “currency” and
“dollar”. Therefore, we label the first triple as competent and the other two triples as
incompetent. In Figure 3.6, green indicates a competent triple, and red indicates an
incompetent triple.

3.5.2 Experimental Settings

In this study, we propose two types of feature for identifying competent and incompetent
triples in natural text data. As mentioned earlier, to evaluate these features, any
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Table 3.5: Dataset summary

Number of Questions 3098
Number of Extracted Snippets 30980
Total number of Sentences 44440
Total number of generated triples 89179
Total Number of Labeled Triples 61500
Number of Competent Triples using Algorithm 3.1 1143

supervised method can be used. Here, to evaluate these features, we use a neural
network-based model with two hidden layers. Details of the model’s optimization
are given in Section 5.2.1. Table 3.5 shows a summary of the dataset used in this
experiment. We named this dataset “QA2TEXT”. There are 1143 competent triples in
total. For the validation, we manually check the triples after annotation.

3.5.2.1 Model Optimization

We used a neural network-based model with two hidden layers. Each layer was densely
connected. The number of neurons in the first and second hidden layers was 300 and

Figure 3.6: Example of data annotation. Green and red boxes respectively represent
competent and incompetent triples.
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Figure 3.7: Experimental Result. Comparing the performance of proposed features.

100, respectively. We also evaluated our model using 10-fold cross-validation. For
model optimization, we used the binary cross-entropy loss function with the stochastic
gradient descent optimizer. For each hidden layer, we used the rectified linear unit
(ReLU) activation function, and for the output layer, we used the sigmoid activation
function.

3.5.2.2 Evaluation Measures

For the evaluation, the standard information extraction measures (i.e., precision, recall,
F1 score, accuracy) were applied. To explain these evaluation measures we need to
define some terms. Those are given below:

C = Identified triples as competent by CTID model those are also annotated as compe-
tent
T = Identified triples as competent by CTID model
TC = Total number of annotated competent triples
CI = Correctly identified triples by CTID model
N = Total number of triples

Using the defined terms, the evaluation measures are defined as follows:

• Precision: Precision 𝑃 specifies the correct amount of information retrieved.
Here, our main focus is to identify competent triples. Therefore, this measure



3.5 Experiment 1 55

refers to the proportion of correct triples assigned to the competent class that are
actually members of this class. It is calculated using Eq. 4.

𝑃 =
C
T

(3.4)

• Recall: Recall 𝑅 represents the degree of correct information retrieved. Therefore,
it is the proportion of competent triples that the system assigns to this class. It is
calculated using Eq. 5.

𝑅 =
C
TC

(3.5)

• F1 : F1 score is the harmonic mean of precision 𝑃 and recall 𝑅. It is calculated
using Eq. 6.

𝐹1 =
2 * Precision * Recall
Precision + Recall

(3.6)

• Accuracy Accuracy 𝐴 is the most intuitive performance measure of a classifier. It
is the ratio of correctly predicted observations to the total number of observations.
Therefore, it is the proportion of correctly identified triples. It is calculated using
Eq. 7.

𝐴 =
CI
N

(3.7)

3.5.2.3 Baseline Model

To design our baseline model, we utilized the features in the ReVerb system[82]
(see Section 4.1 for details). We applied the same neural-network-based settings for
designing the baseline model. Here, we compare the proposed features with the
baseline features.

3.5.3 Experimental Results

Figure 3.7 shows the results of our experiment. To evaluate the effectiveness of our
CTID model, we compare our model with the ReVerb system features. The ReVerb
system is mainly focused on syntax-based features, and thus Figure 3.7 shows that
with the combination of the proposed features and the ReVerb features, our model
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Table 3.6: Output examples of the CTID model

achieves about 20% better precision, 30% better recall, 25% better F1 score, and 25%
better accuracy compared to those for the ReVerb system.

We also conducted an ablation analysis. We proposed two types of feature, namely
syntax- and semantic-based features, for our CTID model. We conducted analyses using
these features separately. Figure 3.7 shows the results of these analyses. Using only the
syntax-based features resulted in better performance compared to that of the ReVerb
system in terms of all evaluation measures. Using only the semantic-based features
resulted in better performance compared to that of the ReVerb system and syntax-based
features. Therefore, semantic-based features are more effective than syntax-based
features. In our CTID model, by applying both syntax- and semantic-based features, we
can achieve better results compared to those obtained with either feature type alone.
Therefore, both types of features are necessary for accurately identifying competent
and incompetent triples.

With both syntax- and semantic-based features in our CTID model, our approach
outperformed the baseline by 20%, which is a significant improvement as determined
using the t-test at level 0.95. Therefore, the CTID model is effective in identifying
competent and incompetent triples.
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3.6 Experiment 2

In our first experiment, we used automated annotation and found some limitations of
this annotation procedure. Therefore, we conducted our second experiment. Here, we
use human intervention for ground truth labeling. In this section, we explain our
second experiment.

3.6.1 Limitations of Annotation Algorithm

Although the CTID model had the highest precision in the evaluation, some competent
triples were not identified by this model. We investigate these missed triples to assess
the effectiveness of the CTID model. Table 3.6 shows some of the input triples and the
model output with correct answers.

The output shows that triples, which are identified as incompetent by the CTID
model, have some semantic relation with the reference text and also contained answer
entity. But these triples do not contain the primary question entity. For example, for
the question “What are the primary language of France?”, the answer entity is “French”,
which is present in the corresponding triple. However, the primary question entity
“France” is not present in that triple. This is the limitation of our data annotation
procedure. Because the annotation is automatic, these types of triples are annotated
as competent. Despite this limitation, it may be possible to utilize the automated
annotation procedure to assist human-level annotation.

3.6.2 Ground-truth Labeling

For our first experiment, we build up an algorithm for data annotation, in which we
use the answer entity available in the WebQuestionsSP dataset. As this algorithm does
not assure the ground truth of the annotated triples, we did a further analysis using
ground truth labeling. Here, we annotate triple manually with human supervision.
Table 3.7 shows the summary of ground truth labeling. Here, the total number of
competent triples identified by our annotated algorithm is decreased after adding
human label annotation. Some triples are not correctly identified by the algorithm.

Here, we also investigate what types of triples are not identified using our annotated
algorithm. As we utilize the WebQuestionsSP dataset for creating our dataset, some
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Table 3.7: Summary of Ground Truth labeling

information is changed over time which is identified as “Incompetent” by our annotation
algorithm. In Table 3.8, the first example shows this fact. Where the question is “Who
is the prime minister of Ethiopia now?” and the given answer entity is “Hailemariam
Desalegn” who was the prime minister of Ethiopia before 2018. In 2018, the new
prime minister is “Abiy Ahmed”. As annotated algorithm uses the given answer entity,
here it could not match the answer in the triple part. That’s why it is identified as an
“Incompetent” triple. Another type of fact is shown in Table 3.8 example 2. Here. the
given answer entity “Palestrina” is present in the question. But they are different
in context. In the question, “Palestrina” is part of a person’s name whereas in the
answer entity, “Palestrina” is the name of a place. Our annotation algorithm could
not distinguish the same entity name with different meanings. Therefore, using this
algorithm these types of triples are identified as “Competent” triples although these

Table 3.8: Examples of facts for not identifying triples by our annotation algorithm
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Figure 3.8: Experimental Result. Comparing the performance using ground truth
labeling

triples are “Incompetent”.

Using human label annotation, we can remove this type of wrong identification.
Here, we check all the triples and correct the labeling done by our annotation algorithm
if necessary.

3.6.3 Experiment using Ground-truth Labeling

Using human-labeled annotation, we further investigate our CTID model. Figure
3.8 depicts the result of our additional analysis. Here, we compare the result of the
CTID model with ground truth labeling. Using ground truth labeling the overall 8%
performance is decreased.

Figure 3.9, depicts the result of the proposed model with the baseline model. Here,
we compare the performance using ground-truth labeling. The overall performance of
the baseline model also decreased. Here, we also find that the CTID model outperforms
compared to the baseline model.
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Figure 3.9: Experimental Result. Comparing the performance with the baseline model
using ground truth labeling

3.7 Discussion

3.7.1 Additional Parameters

In our experiment, besides the neural network parameters, we also used two additional
parameters, namely 𝑁 and 𝑇ℎ. 𝑁 is the number of related words extracted from
ConceptNet for each token. Related words can include those in other languages. Here,
we only consider English words. Most English words are at the top of the related word
list. Hence, this parameter does not need to be tuned. 𝑇ℎ is the threshold value, which
is used for the similarity measure in Eq. 3. The different threshold values could affect
the system’s performance. However, the results were not significantly different when
we experimented on the threshold between 0.6-0.8. We found that the system is robust
to this parameter in some range based on the experimental results.

3.7.2 Vocabulary Limitations

To measure semantic relatedness, we use the ConceptNet semantic network and BERT
embedding, both of which cover a wide range of vocabulary. Despite this, considering
the open-world assumption, there may have unseen words, which are out of the
vocabularies of ConceptNet and BERT. In this study, our main target is introducing new
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knowledge to a KG that is not available in existing KGs, so the vocabulary limitation
was not considered.

3.8 Summary

The usefulness and usability of existing knowledge graphs (KGs) are mostly limited
because of the incompleteness of knowledge compared to the growing number of facts
about the real world. Most existing ontology-based KG completion methods are based
on the closed-world assumption, where KGs are fixed. In these methods, entities and
relations are defined, and new entity information cannot be easily added. In contrast, in
open-world assumptions, entities and relations are not previously defined. Thus there
is a vast scope to find new entity information. Despite this, knowledge acquisition
under the open-world assumption is challenging because most available knowledge
is in a noisy unstructured text format. Nevertheless, Open Information Extraction
(OpenIE) systems can extract triples, namely (head text; relation text; tail text), from
raw text without any prespecified vocabulary. Such triples contain noisy information
that is not essential for KGs. Therefore, to use such triples for the KG completion
task, it is necessary to identify competent triples for KGs from the extracted triple set.
Here, competent triples are the triples that can contribute to add new information
to the existing KGs. In this study, we propose the Competent Triple Identification
(CTID) model for KGs. We also propose two types of feature, namely syntax- and
semantic-based features, to identify competent triples from a triple set extracted by a
state-of-the-art OpenIE system. We investigate both types of feature and test their
effectiveness. It is found that the performance of the proposed features is about 20%
better compared to that of the ReVerb system in identifying competent triples.
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4
Discussion

In this chapter, we discuss the assumptions of our research, the limitations of the CTID
model with further analysis using ground truth labeling, and the main criteria for
identifying competent triples.

4.1 Research Assumptions

4.1.1 Knowledge Extraction

In Open World Assumption (OWA), all entities and relations are not defined in the
previous and there is no fixed format of information as most of the knowledge is in
natural text format. Knowledge extraction for knowledge graphs under OWA also uses
this assumption. In this research, our main focus is to identify knowledge from the
natural text under OWA. As the OpenIE tool can extract triple-format data from text,
we tried to utilize this data for knowledge graphs.
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4.1.2 Truthfulness of Extracted Information

The main focus of our research is to retrieve competent triples from natural text data.
Here, we utilize the OpenIE tool to extract triple from text automatically without any
human supervision. The extracted triples by the OpenIE are not accurate in context. In
this research, we use text data for creating our dataset and, here, we assume that all
texts are true. As OpenIE takes natural text as input, it also does not provide any
truthfulness about the extracted triples. Therefore, in the research work, the fact
shown in any input sentence as well as in the extracted triples are assumed true. The
context-based truthfulness of the extracted triples is out of the scope of this research.
For example, “Barack Obama; is the president of; the USA” is a triple which is not
currently accurate in context, but the format of the triple for being “Competent” is
accurate. Here, we just ignore the context of the extracted triples. Our main focus is to
retrieve “Competent” triples that are syntactically and semantically suitable for KGs.

4.1.3 Criteria of the Knowledge

Knowledge extraction for the KGs is the main focus of this research. Here, the extracted
knowledge should have some criteria. As we utilize a QA dataset for creating our main
data for the evaluation, we set some criteria for a triple to be a “Competent” one based
on the available information in the QA dataset. The main criteria of the extracted
knowledge are given below:

• The answer entity should be present in the triple. In the WebQuestionsSP dataset,
the answer entity is given. While annotating the extracted triples, we utilize this
answer entity to check whether it is present in the triple or not. However, as the
triple’s context is out of scope in this research, for ground truth labeling we
did not strictly follow this criterion. For example, the question is “Who is the
president of the USA?”, the given answer entity is “Joe Biden”, and the extracted
triple is “Barack Obama; is the president of; the USA”. Here, the answer entity is
not present in the extracted triple but the structure of this triple for being a
candidate is accurate. Therefore, this triple is labeled as “Competent”.

• The triples should be semantically related to the corresponding question. For
example, if the question is “What kind of money to take to the Bahamas?”, the
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answer entity is “Bahamian Dollar”, and the extracted triples are “The Bahamas;
has; its own currency called the Bahamian dollar”, “All others; will dispense;
Bahamian Dollar.”. Here, both triples contain the given answer entity but only the
first one is semantically related to the given question. Therefore, the first triple is
considered as “Competent” and the second triple is considered as “Incompetent”
triple.

4.2 Limitations

4.2.1 Annotation Algorithm

For data annotation, we proposed an algorithm. After doing ground-truth labeling, we
find some limitation in this algorithm which is discussed in section 3.6.

4.2.2 Semantic Similarity Problem in labeling

For ground truth labeling, we set two main criteria. Based on these criteria, human
annotation is done. One of the criteria is to check the semantic similarity of extracted
triple with the reference text. For this criterion, there is some space to think for
humans which is not identical for all.

4.2.3 Necessity of Reference Text

We need reference text to identify competent triples from the triple set in our current
settings. As we utilize a QA dataset, the questions are used as the reference text.
Without reference text, the CTID model does not work.

4.2.4 Algorithm Selection

In this research, our main focus is to retrieve “Competent” triples from texts. The
experiments conducted in our proposed CTID model are based on the classification
model. Therefore, both the “Competent” and “Incompetent” classes are equally
important for the model prediction, which affects our main focus. Using a model
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which works only from positive examples may give better results rather than the
classification model.
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5
Conclusion

In this thesis, our main objective is to find competent triples from natural text data by
utilizing openIE tool under open-world assumption. These triples can contribute
to adding new information to the existing knowledge graphs. For this purpose, we
proposed CTID model which includes two types of feature sets. One is syntax- and the
other is semantic-based features. We investigate and evaluate our proposed features
from different perspectives. Our model can contribute to finding competent triples
from natural text which is ensure the quality of the extracted triples for the knowledge
graph.

5.1 Summary

The usefulness and usability of existing knowledge graphs (KGs) are mostly limited
because of the incompleteness of knowledge compared to the growing number of facts
about the real world. Most existing ontology-based KG completion methods are based
on the closed-world assumption, where KGs are fixed. In these methods, entities and
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relations are defined, and new entity information cannot be easily added. In contrast, in
open-world assumptions, entities and relations are not previously defined. Thus there
is a vast scope to find new entity information. Despite this, knowledge acquisition
under the open-world assumption is challenging because most available knowledge
is in a noisy unstructured text format. Nevertheless, Open Information Extraction
(OpenIE) systems can extract triples, namely (head text; relation text; tail text), from
raw text without any prespecified vocabulary. Such triples contain noisy information
that is not essential for KGs. Therefore, to use such triples for the KG completion
task, it is necessary to identify competent triples for KGs from the extracted triple set.
Here, competent triples are the triples that can contribute to adding new information
to the existing KGs. In this thesis, we propose the Competent Triple Identification
(CTID) model for KGs. We also propose two types of features, namely syntax- and
semantic-based features, to identify competent triples from a triple set extracted by a
state-of-the-art OpenIE system. We investigate both types of features and test their
effectiveness. It is found that the performance of the proposed features is about 20%
better compared to that of the ReVerb system in identifying competent triples.

5.2 Main Contribution

In the CTID model, we proposed syntax- and semantic-based features for identifying
competent triples in unstructured natural text data. We use the OpenIE system to
extract triple-format data from natural text. Our features can identify competent triples
from the triple set. These triples have a low chance of adding noise to existing KGs.
We also proposed an automatic annotation procedure that does not require domain
knowledge and thus reduces the need for human intervention. This procedure can be
used for any domain. This automated annotation process is just a heuristic algorithm.
This algorithm utilizes the existing answer entity from the QA dataset. By this heuristic
approach, we can get the annotation for labeling data. But once we get the CTID model
using this, we could apply our model without the dataset. The experimental results
show that both syntax- and semantic-based features outperform the baseline features.
These results confirm that the proposed CTID model can identify competent triples.
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5.3 Future Work

In the future, we will try to add these triples to complete existing KGs. Using these
competent triples, we also can build openKG which is also a future plan from this
research.
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