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Recently, Al technologies have begun to penetrate widely and rapidly into our daily
lives. However, they are black-boxed Als because the behavior inside their models is
too complex, and they cannot output predictions in a way that makes sense to humans.
The explainability that the increasingly popular explainable AI(XAI) aims to achieve
is still merely a mathematical summary of the internal states of black-box AI. This is
nothing more than visualization of the processing ‘reasons’, limited only to the data
science community. It is challenging for the current achievements of XAI research to
ensure more advanced utilization of AI expected and the accompanying societal
demands such as transparency, explanation accountability, and fairness.

The theme of explainability in human-Al systems is especially important in business
environments, where there are large differences in information literacy, but where
decisions must be made with high stakes. Thus, this study focuses on the domain of
business decision-making. The subjects are decision-making groups at various levels
within companies and organizations. The object is an observational space synthesized
from endogenous in-company management resource activities and exogenous market
environments.

The focus of the research is on a framework for developing XAI into Decision
Intelligence(DI), and studies that have the potential to support techniques for
transforming XAI “reasons” into DI “evidence” can be found in a number of other fields.
Particularly noteworthy are resource rationality in cognitive science and predictive
multiplicity demonstrated in data modeling research.

In cognitive science, human rationality is posited as the primary motivation for
decision-making. This rationality is always incomplete and bounded. Therefore, social
group decision-making based on empirical heuristics is required. The rationality that
humans exhibit in cooperation with external knowledge, called cognitive resources, is
called resource rationality. The research aims to achieve both of them by dividing the
problem into two tasks, i.e., solving the problem and optimally allocating cognitive
resources. In this study, we incorporate the concept of resource rationality into the
design of human-Al systems for business decision making.

There are traditionally two cultures in mathematical modeling: data modeling and
algorithmic modeling. The former hypothesizes interpretable structures in advance

when designing a process to obtain output y from input x, and optimizes those



parameters. The latter considers the process’s internals as 1invisible and
algorithmically explores the relationship between x and y. As the perspective of XAI
research is based on reflections on the excessive reliance on the latter, initiated by
deep learning, the focus has been on as universal an explanatory methodology as
possible, premising a trade-off between interpretability and accuracy. However,
recently there have been frequent research results questioning the effectiveness of
universal XAI technology in practical fields. Predictive multiplicity is the assertion
that, contrary to the aforementioned trade-off, there exist several optimal models that
achieve both accuracy and interpretability, according to pairs of domain-specific data
characteristics and tasks. This research is grounded in the rationale of predictive
multiplicity. Instead of aiming for global explainability, it focuses on learning
strategies based on domain-specific data characteristics and tasks. It explores the
interactions between business decision-making and Al systems in this context.

The question posed in this research is, how do social decision frame and Al systems
interact through explainability? To address this issue, we focused our research on a
framework to evolves XAl into DI, with business decision-making as the target domain.
As a method for achieving explainability, we proposed the structuring of cognitive
resources that promote domain-specific learning strategies, by leveraging resource
rationality and predictive multiplicity. Specifically, we constructed and tested a group
of systems that use viewing logs of Over-the-Top(OTT) media services as input and
output a set of rules to support decision-making. All of these systems are commonly
composed of task-solving flows at the multi-layered cognitive resource level. As a
design method, we proposed explainable alignment. On top of this alignment, social
decision frames and AI systems are placed as conceptual pairs according to the
constraints of domain-specific data characteristics and the requirement of expected
explainability.

The academic contribution of this thesis lies in the discovery of complementarity acting
on both elements of this conceptual pair, and in its practical application. This
complementarity can be defined as follows.

Let d be a domain-specific data characteristics constraint. A hypothetical space of
explainability E; = (S;,4;) is a pair of sets of social frame S; and a set of Al systems
A; such that E; satisfy d. A complementary for a property p is a pair (S,4) such that
S€Sy,A€A; and S®A satisfy p. S and A are complementary, that is, they integrate
domain-specific explainability by the action of extrapolating relative perspectives from
S to A and from A to S at the same time. In the model fusion, and in the choice of
experimental methods, it is a necessary condition to be an element of this
complementarity set. Thus, the conceptual pairs of social frames and Al models that
fulfill this complementarity can be found at the level of each of the multi-layered
cognitive resources. This complementarity allows us to recognize multiplicity of

explanations by switching viewpoints, so to speak, like a trompe l'oeil, without any



interface between the social frame and the AI model, and raises the explanatory
potential of XAI to DI.

In this study, various methodologies are aligned based on this complementarity at
different cognitive resource levels. Broadly, they can be classified into at least the
following four types.

1. Isomorphism: S =~ A. The symbol = denotes a relation that is “the same”. S is an
isomorphism of A when objects S and A are considered structurally the same.

2. Allegory: S = A, where = is a symbol indicating a “representing” or “symbolizing”
relation. An object S i1s an allegory of A when it represents its own meaning while at
the same time representing A, which is different from S.

3. Completion: €¢>0,s€S,a€A,|s—a| <e. For any £€>0, object S and A are complete
if the above equation holds and the entire space is formed by S and A.

4. Projection: S:4A - S(A). When object S assigns some output to object A, S is a
function of A, projecting A to S(4).

These complementarities in this study exhibit distinct characteristics under the
synthesized requirements of domain-specific data characteristics and social
explainability. Figure 1 shows their correspondence.
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FIGURE 1: Complementarity types, dimensions of social explanations and data
characteristics of OTT domain.
Assuming domain-specific data characteristics, choosing complementarity that
matches the explainability required each time a social process is advanced, and
deploying corresponding Al models accordingly - this is nothing but explainable
alignment.
Figure 2 is a generalization of the explainable alignment in the OTT domain. At the

center are pairs of transparent box designs and process mining, into which learners or
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FIGURE 2: Summary table for managerial and theoretical implication
of algorithmic frame- work on explainable alignment.
explainers as instances can be fit. The far left and right ends are notations of

positioning from the perspectives of social frames and Al systems, respectively.
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FIGURE 3: Summary table for managerial and theoretical implication
for each chapters.
Figure 3 is arranged so that the methods employed in the experiments in Chapters 3,
4, and 5 can be compared and contrasted. In the black box Al section, LSTM was
employed as an isomorphism, but it was later changed to a self-attention mechanism,
which 1s both allegorical and complete, with an emphasis on accuracy reliability. In
process mining, where discovery, namely the detection of latent variables, is prioritized,

we mainly employed isomorphism as a highly interpretable complementarity due to the



emphasis on explanatory power. Specifically, LDA, a hierarchical Bayesian model, and
Session-based Recommender System (STAMP and NARM), which structurally
incorporates two types of viewing attitudes into the modeling in advance. Since
complementarity with high aggregation and interpretation power is suitable for
enhancement, i.e., knowledge transformation of outputs in process mining, GULA, a
generalization of Learning from Interpretation Transition(LFIT), is employed as a
projection.

As described above, this study has shown that, practically speaking, a broader and
more inclusive explainability can be achieved between social frames in the OTT domain
and Al model fusion by applying appropriate complementarity at each stage of the
process. Academically, we have shown that complementarity can be found as an
interaction between the two via explainability, and that this complementarity can be
developed in various ways according to the demands of domain-specificity. We claim
that our study is original as a cross-disciplinary achievement on a cutting-edge issue
of explainability.

The methodology proposed in this study shows strong potential to contribute
universally to evidence-based decision-making based on large-scale data in all areas of
the business domain. Although this research focused solely on the explainability of
human—Al systems applicable to business, the experimental results have indeed
opened up multiple interesting research perspectives. It is not just a framework
perspective for developing XAI into DI. The viewpoints include the exploration of the
nature of the manifold itself as a semantic space of various domains in the real world,
as well as neuro-symbolic application research that realizes deductive inference
through array computing on the distributed representation tensor obtained by
induction on the real world. Future work will involve continuing to work on these
related and cutting-edge re- search issues using real-world data, and to continue

moving back and forth between practice and research.
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