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Abstract

The Standard Model of Particle Physics (SM) combines the knowledge that has been accumulated
over the last century into one comprehensive framework. Nevertheless, the limitations of the theory
in describing all phenomena is highlighted by inexplicable discrepancies between experimental
measurements and theoretical predictions, motivating the search for New Physics and extensions of
the SM.

The long-standing tension in the Cabbibo-Kobayashi-Maskawa (CKM) matrix elements |𝑉𝑐𝑏| and
|𝑉𝑢𝑏| of the bottom sector between inclusive and exclusive determination is one such discrepancy.
These parameters are mainly extracted from semileptonic decays of 𝐵 mesons, hence providing
theorists and experimentalists alike with an opportunity to review and deepen their understanding
of these decays in order to resolve the tension. This is a necessary step in the search for New Physics,
since it is imperative to have precise and well-understood predictions of the SM.

We present a nonperturbative calculation of the inclusive decay rate for semileptonic decays of
the 𝐷𝑠 meson from lattice QCD. We focus on the charm sector to verify the methodology since it is
easier to treat in lattice simulations but an extension of the presented formalism towards the bottom
sector, in hope of providing new insights into the aforementioned discrepancy, is straightforward
once the data becomes available. We present results from a first study based on the computation for
the inclusive semileptonic 𝐷𝑠 → 𝑋𝑠ℓ𝜈ℓ decay using a full and flexible lattice setup, employing the
Möbius domain-wall action for all quarks where the masses of the 𝑐 and 𝑠 quarks are simulated near
their physical values. Our calculation for the decay rate from lattice data of four-point correlation
functions is based on the Chebyshev polynomial approximation approach. We compare the results of
our analysis for 𝛤/|𝑉𝑐𝑠|2 with experimental measurements from the BESIII collaboration to obtain
a first prediction for the CKM matrix element. We further perform a cross-check of the inclusive
analysis strategy by studying the ground-state limit, comparing it to results obtained from form
factors for the exclusive decay mode, and to which degree it dominates the inclusive decay rate.

We further present a first estimation of systematic effects in the inclusive analysis strategy,
namely, we address the systematic error introduced through the Chebyshev approximation as well
as the influence of finite volume effects in our analysis. The former is estimated by a combination
of the required limits and employing properties of the Chebyshev polynomials, while the latter is
estimated by formulating a model under the assumption of two-body final states which is combined
with the lattice data to extrapolate the infinite volume limit.
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Chapter 1

Introduction

One of the most fundamental characteristics of mankind is the aim to explore and explain the
mechanisms of nature. This endeavor manifests itself in two different ways, a philosophical-spiritual
approach on one hand and a scientific-mathematical on the other. The latter expresses itself
by formulating theories and carrying out experiments based on the principles of verification and
reproducibility. The goal is to describe the Nature in a universal language. As part of this
development the limits and sizes for experiments become broader, from the giant dimensions of
astrophysics up to quantum mechanics, the magnitude and scale of our physical reality have long
since left our everyday perception. To proceed in these areas new challenges for theories and
experiments arise. In the last century considerable achievements were made in the field of particle
physics, these results are now known as the Standard Model of Particle Physics (SM). Especially
the early times of modern particle physics were dominated by revolutions and new discoveries,
starting from the discovery of the atomic nucleus by E. Rutherford in 1911. The most recent success
was the proof of existence of the Higgs-boson[1], completing the experimental verification of all
particles of the SM at the Large Hadron Collider at the Research Center CERN in Geneva. In recent
years the Standard Model has proven to be extremely consistent and accurate in its explanation
of experimental results. Nevertheless, there are some indications that the Standard Model is not
complete as of yet:

• The Standard Model possesses 18 free parameters (including neutrino masses and mixing
angles this number is raised to 25). But even though the physical effects of the Standard
Model can be ascribed to these parameters, the question concerning their origin remains
unanswered. While their magnitude can be measured experimentally, they are not determined
by the Standard model itself. For the sake of simplifying the theory the goal is to reduce the
number of parameters as far as possible.
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• Within the Standard Model neutrinos are introduced as massless particles. Experiments
concerning neutrino oscillations however, show that neutrinos actually possess a mass, even
though it is very small. And even though extensions of the SM are capable of describing
neutrino masses, none have been experimentally proven.

• Although gravity is the oldest known force in nature, currently there is no way to describe it in
the SM. A consistent description of gravitation in analogy to the other forces in the framework
of a gauge theory failed up until now.

• Looking at the Higgs mechanism the so called hierarchy problem is encountered. At first
sight the mass of the Higgs boson should be very large based on radiation and quantum
corrections, namely in the range of the Planck scale (𝑚𝑃 ∼ 𝒪(1019 GeV))[2]. But since the
Higgs mass implies the energy scale of weak interaction the Higgs boson should be considerably
lighter which was proven at the Large Hadron Collider[1] to be 𝑚Higgs = 125.10(14) GeV[3].
In the end it results in the question why gravitation is much weaker than the electroweak
interaction (∼ 26 orders of magnitude) or in another way, why the scales of the different forces
in the SM possess such a strict hierarchy. In the SM, this behavior can be explained through
some complex fine-tuning of the parameters, so that the hierarchy problem is not in direct
contradiction to the SM.

• The matter-anti-matter-asymmetry of the universe can be ascribed to a combination of charge
and parity violation (Charge-Parity (CP)-violation). While the SM contains CP-violation, it
is too small to explain the observed asymmetry.

All these points show that modern physics has not reached its limits. The experimental search for
New Physics as well as their theoretical description is the topic of several researches. To discover new
physics two things are necessary. Firstly, the precision of experiments has to continue to increase.
Secondly, based on models, an accurate prediction has to be made from the theoretical side allowing
for a comparison. In what follows, before formulating the goal of this work, the physical framework
is outlined.

1.1 The Standard Model of Particle Physics

The Standard Model forms the framework for particle physics. In this section the fundamental
properties of the SM will be discussed and the aspects of the SM relevant for this thesis will be
outlined. Since a detailed treatment of the SM content would go beyond the scope of this work,
textbooks and review papers shall be referenced here. For a theoretical standpoint useful references
include [2, 4], while [5, 6] choose a more experimentally oriented approach.
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Table 1.1: Fermions in the SM and their associated mass 𝑚 and electric charge in units of 𝑒.

Leptons
Flavor m / MeV[3] e

𝑒− Electron 0.511 -1
𝜈𝑒 Electron-Neutrino <2 × 10−6 0
𝜇 Muon 105.7 -1
𝜈𝜇 Muon-Neutrino < 0.19 × 10−6 0
𝜏 Tau-Lepton 1777 -1
𝜈𝜏 Tau-Neutrino < 18.2 × 10−6 0

Quarks
Flavor m / GeV[3] e

𝑢 Up 0.0022 2/3
𝑑 Down 0.0047 -1/3
𝑐 Charm 1.27 2/3
𝑠 Strange 0.093 -1/3
𝑡 Top 172.9 2/3
𝑏 Bottom 4.18 -1/3

The foundation of the SM is build on a series of fundamental achievements in the area of particle
physics. Two important examples include the unification of electromagnetic and weak interaction[7,
8] and the proof of asymptotic freedom in Quantum Chromodynamics (QCD)[9, 10]. The SM
combines the ideas of classical relativistic field theory with the concepts of quantum mechanics,
expressing classical fields through operators. The addition of local gauge symmetries introduces
interactions, creating a Lorentz invariant theory, describing the dynamics and interactions between
all known particles (excluding gravity). The elementary particles receive their masses through
the Higgs-mechanism which describes the interaction of particles with the Higgs-field. This field
possesses a vacuum expectation value not equal to zero and interacts with particles in such a way,
that the normally massless gauge bosons of the theory receive a mass through spontaneous symmetry
breaking (SSB). The aforementioned Higgs-boson is an excitation of this field.

In this work natural unit will be used, 𝑐 = ℏ = 1.

1.1.1 Particles and Interactions

The SM contains elementary particles which, according to present knowledge, have no further
substructure and hence build the foundation for all observable particles.

In general there are two different types for particles, fermions and bosons. The basis for this
differentiation is the quantum number called spin. While bosons carry an integer spin number,
fermions carry an half-integer spin number. Fermions are subdivided in two categories: leptons
(Greek ”leptos”: fine, small, thin) and quarks, as shown in Table 1.1.

Each fermion carries a quantum number called Flavor. The quark masses are based on the MS
scheme at a scale 𝜇 = 2 GeV. The final column denotes the electric charge of the particle in units of
the elementary charge e. For every particle in Table 1.1 there is a corresponding anti-particle.

The listed fermions are subject to the Pauli-principle and hence behave according to the Fermi-
Dirac-statistics. Historically, from the 24 known fermions (including anti-particles) only those of
the first generation (first line in Table 1.1) were known. Additionally to the electron which was
experimentally verified in 1897, Wolfgang Pauli postulated the electron neutrino in 1933 to explain
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Table 1.2: Interactions in the SM.

Interactions
El.mag. Weak Strong

Gauge boson 1 Photon 𝛾 𝑊 +, 𝑊 −, 𝑍0 8 Gluons 𝑔

Mass[3] 0
𝑚𝑊 ± = 80.4 GeV
𝑚𝑍0 = 91.2 GeV

0

Charge Electric charge isospin color charge
Gauge theory El-weak theory (𝑆𝑈(2) × 𝑈(1)) QCD (𝑆𝑈(3))

the kinematics of beta decays which were not understood until then. Not much later there turned
out to be more types of leptons. In 1936 Carl D. Anderson discovered the muon in cosmic rays.
The associated neutrino as well as the third generation of leptons were to follow. Within the SM
neutrinos are assumed to be massless. Experiments measuring neutrino oscillations, however, showed
that neutrinos do have a mass. The upper limit for the mass of the electron neutrinos is currently
given with 𝑚𝜈𝑒

≤ 2 eV[3]. The latest neutrino experiments, e.g. KATRIN in Karlsruhe try to put
further constraints on these limits. In principle the addition of neutrinos with masses to the SM is
possible. The extension is similar to the quark sector with lepton-flavor-mixing and introducing the
PMNS-matrix (from Pontecorvo, Maki, Nakagawa and Sakata). For a more detailed view on this
the aforementioned literature shall be referenced.

The development of the quark model was another important step towards the SM. The improve-
ment of detection methods in the middle of the 20th century was followed by the discovery of a
multitude of strongly interacting particles called hadrons (Greek ”hadros”: stout, thick). To properly
explain this particle zoo M. Gell-Mann and G. Zweig developed the quark model in 1964. This
model views hadrons as composite states of two or more elementary particles (𝑢-, 𝑑- and 𝑠-quarks)
based on a 𝑆𝑈(3)-symmetry group. The model could be experimentally verified early on by the
discovery of the 𝛺−-baryon. Furthermore, new quarks had to be added to the model to explain
the discoveries of new hadrons. This development ended with the discovery of the top-quark at
the Fermilab 1995, so that currently, analogous to the lepton sector, there are three generations of
quarks with two flavors in each generation. Thus, the number of leptons and quarks in the SM is
equal[3]. A fundamental reason of that is yet to be understood.

The stable matter that surrounds us is composed of leptons and quarks of the first generation,
the nucleons building atomic nuclei consist of up- and down-quarks, while the electrons are coupled
to nuclei in atoms. Turning to another fundamental part of our world the interactions of particles
between themselves, as far as the current knowledge is concerned, are described by four fundamental
interactions. Three of these can be described through gauge theories in the framework of the SM
and are listed in Table 1.2.

The fourth fundamental interaction, gravity, could not be consistently included in the SM as
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of yet. Each interaction in the SM is transmitted by intermediate particles called gauge bosons.
Bosons with their even spin number form the second big group of particles in the SM and obey the
Bose-Einstein-statistics. In theory, these gauge bosons are massless for reasons of gauge invariance.
But experiments show that the gauge bosons of weak interaction do possess a mass (Tab. 1.2). In the
SM this is explained by the Higgs-mechanism, which gives the exchange particles of weak interaction a
mass through spontaneous symmetry breaking. A detailed review of the Higgs-mechanism is beyond
our scope here. The gauge bosons couple to particles which carry the charge of the corresponding
gauge theory, e.g. photons couple to all particles carrying electrical charge while gluons only interact
with particles carrying color charge. One part of the SM is the electroweak theory which unites the
electromagnetic and weak interaction. Based on the contribution of S. Glashow, A. Salam and S.
Weinberg the theory is also known as the Glashow-Weinberg-Salam-theory [11–13]. The other part
is Quantum Chromodynamics (QCD) which represents the theory of strong interaction.

Each of these gauge theories has its symmetry group and the SM can be expressed as a group-
theoretic combination of these symmetry groups

𝑆𝑈(3)𝐶 × 𝑆𝑈(2)𝐿 × 𝑈(1)𝑌 . (1.1)

Here 𝐶 denotes the color, 𝐿 the weak isospin and 𝑌 the hypercharge and correspond to the underlying
theory. In this work a special emphasis should be put on the 𝑆𝑈(3)𝐶, as it is of special importance
for the theory of strong interaction and hence the description of hadronic decays. It will be discussed
in more detail in chapter 1.2. For a more detailed discussion on gauge theories and symmetry groups
we refer to the named literature. For a more mathematical stand point on group theory and gauge
theory we refer to [14].

1.1.2 CKM-matrix and the Unitarity Triangle

Additionally to the aforementioned classification of fermions based on spin, fermions can also be
classified based on their chirality. There are left-handed and right-handed fermions, generally denoted
by indices 𝐿 and 𝑅, respectively. To change the chirality of a particle a parity operation 𝑃 is used
which correspond to a reflection of all coordinates to a plane. And while the massive fermions and
quarks may show both handedness, in the framework of the minimal SM there are no right-handed
neutrinos or left-handed anti-neutrinos. This represents a parity violation shown experimentally in
beta decays by C. Wu in 1957[15].

Another symmetry operation is the charge conjugation 𝐶 which inverts the charge of a particle.
The combination of charge- and parity conjugation is known as CP-transformation which transfers a
particle to its corresponding anti-particle. For a long time it was assumed that CP is an universally
realized symmetry but observations show an asymmetry between particles and anti-particles. The
first experimental evidence for CP-violation was found in kaon decays in 1964[16]. After CP-
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symmetry was proven to be non universal nowadays CPT -invariance is assumed in which 𝑇 is an
inversion of the time coordinates. This fact is formulated in the CPT-theorem and is experimentally
verified up until now. More experiments are probing the CPT -theorem, e.g. CERN at Geneva and
FAIR in Darmstadt.

The explanation of CP-violation is closely related to the mechanism that is responsible for
generating the quark masses, since in the SM particles receive their masses through Yukawa
couplings in the Lagrangian density, where left- and right-handed components of the quark fields
couple to each other. The corresponding term has the form

ℒYukawa = −(𝑀 𝑖𝑗
𝑢 �̄�𝑖

𝐿𝑢𝑗
𝑅 + 𝑀 𝑖𝑗

𝑑
̄𝑑𝑖
𝐿𝑑𝑗

𝑅 + h.c.) (1.2)

where 𝑢𝑖,𝑗
𝐿,𝑅 and 𝑑𝑖,𝑗

𝐿,𝑅 denote the upper and lower elements of the respective quark family, i.e.

𝑢𝑖
𝐻 = (𝑢𝐻, 𝑐𝐻, 𝑡𝐻), 𝑑𝑖

𝐻 = (𝑑𝐻, 𝑠𝐻, 𝑏𝐻), 𝐻 = 𝐿, 𝑅 . (1.3)

In general the upper elements are called up-type-quarks, while the lower elements are called down-
type-quarks. The factors 𝑀 𝑖𝑗

𝑢,𝑑 mediate the coupling between the quark fields and can be identified
as mass matrices of the quarks. Initially, these matrices are not required to be diagonal, so that the
mixing of different quark families contribute to the mass states. But since the physical quarks are
mass eigenstates where each quark interacts only with itself, a change of basis has to be performed
to diagonalize the mass matrices. But since the quarks also couple to the weak gauge bosons of
the weak interaction, this change of basis does not only change the mass terms of the Lagrangian
density but also the weak interaction terms. While in the initial basis the charged 𝑊-bosons could
only induce a quark-type change within one family (flavor changing current) in the new basis the
transition of each type of up-type quark to every type of down-type-quark is now possible. So
while in the initial basis the quarks are electroweak eigenstates (𝑑′, 𝑠′, 𝑏′) in the new base they are
physical mass eigenstates (𝑑, 𝑠, 𝑏). For the sake of illustration, only the down-type quarks are listed
here. The matrix governing these transitions is known as CKM -matrix (named after N. Cabibbo,
M. Kobayashi and T. Maskawa)[17, 18] and for the down-type quarks has the form

⎛⎜⎜⎜
⎝

𝑑′

𝑠′

𝑏′

⎞⎟⎟⎟
⎠

=
⎛⎜⎜⎜
⎝

𝑉𝑢𝑑 𝑉𝑢𝑐 𝑉𝑢𝑏

𝑉𝑐𝑑 𝑉𝑐𝑠 𝑉𝑐𝑏

𝑉𝑡𝑑 𝑉𝑡𝑠 𝑉𝑡𝑏

⎞⎟⎟⎟
⎠⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑉CKM

⎛⎜⎜⎜
⎝

𝑑
𝑠
𝑏

⎞⎟⎟⎟
⎠

, (1.4)

so that the eigenstates of the weak interaction are a linear combination of the mass eigenstates.
The complex matrix elements characterize the transition between the quarks mediated by the weak
interaction. As a complex 3 × 3 matrix the CKM -matrix initially possess 18 independent parameters
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but since all quark generations possess the same weak coupling constant the CKM -matrix is unitary,
i.e.

𝑉𝐶𝐾𝑀 ⋅ 𝑉 †
𝐶𝐾𝑀 = 𝟙 , (1.5)

so that the number of independent parameters is reduced to nine. Furthermore, by redefining the
quark fields, five more parameters can be eliminated so that four independent physical quantities
remain which are then identified as three mixing angles and one complex phase. As for the transition
from particle to anti-particle the complex-conjugated CKM -matrix has to be considered, and the
complex phase gives rise to the CP-violation since it changes its sign under complex conjugation.
Due to this change the weak interaction differentiates between particle and anti-particle. Since the
mixing between different quark families is a small effect, the CKM -matrix is roughly diagonal[3]

|𝑉CKM| =
⎛⎜⎜⎜
⎝

0.974 20(21) 0.2243(5) 0.003 94(36)
0.218(4) 0.997(17) 0.0422(8)
0.0081(5) 0.0394(23) 1.019(25)

⎞⎟⎟⎟
⎠

. (1.6)

Eq. (1.6) also shows that the CKM -matrix is strongly hierarchical with respect to the quark families,
the matrix elements become smaller the further from the main diagonal they are, i.e. transitions
between distant quark families become unlikely. Using the Wolfenstein parametrization (from L.
Wolfenstein) the hierarchy of the CKM -matrix can be expressed by a parameter 𝜆[19]:

𝑉CKM =
⎛⎜⎜⎜
⎝

1 − 𝜆2/2 𝜆 𝜆3𝐴(𝜌 − 𝑖𝜂)
−𝜆 1 − 𝜆2/2 𝜆2𝐴

𝜆3𝐴(1 − 𝜌 − 𝑖𝜂) −𝜆2𝐴 1

⎞⎟⎟⎟
⎠

+ 𝒪(𝜆4) , 𝜆 ∼ 0.22 . (1.7)

Here, 𝜂 is the complex phase causing the CP-violation, which together with 𝐴, 𝜌 and 𝜆 represent
the four free parameters of the CKM -matrix. While an explanation of the strong hierarchy of the
CKM -matrix is still to be given, the measurement of the matrix elements through weak decays
allows one important check of the SM, i.e. the unitary. Given the unitary of the CKM -matrix,
certain triangle relations between the matrix elements can be derived. Looking at Eq. (1.7) the
relation

𝑉 ∗
𝑢𝑏𝑉𝑢𝑑 + 𝑉 ∗

𝑐𝑏𝑉𝑐𝑑 + 𝑉 ∗
𝑡𝑏𝑉𝑡𝑑 = 0 (1.8)

proves to be convenient, since this is the only relation where all terms have the same order of 𝜆. Eq.
(1.8) can now be represented as a triangle in the complex plane, shown in Fig. 1.1

The experimental measurement of the triangle elements allows to compare them with theoretical
predictions providing a test of the SM and an important search for physics beyond the SM. The



8 Chapter 1. Introduction

Im

Re

𝜌 + 𝑖𝜂

𝑉 ∗
𝑢𝑏𝑉𝑢𝑑 𝑉 ∗

𝑡𝑏𝑉𝑡𝑑

𝑉 ∗
𝑐𝑏𝑉𝑐𝑑

𝛼

𝛽𝛾

Figure 1.1: The unitarity triangle for Eq. (1.8).

investigation of the CKM -matrix elements is object of many research efforts. Since this work considers
the semileptonic decays of heavy mesons, it can also be used for a more precise measurement of
certain CKM matrix elements. For a better understanding of semileptonic decays of heavy mesons a
discussion of QCD is in place. This follows in the upcoming section.

1.2 Quantum Chromodynamics and Hadrons

As mentioned in section 1.1 Quantum Chromodynamics (QCD) (greek: ”chromos”: color) is an
essential part of the SM and as the gauge theory of strong interaction of special importance for the
hadronic decays considered in this work. So in this section the theoretical background related to
this work will be discussed. For a more complete and detailed review we refer to [20–22].

As already mentioned in section 1.1.1 QCD is the gauge theory of strong interactions. The first
indication for the existence of the strong interaction was provided by the discovery of the nucleons
by Rutherford (proton, 1917) and Chadwick (neutron, 1932). Since the proton is positively charged
and the neutron does not carry electric charge, there had to be an additional force that could
compensate the electrical repulsion and keep the atomic nucleus together. Even long before the
introduction of the quark model, the existence of nuclear force was already postulated by H. Yukawa
in 1935, who first affiliated it to an exchange of pions between the nucleons [23]. The exchange of
these virtual quark-anti-quark-states is responsible for the long range part of the strong interaction,
while later it turned out that the nuclear binding is a result of the coupling between the quarks and
antiquarks to gluons (engl. ”Glue”), the latter being the gauge bosons of the strong interaction.

During the development of the quark model the quarks were first postulated as a purely
mathematical model, but deep inelastic scattering experiments during the 60’s showed that the
proton does indeed possess an inner structure. After this discovery, to describe the strong interaction
theoretically Quantum Chromodynamics was designed as an 𝑆𝑈(3) gauge theory to theoretically
describe the strong interaction. The degree of freedom for this symmetry group is the color charge.
A quark is able to carry one of three possible colors (red, blue, green). The first hints at this
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additional quantum number was the discovery of the 𝛺− Hyperon in 1964 [24] which, based on
the predictions of the quark model, should consist of three 𝑠-quarks all possessing the same spin
configuration. But since quarks are fermions this would pose a violation of the Pauli principle.
Similar problems occurred with other Baryons, so that in the following M. Han, Y. Nambu and O.
Greenberg independently from each another postulated the existence of the color degree of freedom
[25, 26]. An additional experimental evidence for the existence of color was provided by comparing
the cross sections of 𝑒+𝑒−-scattering. The ratio of the cross sections for muon and hadron production

𝑅 = 𝜎(𝑒+𝑒− → Hadrons)
𝜎(𝑒+𝑒− → 𝜇+𝜇−)

(1.9)

being measured, has a three times higher value than theoretically predicted, i.e. the production rate
for colorless 𝑞𝑞-pairs is three times higher than anticipated, so that the color degree of freedom is
needed. Not only this fact provides an experimental proof for the existence of color it also confirms
the number of colors. So while the observation of the 𝛺− Hyperon does not provide any hints
towards the number of colors, the ratio of cross sections indicates the existence of exactly three
colors. Furthermore, the quark model predicts the existence of an anti-color for every color which
could be verified by the discovery of diverse mesons (e.g. 𝐽/𝛹). A detailed representation of the
historical context and the associated experiments for the introduction of color can be found in [5].

As a theory QCD possesses three special properties

• Asymptotic Freedom: At the aforementioned deep inelastic scattering experiments it was
observed that at very high energies and small distances quarks behave like free particles even
though they are still bound in a hadronic state. This fact is known as asymptotic freedom
and is attributable to the properties of the strong coupling constant(see sec. 1.2). Unlike in
QED the coupling in QCD becomes weaker the smaller the distance between the particles is
which in return means, that an infinite amount of energy is needed to separate two quarks.
The asymptotic freedom was theoretically derived from QCD by D. Gross, F. Wilczeck and D.
Ploitzer in 1973 [9, 27] and is hence considered proven in the framework of the SM.

• Confinement: The property that quarks and gluons can only be found in bound states and not
as free particles is known as confinement. All observed hadrons are colorless. Up until now all
experiments verify the confinement but theoretical proof in the framework of QCD is still to
come.

• Spontaneous breaking of the chiral symmetry: In QCD, left- and right-handed quark fields
couple in the QCD-vacuum. The vacuum expectation value of such a quark-anti-quark-pair
⟨0|𝑞𝐿𝑞𝑅 + 𝑞𝑅𝑞𝐿|0⟩ is not equal to zero and hence breaks the chiral symmetry of massless QCD.
The quark-anti-quark pairs form a condensate in the QCD vacuum. These condensates play
an important role in the QCD sum rules.
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Gauge Theory and Coupling of QCD

After discussing the theoretical background and introducing the basic properties of QCD, in this
section we focus on the group theoretical aspects as well as perturbative calculations in QCD.
Structurally, QCD and QED are similar in many ways but in this section a special focus will be put
on the differences.

As mentioned before, QCD is based on a 𝑆𝑈(3) gauge group where the 𝑆𝑈(3) is a Lie group with
the corresponding algebra. A special, unitary group of dimension 𝑁 possesses 𝑁2 − 1 generators. In
case of QCD this corresponds to eight generators which in general are represented by the Gell-Mann
matrices 𝜆𝑎 (𝑎 = 1, ..., 8). Their representation is, for example, given in [21]. The generators satisfy
the Lie-algebra

[𝜆𝑗, 𝜆𝑘] = 2𝑖𝑓𝑗𝑘𝑙𝜆𝑙 , (1.10)

with the totally anti-symmetric structure constant 𝑓𝑗𝑘𝑙. These generators can be identified with the
eight gluon fields 𝐴𝑎

𝜇. In analogy to QED these gluon fields couple to all particles that carry color.
There is an essential difference which can be explained by looking at the Yang-Mills-Lagrangian
with an 𝑆𝑈(3) gauge group which in case for QCD is given by

ℒQCD = ̄𝜓𝑖(𝑖𝛾𝜇𝐷𝜇 − 𝑚)𝜓𝑗 − 1
4

𝐺𝑎
𝜇𝜈𝐺𝜇𝜈

𝑎 , (1.11)

where

𝜓 ∶ quark fields, 𝑖, 𝑗 = 1, 2, 3 color index ,

𝛾𝜇 ∶ dirac matrices ,

𝐷𝜇 = ∂𝜇 − 𝑖𝑔𝑠𝑇𝑎𝐴𝑎
𝜇 ∶ covariant derivative ,

𝑚 ∶ quark mass ,

𝑔𝑠 ∶ coupling constant of strong interaction ,

𝑇 𝑎 = 𝜆𝑎

2
∶ generator of 𝑆𝑈(3) gauge group (color matrix) ,

𝐴𝑎
𝜇 ∶ gauge boson (gluon) fields, 𝑎 = 1, .., 8 ,

𝐺𝑎
𝜇𝜈 = ∂𝜇𝐴𝑎

𝜈 − ∂𝜈𝐴𝑎
𝜇 + 𝑔𝑠𝑓𝑎𝑏𝑐𝐴𝑏

𝜇𝐴𝑐
𝜈 ∶ gluon field strength tensor .

Since QCD, in contrast to QED, is a non-Abelian gauge theory there is an additional term in the
definition of the gluon field strength tensor 𝐺𝑎

𝜇𝜈 with the strong coupling 𝑔𝑠 and the structure
constant 𝑓𝑎𝑏𝑐. The result of this is that the gauge bosons can strongly interact with each other. In
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a) b) c)

Figure 1.2: Vertices of QCD. Represented are the a) Quark-Gluon-vertex, b) 3-gluon-vertex and
c) 4-gluon-vertex. The gluon-vertices b) and c) emerge as a consequence of the non-abelian gauge
theory.

contrast to the photon, which is electrically neutral in QED, the gluon also carries a color charge so
that in QCD there are additional fundamental vertices that include gluon-gluon interactions. These
are shown in Fig. 1.2.

The additional self interactions are the main reason for the aforementioned asymptotic freedom but
also hinder a consistent quantization, because the introduced gluon fields 𝐴𝑎

𝜇 have four components
while the massless gluon only possesses two polarizations. The remaining two degrees of freedom
result in non physical contributions in perturbative calculations. These contributions can be dealt
with by subtracting suitable scalar fields (Faddeev-Popov-Ghost). These ghost fields are of special
importance for renormalizing the theory and are described in detail in [20]. A fundamental difference
to QED arises from the couplings of the gauge bosons. Since gluons themselves carry color and
anti-color, they can change their color by interacting with quark fields. Additionally, the self
interactions result in a modified behavior in the couplings, i.e. they induce new diagrams in the
renormalization of the gluon-propagator, as shown in Fig. 1.3.

The diagram c) in Fig. 1.3 represents a simple fermion-loop and results in an effective attenuation
of the coupling, since, illustratively, the polarization of the vacuum results in a shielding of the
charge. This is the reason why the coupling of QED shrinks at larger distances or smaller energies.
In case of QCD the additional diagrams result in an amplification of the coupling resulting in the
rise of the strong coupling dependent on the renormalization scale 𝜇. For this reason, QCD cannot
be treated perturbatively in case of long distances or small energies. Only a decrease in the coupling
for large energies (asymptotic freedom) allows for a perturbative calculation in QCD. The scale
dependent behavior of 𝑔𝑠 (running coupling) will be discussed in the following section.

The hadronic bound states are invariant under 𝑆𝑈(3)𝐶-transformations, so that all in all they
are colorless. The easiest allowed combinations under these conditions for quark fields 𝑞𝑖 with color
indices 𝑖 are quark-anti-quark states 𝑞𝑖𝑞𝑖, as well as three quark- 𝜖𝑖𝑗𝑘𝑞𝑖𝑞𝑗𝑞𝑘 and three anti-quark
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a) b)

c)

Figure 1.3: Leading order contributions to the renormalization of the gluon propagator. The
contributions are as follows: a) loop contribution, b) gluon self energy and c) the Tadpole diagram.

states 𝜖𝑖𝑗𝑘𝑞𝑖𝑞𝑗𝑞𝑘. The former are known as mesons (Greek meson: the middle), while the latter are
known as baryons (Greek barys: heavy). In comparison to other stable particles in the SM baryons
possess a large mass, while meson states are heavier than the stable leptons but lighter than baryons.
In principle, all possible flavors can be combined to a corresponding meson, except for the heavy top
quark which, due to its short lifetime, decays before it can hadronize. In this work, mesons which
contain a heavy quark (𝑐, 𝑏), especially the 𝑐 quark and a light quark (𝑢, 𝑑, 𝑠) (heavy-light-mesons)
are of special interest. These mesons are easily accessible by experiment and contain a heavy quark
which is of interest in many applications. Additionally, many contributions can be expanded in
terms of the light quark mass, due to 𝑚𝑢,𝑑,𝑠 ≪ 𝑚𝑐,𝑏 and might be neglected altogether.

Scale Dependence of the Strong Coupling

In this section the scale dependence of the strong coupling will be illustrated. The scale dependence
of the parameters in a theory is described by the corresponding renormalization group equation
(RGE) which are differential equations that specify the 𝜇-dependence for each parameter. A detailed
derivation for this equation for the 𝑀𝑆-scheme (modified minimal subtraction scheme) can be found
in [20]. For the coupling 𝑔𝑠 the RGE has the form

0 = 𝜇 𝑑
𝑑𝜇

𝑔𝑠,0 , (1.12)

with

𝑔𝑠,0 = ( 𝜇
𝜇0

)
𝜖

𝑍𝑔(𝜇)𝑔𝑠,𝑅 , (1.13)
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where 𝜇 is the energy scale, 𝜇0 is a fixed mass scale, 𝜖 is the parameter used for the dimensional
regularization, 𝑔𝑠,𝑅 is the renormalized coupling and 𝑍𝑔 the corresponding renormalization constant.
The bare, non renomalized coupling 𝑔𝑠,0 should not depend on 𝜇 so that its derivative vanishes.
A point of note is that the 𝜇 and 𝜇0 dependent prefactor is a result of dimensional regularization
where the coupling receives a mass dimension based on 𝑔𝑠 = 𝑔𝑠,0𝜇𝜖

0 and 𝑔𝑠,𝑟 = 𝑔𝑠,𝑅𝜇𝜖. In case of
𝜖 → 0 the couplings are massless, as usual. Replacing the bare coupling in Eq. (1.12) with the
renormalized one the result reads

𝜇
𝑑𝑔𝑠,𝑅

𝑑𝜇
=

𝑑𝑔𝑠,𝑅

𝑑 ln 𝜇
= 𝛽(𝑔𝑠,𝑅) , (1.14)

with the Symanzik beta function determined by the coupling 𝑔𝑠,𝑅

𝛽(𝑔𝑠,𝑅) = −𝜖𝑔𝑠,𝑅 − 𝜇
𝑍𝑔

𝑑𝑍𝑔

𝑑𝜇
𝑔𝑠,𝑅 . (1.15)

This beta function can be perturbatively expanded as

𝛽(𝑔𝑠,𝑅) = −𝛽0
𝑔4

𝑠,𝑅

(4𝜋)2 − 𝛽1 ⋅ 𝒪(𝑔6
𝑠,𝑅) − 𝛽2 ⋅ 𝒪(𝑔8

𝑠,𝑅) + ... (1.16)

while taking note that the coupling 𝑔𝑠,𝑅 is 𝜇 dependent. Eq. (1.16) shows that the behavior of the
coupling depending on the scale 𝜇 (running coupling) up to first order is mainly influenced by the
factor 𝛽0. Turning to the calculation of 𝛽0, Eq. (1.15) is considered and

𝑍𝑔 =
̃𝑍1

̃𝑍3𝑍1/2
3

, (1.17)

is used where ̃𝑍1 is the Gluon-Ghost-renormalization constant, ̃𝑍3 the Gluon-Ghost-self energy-
renormalization constant and 𝑍3 the Gluon-self energy-renormalization constant. The ghost con-
tributions are the Faddeev-Popov-ghost fields mentioned in sec. 1.2. The explicit form of these
constants is given in [20]. The result for 𝑍𝑔 in leading order reads

𝑍𝑔 = 1 −
𝑔2

𝑠,𝑅

4𝜋
1
𝜖

⋅ 1
6

(11𝑁𝐶 − 2𝑛𝑓) + 𝒪(𝑔4
𝑠,𝑅) . (1.18)

Here, 𝑛𝑓 is the number of flavors and 𝑁𝐶 the number of colors in an 𝑆𝑈(𝑁) gauge theory.
Inserting (1.18) in (1.15) and applying 𝑁𝐶 = 3 for QCD the result reads as follows

𝛽(𝑔𝑠,𝑅) = − 1
(4𝜋)2

33 − 2𝑛𝑓

3
𝑔3

𝑠,𝑅 + 𝒪(𝑔5
𝑠,𝑅) , (1.19)
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so that

𝛽0 = 11 − 2
3

𝑛𝑓 . (1.20)

An analogous calculation yields results for 𝛽1 and 𝛽2 and explicit values can for example be found
in [20]. The behavior of the coupling in QCD can best be illustrated by looking at the parameter
𝛼𝑠(𝜇) = 𝑔2

𝑠(𝜇)/4𝜋. Inserting this in the differential equation (1.12) and solving the resulting equation,
the behavior of the running coupling in leading order of QCD is obtained

𝛼𝑠(𝜇) = 𝛼𝑠(𝜇0)
1 + 𝛼𝑠(𝜇0)

4𝜋 𝛽0 ln ( 𝜇2

𝜇0
)

. (1.21)

Several aspects are to be noted at this point. For one (1.21) contains a reference scale 𝜇0, which
is identified as the energy scale where 𝛼𝑠 is measured, i.e. to determine the running coupling an
experimental measurement is necessary. On the other hand, (1.21) shows a central property of QCD,
based on (1.20) 𝛽0 is positive in QCD meaning that the complete beta function takes on a negative
value. As a consequence the strength of the coupling decreases with rising energy, especially

lim
𝜇→∞

𝛼𝑠(𝜇) = 0 , (1.22)

showing the asymptotic freedom of QCD. Conversely, with 𝜇 → 𝛬QCD the characteristic QCD-scale
𝛬QCD can be found as a Landau pole of the coupling. 𝛬QCD marks the energy scale at which the
coupling becomes large enough, so that quarks hadronize, additionally marking the point at which a
treatment in perturbation theory is no longer possible. Experimentally its value was found to be
around 𝜆QCD ≃ (200 − 300) MeV[2].

1.2.1 Leptonic and the simplest Semileptonic Decays of D-Mesons

In the SM the charged current leptonic and semileptonic processes at quark level are mediated by an
exchange of a charged 𝑊 ± boson between a quark and a lepton current. The purely leptonic decay,
shown in Fig. 1.4a, is only possible for the charged 𝐷-meson and is realized by the annihilation of
the quark and anti quark within the meson into a virtual 𝑊 boson. From a theoretical point of view
these decays are easy to deal with since no hadrons appear in the final state. The decay rate at
leading order is given by

𝛤(𝐷 → ℓ𝜈ℓ) = 𝐺2
𝐹

8𝜋
𝑓2

𝐷|𝑉𝑐𝑑|2𝑚2
ℓ (1 −

𝑚2
ℓ

𝑚2
𝐷

)
2

, (1.23)

where 𝑚𝐷 is the charged D-meson mass, 𝑚ℓ the mass of the final lepton, |𝑉𝑐𝑑| the CKM matrix
element and 𝑓𝐷 the decay constant of the D-meson. The decay rate shows that the only hadronic



1.2 Quantum Chromodynamics and Hadrons 15

𝑊 −

𝑑

̄𝑐 𝜇−, 𝑒−

̄𝜈𝜇, ̄𝜈𝑒

(a)

𝑐
𝑉𝑐𝑑, 𝑉𝑐𝑠

𝑠, 𝑑

𝑑 𝑑

𝜈𝜇

𝜇−

𝐷− 𝐾0, 𝜋0

𝑊 −

(b)

Figure 1.4: Feynman diagrams showcasing a) a leptonic D-decay and b) a semileptonic D-decay.

input in a purely leptonic decay is given by the decay constant, more details on the decay constant
are given in [28]. The factor 𝑚2

ℓ reflects the helicity suppression due to the left handedness of the
the charged current in the SM.

Turning to semileptonic decays of charm mesons, at quark level these are mediated by the
semileptonic decay of the charm quark 𝑐 → 𝑞ℓ+𝜈ℓ, shown in Fig. 1.4b, where 𝑞 = 𝑑, 𝑠. The resulting
quark combines with the initial light antiquark to form final hadrons. As mentioned before, leptons
do not interact strongly and can hence be factored out in the amplitude of the semileptonic process

ℳ = 𝐺𝐹√
2

𝑉 ∗
𝑐𝑞𝜈𝛾𝜇(1 − 𝛾5)ℓ ⟨𝑋|𝑞𝛾𝜇(1 − 𝛾5)𝑐|𝐷⟩ (1.24)

where all strong interactions are included in the hadronic matrix element
⟨𝑋|𝑞𝛾𝜇(1 − 𝛾5)𝑐|𝐷⟩. Given that the amplitude depends on the CKM-matrix element 𝑉𝑐𝑞, as well as
the hadronic matrix element, semileptonic charm decays are a good test ground for both the study
of quark mixing and testing theoretical techniques for calculating the hadronic matrix element. As
mentioned at the beginning the hadronic matrix element can be decomposed into several form factors
according to its Lorentz structure. In general the form factors are governed by non-perturbative
dynamics, i.e. perturbative QCD can not be applied directly. Nonetheless, several methods were
developed for the calculation of the transition form factors.

1.2.2 Inclusive decays of charmed mesons

As mentioned above, the focus of this work lies with the inclusive semileptonic decays of the charm
meson and we focus on presenting and applying the method of lattice QCD for this decay mode.
The inclusive decay can be visualized in a similar way to the diagram shown above in Fig. 1.4b, and
we show one possible diagram in 1.5. Here, we show the inclusive semileptonic decay of a 𝐷𝑠 meson
into any final state containing an 𝑠 quark, denoted by 𝑋𝑠.

This work will focus on a newly developed method and treating inclusive decays by employing
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𝑐
𝑉𝑐𝑠

𝑠

𝑠 𝑠

𝜈𝜇

𝜇−

𝐷𝑠 𝑋𝑠

𝑊 −

Figure 1.5: Feynman diagrams showcasing the inclusive semileptonic decays of the 𝐷𝑠 meson.

lattice QCD [29], to obtain predictions for the CKM matrix elements. Further discussion on how
lattice theory is applied on these types of decays can be found in Ch. 3. This section will focus
on the current status on currently available strategies on treating inclusive decays, and why the
inclusive decays pose an interesting field of study. Let us give the reason to the latter first.

The inclusive sector is interesting due to a recent discrepancy discovered in experimental
determination of CKM parameters 𝑉𝑐𝑏 and 𝑉𝑢𝑏 between exclusive and inclusive determinations [30].
This provides both, theorists and experimentalists alike, with a chance and the task to obtain a
better understanding of these decays. The attentive reader will have realized that our focus lies on
the treatment of the inclusive decays of charmed meson, while the aforementioned discrepancy was
observed in the bottom sector. The reason for this pertains to challenges in the treatment of the
bottom sector specific to lattice QCD, i.e. the large discretization effects expected for 𝑚𝑏, as well as
the challenge of simulating the physical bottom quark mass on the lattice. This is why this work
will focus on the charm sector, not only to verify the validity of the proposed method, but also since
the formalism developed and discussed in this work can be straightforwardly applied to the bottom
sector.

Analytical treatment of inclusive decays

As a preface to this work, we will shortly discuss currently available analytical techniques for
inclusive semileptonic decays from the theory perspective. In this section we will briefly introduce
the operator product expansion (OPE) in heavy quark effective field theory (HQET). We are not
able to give a full review on this topic here, so we refer the interested reader to [31–37] for a more
complete review.

The general idea is to employ a double expansion in 𝛼𝑠 and inverse powers of 𝑚𝑄, where
𝑄 denotes the heavy quark. It is important to mention, that while heavy quark expansion is
a very powerful tool, and has been applied to the bottom sector with great success [38, 39], it
remains an open question on whether similar success can be achieved in the charm sector, since
the expansion parameters 𝛼𝑠(𝑚𝑐) and 1/𝑚𝑐 are larger compared to the bottom case. Generally
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speaking, depending on the masses of the initial state heavy quark 𝑄 and the final state quark 𝑞, it
is possible to distinguish four cases

1. 𝑚𝑄 ∼ 𝑚𝑞 ≫ 𝛬QCD

2. 𝑚𝑄 ≫ 𝑚𝑞 ≫ 𝛬QCD

3. 𝑚𝑄 ≫ 𝑚𝑞 ∼ 𝛬QCD

4. 𝑚𝑄 ≫ 𝛬QCD ≫ 𝑚𝑞

The 𝑐 → 𝑠 transition considered in this work would correspond to 3., since in this case we have
𝑚𝑠 ∼ 𝛬QCD. In this case, a third expansion parameter, in addition to 𝛼𝑠 and 1/𝑚𝑐, has to be
considered, i.e. 𝑚𝑠/𝑚𝑐 ∼ 1/12. More details on the different cases, as well as how the third
expansion parameter has to be treated in the HQE can be found in [40].

For now, let us consider a generalized version of the decay showcased in Fig. 1.5

𝐻(𝑝𝐻 = 𝑚𝐻𝑣) → 𝑋(𝑝𝑋) + ℓ(𝑘) + 𝜈ℓ(𝑘′) , (1.25)

where we consider some heavy hadronic state H carrying momentum 𝑝𝐻 in the initial state decaying
into a hadronic state 𝑋 carrying momentum 𝑝𝑋 with a lepton, neutrino pair carrying momenta 𝑘
and 𝑘′, respectively. For this type of inclusive decay the differential decay rate in the rest frame of
the initial heavy hadron is given by

𝑑𝛤 = 𝐺2
𝐹

4𝑚𝐻
|𝑉𝑄𝑞|2𝑊𝜇𝜈(𝑘 + 𝑘′, 𝑣)𝐿𝜇𝜈𝑑(PS) , (1.26)

where 𝑊𝜇𝜈 and 𝐿𝜇𝜈 are the hadronic and leptonic tensors, respectively, 𝑘 and 𝑘′ are the momenta of
the final state lepton and neutrino, and 𝑑(PS) is a short-hand notation for the phase-space integral
defined as

𝑑(PS) = ∫ ̃𝑑𝑘 ̃𝑑𝑘
′
𝛿(observables) , ̃𝑑𝑘 = 𝑑4𝑘

(2𝜋)3 𝛿(𝑘2 − 𝑚2
ℓ )𝛩(𝑘0) , (1.27)

where 𝛿(observables) is used to denote the observables that are to be considered. The hadronic
tensor 𝑊𝜇𝜈 can be decomposed into Lorentz invariant form factors reducing the dependencies to
only two invariants, which for convenience sake are generally chosen to be 𝑞2 = (𝑝𝑋 − 𝑝𝐻)2 and 𝑣𝑞,
where 𝑣 = 𝑝ℎ/𝑚𝐻 is the four-velocity of the initial hadron. These form factors can be related to the
discontinuity of the form factors defining the time-ordered product 𝑇𝜇𝜈(𝑞, 𝑣). For the time-ordered
product we can define two cuts in the complex 𝑣𝑞 frame for a fixed value of 𝑞2, which we show in Fig.
1.6 and highlight the cuts by representing them as thick lines. We have a physical cut extending
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1
2𝑀𝐷𝑠

(𝑀2
𝐻 − 𝑞2 − 𝑀2

𝑋) 1
2𝑀𝐷𝑠

((2𝑀𝐻 + 𝑀𝑋)2 − 𝑞2 − 𝑀2
𝐻)

𝑣 ⋅ 𝑞

Figure 1.6: Cuts in the complex 𝑣𝑞 plane for the time-ordered product. The cuts are represented by
the thick lines. The cut on the left corresponds to the physical 𝑄 → 𝑞 decay, while the right one
represents the unphysical 𝑄 → ̄𝑞𝑄𝑄 decay.

along the real axis

√𝑞2 < 𝑣𝑞 < 1
2𝑀𝐷𝑠

(𝑀2
𝐻 − 𝑞2 − 𝑀2

𝑋) , (1.28)

as well as a second cut extending along the real axis

𝑣𝑞 < 1
2𝑀𝐷𝑠

((2𝑀𝐻 + 𝑀𝑋)2 − 𝑞2 − 𝑀2
𝐻) . (1.29)

Here, 𝑚𝐻 denotes the mass of the lightest hadronic state. The physical process (1.25) is possible
only parts of the region defined by (1.28), while the region defined through (1.29) correspond to the
unphysical process 𝑄 → ̄𝑞𝑄𝑄.

It is important to remark that there exists a problematic region in the phase space, i.e. when
the invariant mass of the final state hadron approaches 𝑚𝐻, since we expect large corrections to
perturbative QCD due to the dominance of resonant states for this case. To circumvent this problem
it is possible to consider a smooth average over some portion of the cut. This kind of average can be
achieved by introducing a suitable weight function and then perform a contour integration in the
complex 𝑣𝑞 plane of 𝑇𝜇𝜈 and the weight function. The contour is defined such that it encircles the
physical cut in a way as to specifically pick out the discontinuity 𝑇𝜇𝜈 of the cut. We skip the details
of the calculation and refer the interested reader to [35]. We will only conclude that it is possible to
avoid the dangerous region proportional to a distance which is large compared to 𝛬QCD.

Keeping the preceding discussion in mind, we can now write down the relation

𝑊𝜇𝜈(𝑞, 𝑣) = 2Im𝑇𝜇𝜈(𝑞, 𝑣) , (1.30)
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with 𝑞 = 𝑝𝐻 − 𝑝𝑋, relating the hadronic tensor with the perturbatively calculated time ordered
product 𝑇𝜇𝜈, defined as

𝑇𝜇𝜈(𝑞, 𝑣) = ∫ 𝑑𝑥4 ⟨𝐻(𝑣)| [(�̄�(𝑥)𝛾𝜇(1 − 𝛾5)𝑞(𝑥)) ( ̄𝑞(0)𝛾𝜈(1 − 𝛾5)𝑄(0))] |𝐻(𝑣)⟩ . (1.31)

Here, 𝑄 and 𝑞 denote the heavy and light quark fields constituting the initial heavy hadron,
respectively, while 𝐻(𝑣) defines the initial hadronic state with four-velocity 𝑣. Even though it is
possible to expand (1.31) in a sum of local operators, it is convenient to switch to an effective theory,
to entangle long and short distance contributions. This essentially results in a rescaling of the heavy
hadron momentum, and the relevant variable will be the hadronic momentum transfer 𝒬 = 𝑞 − 𝑚𝑄𝑣,
which is assumed to be the only large scale in our problem. In this effective theory, the OPE is then
an expansion in inverse powers of 𝒬2.

Going forward, by switching to an effective theory, we scale out the large parameter 𝑚𝐻 and the
residual momentum 𝑘 = 𝑃𝐻 − 𝑚𝑄𝑣 becomes our characterizing variable for the initial state. From
here on, to obtain the inclusive decay rate, we define the OPE for the projection of 𝑇𝜇𝜈

𝑇 (𝑘, 𝑘′, 𝑣) = 𝑇𝜇𝜈𝐿𝜇𝜈 . (1.32)

The OPE up to dimension five operators at tree level can written as

𝑇 (𝑘, 𝑘′, 𝑣) = ( 1
𝒬2 − 𝑚2

𝑙 + 𝑖𝜖
) 64(𝑘′𝒬)ℎ̄𝑣/𝑘(1 − 𝛾5)ℎ𝑣

+ ( 1
𝒬2 − 𝑚2

𝑙 + 𝑖𝜖
) 64ℎ̄𝑣(𝑖𝑘′𝐷)/𝑘(1 − 𝛾5)ℎ𝑣

− ( 1
𝒬2 − 𝑚2

𝑙 + 𝑖𝜖
)

2

128(𝑘′𝒬)ℎ̄𝑣(𝑖𝒬𝐷)/𝑘(1 − 𝛾5)ℎ𝑣

− ( 1
𝒬2 − 𝑚2

𝑙 + 𝑖𝜖
)

2

64(𝑘′𝒬)ℎ̄𝑣(𝑖𝐷)2/𝑘(1 − 𝛾5)ℎ𝑣

− ( 1
𝒬2 − 𝑚2

𝑙 + 𝑖𝜖
)

2

64ℎ̄𝑣[(𝑖𝒬𝐷), (𝑖𝑘′𝐷)]/𝑘(1 − 𝛾5)ℎ𝑣

− ( 1
𝒬2 − 𝑚2

𝑙 + 𝑖𝜖
)

2

64𝜖𝜆𝛼𝛽𝜌𝒬𝜆𝑘′𝜌ℎ̄𝑣(𝑖𝐷𝛼)(𝑖𝐷𝛽)/𝑘(1 − 𝛾5)ℎ𝑣

− ( 1
𝒬2 − 𝑚2

𝑙 + 𝑖𝜖
)

2

128ℎ̄𝑣(𝑖𝑘′𝐷)(𝑖𝒬𝐷)/𝑘(1 − 𝛾5)ℎ𝑣

+ ( 1
𝒬2 − 𝑚2

𝑙 + 𝑖𝜖
)

3

256(𝑘′𝒬)ℎ̄𝑣(𝑖𝒬𝐷)2/𝑘(1 − 𝛾5)ℎ𝑣

+ Dimension six or higher operators .

(1.33)
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In the equation above, ℎ𝑣 denotes the static heavy quark field and 𝐷 denotes the covariant derivative.

Finally, it is now possible to write the differential decay rate in terms of the imaginary part of
the forward matrix element of the operator 𝑇

𝑑𝛤 = 𝐺2
𝐹

4𝑚𝐻
|𝑉𝑄𝑞|2 (2Im ⟨𝐻(𝑣)|𝑇 (𝑘, 𝑘′, 𝑣)|𝐻(𝑣)⟩) 𝑑(PS) . (1.34)

We can now turn towards a discussion on the relevant operators in a general framework up to
𝒪(𝑚−2

𝑄 ) where we consider the rest frame of the heavy hadron 𝐻, i.e. we set 𝑣 = (1, 0, 0, 0). The
matrix element for the leading operator of dimension three

ℎ̄𝑣ℎ𝑣 , (1.35)

is fixed by

⟨𝐻(𝑣)|ℎ̄𝑣ℎ𝑣|𝐻(𝑣)⟩ = 2𝑚𝐻 . (1.36)

Following the arguments from [35, 40], we have no contributions of dimension four operators in the
case considered here. Going forward, we have two dimension five operators

𝑂𝐺 = 𝑖
2

ℎ̄𝑣𝜎𝜇𝜈𝐺𝜇𝜈ℎ𝑣 (1.37)

𝑂𝑀 = ℎ̄𝑣(−𝑖�⃗�)2ℎ𝑣 , (1.38)

where 𝜎𝜇𝜈 = 1/2(𝛾𝜇𝛾𝜈 − 𝛾𝜈𝛾𝜇) and 𝐺𝜇𝜈 = 𝑔𝐺𝑞
𝜇𝜈𝑇 𝜇 is the gluon field strength tensor. The

corresponding matrix elements are generally given by

1
2𝑚𝐻

⟨𝐻(𝑣)|ℎ̄𝑣
𝑖
2

𝜎𝜇𝜈𝐺𝜇𝜈ℎ𝑣|𝐻(𝑣)⟩ = 𝜇2
𝐺 , (1.39)

1
2𝑚𝐻

⟨𝐻(𝑣)|ℎ̄𝑣(𝑖�⃗�)2ℎ𝑣|𝐻(𝑣)⟩ = 𝜇2
𝜋 . (1.40)

At this point it is now possible to insert the OPE into (1.34) and perform the phase space integration
to arrive at [32]

𝛤 =
𝐺2

𝐹𝑚5
𝑄|𝑉𝑄𝑞|2

192𝜋3 [𝑧0 (1 + 1
2

(𝐺ℎ − 𝐾ℎ)) − 2𝑧1𝐺ℎ] , (1.41)



1.2 Quantum Chromodynamics and Hadrons 21

where we used the following definitions

𝑧0 = 1 − 8𝜌 + 8𝜌3 − 𝜌4 − 12𝜌2log𝜌 ,

𝑧1 = (1 − 𝜌)4 ,

𝜌 =
𝑚𝑞

𝑚𝑄
,

𝐺ℎ =
𝜇2

𝐺
𝑚2

𝑄
,

𝐾ℎ = 𝜇2
𝜋

𝑚2
𝑄

.

(1.42)

We will stop our discussion at this point, having presented a general expression for the total decay
rate and refer to [41] for a discussion on the relevant operators for the 𝑐 → 𝑠 transition and [42] for
the corresponding application in the bottom sector.

But while OPE provides a strong method to obtain predictions in an analytical framework, it is
still desirable to have full control over systematic effects. This condition is satisfied by lattice QCD,
able to give precise prediction based solely on first principles and being systematically improvable
through more computational resources. Let us conclude this section by mentioning that there are
more methods available towards treating non perturbative QCD, such as QCD sum rules [28, 43–45]
and light-cone sum rules[46–48]. And while all these methods are complementary to each other, an
extensive study and a comparison between them goes beyond the scope of this work. We will hence
point towards the corresponding references for the interested reader.

The rest of this work is structured as follows. In Chapter 2 we present a short introduction
into the field of lattice QCD, presenting a short review on important techniques and developments
in the field. This is followed by a discussion on the extension of lattice QCD towards inclusive
decays in Chapter 3, where we will introduce all the necessary ideas, techniques, as well as notations
needed to analyze inclusive decays using hadron correlators obtained from lattice simulations. This
chapter will also introduce the challenges that have to be overcome to obtain reliant estimates on
the systematic errors, with a special focus on the systematic error induced due to finite volume
effects. In chapter 4 we show our numerical results, before summarizing and discussing our results in
chapter 5 where we also include a discussion on the future development and prospects of this work.
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Chapter 2

Introduction to Lattice Field
Theory

As mentioned above, in recent years lattice QCD has become a standard tool in treating quarks
and gluons, since it provides a systematically improvable way for fully non-perturbative calculations
which do not rely on any perturbative expansions. Since its proposal by Wilson in 1974 [49],
lattice QCD has produced a lot of outstanding results. Following the Monte Carlo simulation of
pure SU(2) gauge theory by Creutz [50], a myriad of computational methods and algorithms have
been introduced, with recent lattice studies becoming more realistic and reliable, yielding a better
understanding of the underlying non-perturbative nature of QCD.

To perform lattice studies on low-energy hadron, a consistent formulation for fermions is
necessary. The naive approach of simply replacing the derivatives of the continuum theory by
discrete differences however, does not yield the desired results. This is due to the fact that these
naive fermions posses undesired poles, generally referred to as doublers. Wilson introduced a counter
term in the formulation of the action which removes the doublers, although this formulation breaks
chiral symmetry. Employing these so-called Wilson fermions the hadron masses were computed
from lattice QCD simulations in 1981 [51, 52].

New problems arise when dynamical quarks are included in lattice simulations, since those quarks
require the calculation of the determinant of the Dirac operator which is computationally challenging.
Early studies of this field relied on the quenched approximation, ignoring the effect of sea quarks.
Additionally, several methods, such as Hybrid-Monte-Carlo [53] or R-algorithm [54], were proposed
to deal with this problem. In recent years, the development of computational resources allows
state-of-the-art lattice simulations to run simulations involving the dynamical light quarks.

One success of lattice QCD is the prediction of the hadron mass spectra. To be able to
compare lattice results with their experimental counterpart, it is necessary to perform the continuum
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extrapolation, take the infinite volume limit and perform an extrapolation towards the physical
quark masses. These requirements have been fulfilled using Wilson fermions in quenched QCD and
their results are reported in, e.g. [55–57]. The limit of the quenched approximation is indicated in
[57], where the deviation between the mass spectra from lattice and experimental determination is at
most 11 %. A proper reproduction of the mass spectra was accomplished by the BMW Collaboration
[58], where they employed Wilson fermions with dynamical 𝑢, 𝑑 and 𝑠 quarks. The errors on their
predictions of the spectra were in the region of percents, with the exception of the 𝛥 baryon, and
were in generally good agreement with experiment. This success indicated the key role of lattice
QCD in the search for New Physics.

In the treatment of QCD, one important property is chiral symmetry and it would hence be
desirable to preserve this property on the lattice. In 1981, Ginsparg and Wilson formulated the
lattice version of chiral symmetry, nowadays known as the Ginsparg-Wilson relation [59]. Following
this relation, many formulations of lattice fermions were discovered in the 1990s, such as domain-wall
fermions [60, 61] and overlap fermions [62–64]. Currently, these fermion formulations are used
extensively in actual simulations where chiral symmetry plays a significant role.

This chapter focuses on an overview on lattice field theory and is structured in the following
way. Following the review of QCD in the continuum theory of the previous chapter, here we start
with an introduction on the implementation of gauge action into Euclidean spacetime in sec 2.1,
followed by the introduction of the gluon action on the lattice in sec. 2.2. This is then followed
by an introduction into the fermion implementation onto the lattice in sec. 2.3. After introducing
these basic tools, we then shift our focus on the calculation of meson correlators in sec. 2.4. We
follow this discussion by introducing the fermion formulation employed in this work, i.e. the Möbius
domain-wall formulation for fermions, in sec. 2.5. Finally, we alo discuss the renormalization of
lattice operators, as well as the PCAC relation in sections 2.6 and 2.7, respectively.

In the scope of this work we cannot hope to achieve a complete and satisfying overview over
the complex topic that is lattice field theory, so we refer to [65–67] for more detailed and complete
overviews.

2.1 The Euclidean action

Following our introduction we shall now begin our discussion into the implementation of QCD onto
the lattice. When we turn our focus towards measurements in lattice QCD, we have to discuss
the Euclidean path integral. The general idea is to introduce Euclidean time and then identify
the phase-space factor exp(𝑖𝑆) as the Boltzman weight, to enable the application of techniques of
statistical mechanics for lattice QCD in Euclidean spacetime.

We first start with a discussion of the gauge action in Euclidean spacetime. For brevity, we
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introduce the short-hand notation of the gauge field introduced in (1.11)

𝑔𝐴𝜇(𝑥) → 𝐴𝜇(𝑥) , (2.1)

to be used in the following. Furthermore, after applying a Wick rotation

𝑥0 → −𝑖𝑥4 , 𝐴0 → 𝑖𝐴4 , (2.2)

the components of the field strength tensor and the Euclidean action are given by

𝐺𝑎
𝜇𝜈 ≡ ∂𝜇𝐴𝑎

𝜈 − ∂𝜈𝐴𝑎
𝜇 − 𝑓𝑎𝑏𝑐𝐴𝑏

𝜇𝐴𝑐
𝜈 , (2.3)

and

𝑆𝐺 = 1
𝑔2 ∫ 𝑑4𝑥 𝐺𝑎

𝜇𝜈𝐺𝑎
𝜇𝜈 , (2.4)

respectively, where 𝜇 and 𝜈 run from 1 to 4.

Going forward, we now consider the Euclidean action for quark fields. In Euclidean space the 𝛾
matrices fulfill the anti-commutation relations

{𝛾𝜇, 𝛾𝜈} = 2𝛿𝜇𝜈 . (2.5)

The fermionic action is given by

𝑆𝐹 = ∑
𝑞=𝑢,𝑑,𝑠,...

∫ 𝑑4𝑥 ̄𝑞( /𝐷 + 𝑚𝑞)𝑞 , (2.6)

with the redefined covariant derivative

𝐷𝜇 = ∂𝜇 − 𝑖𝐴𝑎
𝜇

𝜆𝑎
2

. (2.7)

By employing the Euclidean action a bridge between the path integral in quantum field theory
and statistical mechanics is build. The phase appearing in the path integral is replaced by the
Boltzman weight in the Euclidean space

exp(𝑖𝑆𝑄𝐶𝐷) → exp(−𝑆𝑄𝐶𝐷) , (2.8)

where 𝑆𝑄𝐶𝐷 = 𝑆𝐺 + 𝑆𝐹 defines the action of QCD in Euclidean space. Using this notation, the
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vacuum expectation value of a physical quantity 𝑂 is defined through

⟨𝑂⟩ = 1
𝑍

∫ 𝐷 ̄𝜓𝐷𝜓𝐷𝐴𝑒−𝑆𝑄𝐶𝐷𝑂 , (2.9)

where

𝑍 ≡ 1
𝑍

∫ 𝐷 ̄𝜓𝐷𝜓𝐷𝐴𝑒−𝑆𝑄𝐶𝐷 . (2.10)

is the partition function. This path integral formulation can be related to statistical mechanics.
Therefore, numerical techniques, such as Monte Carlo methods, can be applied, and in the following
sections we discuss lattice QCD computations employing the Euclidean path integral.

2.2 Formulation of gluons in lattice QCD

After introducing the Euclidean action, our next step is to take a look at the different contribution
constituting to this action. We first focus on the discussion on the gluonic part of the action. To
this end, we start by introducing link variables

𝑈𝜇(𝑥) ≡ 𝑒𝑖𝑎𝑔𝐴𝜇(𝑥)𝑇𝑐 , (2.11)

where 𝑎 is the lattice spacing, 𝑔 is the coupling constant and 𝑇𝑐 is the generator of the gauge group.
Let us now consider the so-called plaquette, i.e. a closed loop of these link variables

𝑈𝜇𝜈(𝑥) = 𝑈𝜇(𝑥)𝑈𝜈(𝑥 + ̂𝜇)𝑈†
𝜇(𝑥 + ̂𝜈)𝑈†

𝜈 (𝑥) , (2.12)

where ̂𝜇 and ̂𝜈 are unit vectors in a 𝜇 − 𝜈 plane. In Figure 2.1 we illustrate the link variable and the
plaquette. In the continuum limit, i.e. 𝑎 → 0, this plaquette approaches the field strength tensor
𝐺𝜇𝜈(𝑥)

𝑈𝜇𝜈
𝑎→0
→ exp (𝑖𝑎2𝐺𝜇𝜈(𝑥) + 𝒪(𝑎4)) . (2.13)

It is hence possible to construct the gauge action in terms of the plaquettes as

𝑆𝐺 = 𝛽
3

∑
𝑥

∑
𝜇<𝜈

Re Tr [𝟙 − 𝑈𝜇𝜈(𝑥)] , (2.14)

introducing the inverse coupling 𝛽 = 1/𝑔2 which is conventionally used to replace the standard
coupling constant. The action introduced in (2.14) is known as the Wilson action and, up to
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Uµ(x)

x x + µ̂

Uµ(x)

Un(x + µ̂)

Uµ(x + n̂)†

Un(x)† Uµn(x)

x x + µ̂

x + µ̂ + n̂x + n̂

FIGURE 2.3: The link valuable and the plaquette.

The discretization error can be reduced by adding other loops, such as rectangles
and parallelograms, to (2.37) [62]. In the small a expansion, the discretization effect
is restricted due to the symmetry on the lattice and the dimension-five operators
do not appear. Consequently, the dimension-six operators give rise to the leading
O(a2) corrections. In the present work, we use the tree-level Symanzik improved
gauge action. This action contains the rectangular terms and the leading corrections
become O(asa2).

2.4 Fermions in lattice QCD

We discuss lattice fermions in this section. We limit ourselves to the single-flavor
case for notational convenience. The extension to multi flavor is straightforward.

Let us consider the discretization of the Dirac operator in the QCD action. On
the lattice, we may replace the partial derivative by a finite-difference,

∂µy(x) !
y(x + µ̂)� y(x � µ̂)

2a
. (2.39)

We realize that the term ȳ(x)gµy(x + µ̂) appearing in the fermion action breaks the
gauge invariance. To make the lattice action gauge-invariant, we introduce the link
variables Uµ(x) and construct the so-called naive fermion action as

SF = a4 Â
x


1
2a

ȳ(x)gµ

⇣
Uµ(x)y(x + µ̂)� Uµ(x � µ̂)†y(x � µ̂)

⌘

+ mȳ(x)y(x)
�

. (2.40)

This action is consistent with (2.29) at the leading order of the small-a expansion.
One might imagine that there would be no issue of the continuum limit. On the
contrary, the naive fermion gives rise to the incorrect limit.

Figure 2.1: Visualization of the link variable 𝑈𝜇(𝑥) on the l.h.s and plaquette 𝑈𝜇𝜈(𝑥) on the r.h.s. .

discretization effects, reproduces the correct continuum limit

𝑆𝐺 ≃ 1
4𝑔2 ∫ 𝑑4𝑥 𝐺𝑎

𝜇𝜈𝐺𝑎
𝜇𝜈 . (2.15)

To obtain better control over the discretization error, contributions from other loops, such as
rectangles and parallelograms, can be considered in the construction of (2.14) [68]. An important
tool in controlling discretization effects is the Symanzik effective theory [69, 70] where the correction
terms of the discretized action are identified with their corresponding terms in the continuum limit.
To achieve cancellation up to a desired order, the basic idea is to add a discretized expression to the
action, so that the correction terms in the continuum limit are cancelled up to that order. A toy
example as well as an application to Wilson’s gauge action can be found in [65]. For the small 𝑎
expansion, discretization effects are limited by symmetries on the lattice and the fact that dimension-
five operators do not contribute. In consequence this means that the leading 𝒪(𝑎2) corrections are
controlled by dimension-six operators. In this work, we employ the tree-level Symanzik improved
gauge action, containing the rectangular terms so that the leading corrections are of the order
𝒪(𝛼𝑠𝑎2)

2.3 Lattice QCD formulation of fermions

Following the discussion of the gluonic part of the action, we shall now focus on the fermionic part
and the corresponding challenges that accompany the introduction of fermions onto the lattice and
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their treatment. For notational convenience this section is limited to the single-flavor case, with an
extension to the multi flavor case being straightforward.

For starters, let us consider the discretization of the Dirac operator of the QCD action. On the
lattice, the continuum partial derivative is replaced by a discrete finite-difference

∂𝜇𝜓(𝑥) → 𝜓(𝑥 + ̂𝜇) − 𝜓(𝑥 − ̂𝜇)
2𝑎

. (2.16)

It now becomes obvious that the term ̄𝜓𝛾𝜇𝜓(𝑥 + ̂𝜇), appearing in the fermion action, breaks gauge
invariance. To solve this problem and restore the gauge invariance of the lattice action, the link
variables 𝑈𝜇(𝑥) can be introduced and the so-called naive fermion action

𝑆𝐹 = 𝑎4 ∑
𝑥

[ 1
2𝑎

̄𝜓(𝑥)𝛾𝜇 (𝑈𝜇(𝑥)𝜓(𝑥 + ̂𝜇) − 𝑈𝜇(𝑥 − ̂𝜇)†𝜓(𝑥 − ̂𝜇)) + 𝑚 ̄𝜓(𝑥)𝜓(𝑥)] (2.17)

can be constructed. This expression is consistent with (2.6) up to the leading order in the small 𝑎
expansion. On the other hand, against the naive assumption that this expression would give rise to
the correct continuum limit, the naive fermion approach does not reproduce the correct limit.

This can be shown by considering a well-known problem of the naive fermion action. To this
end, let us consider the simplest example of free lattice fermions. Let us now consider the Fourier
transform of the Dirac operator

�̃�(𝑝) = 𝑚𝟙 + 𝑖
𝑎

∑
𝜇

𝛾𝜇 sin(𝑝𝜇𝑎) , (2.18)

as well as its inverse, i.e. the quark propagator, given by

�̃�−1(𝑝) =
𝑚𝟙 − 𝑖𝑎−1 ∑𝜇 𝛾𝜇 sin(𝑝𝜇𝑎)

𝑚2 + 𝑎−2 ∑𝜇 sin2(𝑝𝜇𝑎)
, . (2.19)

In the massless limit, the denominator in (2.19) vanishes for 𝑝𝜇 = 0 or 𝜋/𝑎. This results in unphysical
poles except for the one at 𝑝𝜇 = (0, 0, 0, 0). The total number of these unphysical poles is 15 and
they are generally called doublers. To obtain proper predictions of physical quantities from lattice
QCD these doublers have to be removed.

Removing the doublers is achieved by introducing the Wilson term in the Dirac operator to
make the doublers irrelevant in the continuum limit

�̃�(𝑝) = 𝑚𝟙 + 𝑖
𝑎

∑
𝜇

𝛾𝜇 sin(𝑝𝜇𝑎) + 𝟙1
𝑎

∑
𝜇

(1 − cos(𝑝𝜇𝑎)) . (2.20)
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The additional term gives a correction for higher orders in the small 𝑎 expansion

1
𝑎

∑
𝜇

(1 − cos(𝑝𝜇𝑎)) = 𝑎
2

∑
𝜇

𝑝2
𝜇 + 𝒪(𝑎3) , (2.21)

corresponding to the discretization of the quadratic derivative ∂𝜇∂𝜇. It is obvious that the Wilson
term vanishes for 𝑝𝜇 = (0, 0, 0, 0), while leading to an additional mass term for the doublers

𝑚 + 2𝑙
𝑎

, (2.22)

where 𝑙 is the number of the momentum components 𝑝𝜇 = 𝜋/𝑎. This additional mass results in a
decoupling of the doublers in the continuum theory since in the continuum limit, i.e. 𝑎 → 0, the
masses of the doublers become substantially large.

We now return our focus to the Dirac operator treating the gauge interaction in position space.
In this scenario, the Wilson term is given by

− 1
2𝑎

∑
𝜇

(𝑈𝜇(𝑥)𝛿𝑥+�̂�,𝑦 − 2𝛿𝑥,𝑦 + 𝑈†
𝜇(𝑥 − ̂𝜇)𝛿𝑥−�̂�,𝑦) . (2.23)

Furthermore, the fermionic action of the Wilson fermions is given by

𝑆𝐹 = 𝑎4 ∑
𝑥,𝑦

̄𝜓(𝑥)𝐷𝑊(𝑥|𝑦)𝜓(𝑦) , (2.24)

where the Wilson-Dirac operator 𝐷𝑊(𝑥|𝑦) is defined through

𝐷𝑊(𝑥|𝑦) = (𝑚 + 4
𝑎

) 𝛿𝑥,𝑦 − 1
2𝑎

∑
𝜇

(𝟙 − 𝛾𝜇)𝑈𝜇(𝑥)𝛿𝑥+�̂�,𝑦 − 1
2𝑎

∑
𝜇

(𝟙 + 𝛾𝜇)𝑈†
𝜇(𝑥 − ̂𝜇)𝛿𝑥−�̂�,𝑦 . (2.25)

An important point to notice here is that the Wilson fermion action explicitly breaks chiral symmetry,
even in the massless limit 𝑚 → 0. Chiral symmetry of the fermion action, in the continuum limit,
can be written as

𝐷𝛾5 + 𝛾5𝐷 = 0 , (2.26)

which is fulfilled in the case of 𝐷 = 𝛾𝜇(∂𝜇 + 𝑖𝐴𝜇). This is not the case for the Wilson term given in
(2.23) as it does not anti-commute with 𝛾5 since it is proportional to 𝟙. This breaking of the chiral
symmetry as well as the appearance of doublers are inseparately connected to each other. Based on
the Nielson-Ninomiya theorem [71, 72], it is impossible to conserve chiral symmetry in lattice theory
without the appearance of doublers, giving rise to the limitation of lattice QCD, especially in the
case of physics strongly related to chiral symmetry.
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On the lattice, it is expected that the relation (2.26) is modified by 𝒪(𝑎) and based on a
renormalization group transformation, Ginsparg and Wilson [59] proposed the modified relation

𝐷𝛾5 + 𝛾5𝐷 = 𝑎𝐷𝛾5𝐷 . (2.27)

In this relation the Dirac operator does not anti-commute with 𝛾5 by introducing an additional
term on the r.h.s.. Furthermore, this additional term on the r.h.s vanishes in the continuum limit,
recovering chiral symmetry. The relation (2.27), commonly referred to as the Ginsparg-Wilson
relation, hence defines the lattice version of chiral symmetry.

The Ginsparg-Wilson relation can be satisfied by several formulations of the fermion action. One
such action is the overlap formulation [62, 73–75], which has been explicitly shown to satisfy the
Ginsparg-Wilson relation [63]. In this work we focus on the domain-wall formulation [60, 61] of
fermions and refer the interested reader to [65] for different approaches. The domain-wall formulation
obeys the Ginsparg-Wilson relation in a certain limit and the formulation of the fermion action is
quite similar to that of the Wilson fermions. It is therefore possible to apply identical numerical
techniques to both, the domain-wall and Wilson fermion. A more detailed discussion of domain-wall
fermions follows in Sec. 2.5

2.4 Computation of meson correlators

This section focuses on the discussion of the computation of meson correlators. For convenience
sake in the later parts, we separate the path integral into a fermionic and a gluonic part, where the
fermionic part is given by

⟨𝑂⟩𝐹 ≡ 1
𝑍𝐹

∫ 𝒟 ̄𝜓𝒟𝜓𝑒−𝑆𝐹𝑂 . (2.28)

Here, the denominator 𝑍𝐹 is known as the fermion determinant given by

𝑍𝐹 = ∫ 𝒟 ̄𝜓𝒟𝜓𝑒−𝑆𝐹 = det 𝐷 , (2.29)

with 𝐷 being the Dirac operator on the lattice. The path integral for the fermionic part can be
performed by Wick contraction with a more detailed discussion following in Sec. 2.4.3. The full
path integral, which can then be evaluated numerically, can be written as

⟨𝑂⟩ ≡ 1
𝑍

∫ 𝒟𝑈𝑒−𝑆𝐺 det 𝐷 ⟨𝑂⟩𝐹 , (2.30)
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with the partition function

𝑍 = ∫ 𝒟𝑈𝑒−𝑆𝐺 det 𝐷 . (2.31)

The fermion determinant appearing in (2.30) is a consequence due to the effects of sea quarks, i.e. the
creation and annihilation of quark-antiquark pairs in the vacuum. And including this determinant
in lattice simulations is a challenge from a numerical point of view since the elements of the Dirac
matrix 𝐷 scale with (12 × lattice size)2 where the expression in the brackets usually is of the order
≥ 106. Due to limitations in computational power in the early days of lattice QCD, early studies
employed the so-called quenched approximation, where dynamical sea quark loops are neglected,
effectively replacing det 𝐷 → 1. Nowadays, due to the development of massively parallel computers,
accurate simulations including dynamical sea quarks employing various numerical techniques are
possible.

One such approach is to consider the fermion determinant as a part of the Boltzman weight. By
using

log det 𝐷 = tr log 𝐷 , (2.32)

an effective action

𝑆Eff = 𝑆𝐺 − tr log 𝐷 (2.33)

can be defined and the path integral can be rewritten as

⟨𝑂⟩ = 1
𝑍

∫ 𝒟𝑈𝑒−𝑆Eff ⟨𝑂⟩𝐹 . (2.34)

In the case of Monte Carlo simulations, an approximation of the path integral is obtained by averaging
the values on an ensemble of gauge configurations distributed with a probability ≈ exp(−𝑆Eff). Let
⟨𝑂⟩(𝑖)

𝐹 be the fermionic part of the path integral of the 𝑖-th gauge configuration. The total path
integral is then reconstructed as follows

⟨𝑂⟩ ≃ 1
𝑁Conf

𝑁Conf

∑
𝑖

⟨𝑂⟩(𝑖)
𝐹 , (2.35)

with 𝑁Conf being the total number of configurations. This work employs gauge configurations
obtained with 2 + 1 flavors of dynamical quarks, generated with hybrid Monte Carlo algorithms [53].
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2.4.1 Implementation of quark propagator

As mentioned previously, due to limitations in computational power as well as the accompanying
numerical costs, it is quite challenging to completely solve the inverse of the Dirac operator for
lattice fermions. To avoid the computation of the full inverse of the matrix 𝐷, we instead consider
the propagator 𝐺 and source 𝑆 as vectors with a fixed source position (𝑡0,𝑥𝑥𝑥0, 𝑐0, 𝑠0), where 𝑐0 and
𝑠0 are the color index and Dirac index, respectively. By using a local source vector

𝑆(𝛼0,𝑐0)(𝑡,𝑥𝑥𝑥)𝛼
𝑐

= 𝛿𝑡,𝑡0
𝛿𝑥𝑥𝑥,𝑥𝑥𝑥0

𝛿𝛼,𝛼0
𝛿𝑐,𝑐0

, (2.36)

the solution of the Dirac equation is written as

𝐺𝛼0,𝑐0
local (𝑡,𝑥𝑥𝑥)𝛼

𝑐
= ∑

𝑡′,𝑥𝑥𝑥′

∑
𝛽,𝑑

𝐷−1(𝑡,𝑥𝑥𝑥|𝑡′ ,𝑥𝑥𝑥′)𝛼𝛽
𝑐𝑑

𝑆𝛼0,𝑐0(𝑡′ ,𝑥𝑥𝑥′)𝛽
𝑑

= 𝐷−1(𝑡,𝑥𝑥𝑥|𝑡0,𝑥𝑥𝑥0)𝛼𝛼0𝑐𝑐0
. (2.37)

This solution 𝐺𝛼0,𝑐0
local (𝑡,𝑥𝑥𝑥)𝛼

𝑐
represents a quark propagator from a fixed source point (𝑡0,𝑥𝑥𝑥0, 𝑐0, 𝑠0)

to all sink points (𝑡,𝑥𝑥𝑥, 𝑐, 𝑠), i.e. a point-to-all propagator.

Going forward, we limit ourselves to the computation of connecting diagrams with degenerate
quark masses. As will be shown later, in this case, we only require 12 solutions for all 𝑐0 and 𝑠0.

2.4.2 𝛾5-hermiticity

One property that can be used to calculate meson correlators is that most of the fermions defined
on the lattice are 𝛾5-hermitian, i.e. the Dirac operator, as well as its inverse, satisfy the relation

𝛾5𝐷𝛾5 = 𝐷† . (2.38)

To show that 𝛾5-hermiticity is satisfied, let us consider the case of Wilson fermions. For this
case, the Dirac operator with quark mass 𝑚 is written as

𝐷𝑊(𝑥|𝑦)𝛼𝛽 =(𝑚 + 4)𝟙𝛼𝛽𝛿𝑥,𝑦

− 1
2

4
∑
𝜇=1

(𝟙 − 𝛾𝜇)𝛼𝛽𝑈𝜇(𝑥)𝛿𝑥+�̂�,𝑦

− 1
2

4
∑
𝜇=1

(𝟙 + 𝛾𝜇)𝛼𝛽𝑈†
𝜇(𝑥 − ̂𝜇)𝛿𝑥−�̂�,𝑦 ,

(2.39)

where 𝑚 is given in lattice units and ̂𝜇 is a unit vector in the 𝜇-direction. For simplicity we have
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omitted the color indices. Since 𝑈𝜇 commutes with 𝛾5, we can then write

(𝛾5𝐷𝑊𝛾5)𝛼𝛽 = (𝑚 + 4)𝟙𝛼𝛽𝛿𝑥,𝑦

− 1
2

4
∑
𝜇=1

(𝟙 + 𝛾†
𝜇)𝛼𝛽𝑈𝜇(𝑦 − ̂𝜇)𝛿𝑥,𝑦−�̂�

− 1
2

4
∑
𝜇=1

(𝟙 − 𝛾†
𝜇)𝛼𝛽𝑈†

𝜇(𝑦)𝛿𝑥,𝑦+�̂�

= 𝐷†
𝑊(𝑥|𝑦)𝛼𝛽 , ,

(2.40)

where we employed 𝛾𝜇 = 𝛾†
𝜇 and 𝛿𝑥±�̂�,𝑦 = 𝛿𝑥,𝑦∓�̂�. With this we have verified relation (2.38). And

since domain-wall fermions consist of Wilson fermions this property is inherited for them as well.

2.4.3 Coordinate space correlation functions

Correlation functions with the corresponding quantum numbers can be used to calculate the meson
spectroscopy and amplitudes. Various quantities from correlation functions, such as time separated
correlator 𝐶(𝑡), hadron vacuum polarization 𝛱(𝑞2) or temporal moment 𝑀𝑛, can be used to extract
QCD and low-energy parameters. A clear physical interpretation can be achieved from two-point
correlator functions in coordinate space.

While this section puts a special focus on the long distance behavior of correlators, the short-
distance behavior also plays an important role for, e.g. renormalization [76] and the determination
of the strong coupling constant 𝛼𝑠 [77, 78]. We specifically return to the renormalization through
the short distance behavior in Sec. 2.6.

Going forward, let us consider the operator corresponding to the 𝜋−, i.e. 𝐽𝑃 = 𝑖�̄�𝛾5𝑑. The
relation between the two-point function in coordinate space and the quark propagator is given by
the Wick theorem

⟨0|𝐽𝑃(𝑡,𝑥𝑥𝑥)𝐽†
𝑃(0,000)|0⟩ = ⟨𝑖�̄�𝛾5𝑑(𝑡,𝑥𝑥𝑥)𝑖 ̄𝑑𝛾5𝑢(0,000)⟩

= tr [⟨𝑢(0,000)�̄�(𝑡,𝑥𝑥𝑥)⟩𝐹 𝛾5 ⟨𝑑(𝑡,𝑥𝑥𝑥) ̄𝑑(0,000)⟩𝐹 𝛾5]

= tr [𝐷−1
𝑢 (0,000|𝑡,𝑥𝑥𝑥)𝛾5𝐷−1

𝑑 (𝑡,𝑥𝑥𝑥|0,000)𝛾5] ,

(2.41)

where the trace denotes the trace over color and Dirac matrices. To continue, let us ignore isospin
breaking, i.e. we put 𝑚𝑢 = 𝑚𝑑 = 𝑚 and 𝐷−1

𝑢 (0,000|𝑡,𝑥𝑥𝑥) = 𝐷−1
𝑑 (0,000|𝑡,𝑥𝑥𝑥) = 𝐷−1(0,000|𝑡,𝑥𝑥𝑥). Then, using

the 𝛾5-hermiticity (2.38), the two-point correlator can be written in terms of the quark propagator
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with local sources (2.37)

⟨0|𝐽𝑃(𝑡,𝑥𝑥𝑥)𝐽†
𝑃(0,000)|0⟩ = tr [𝐷−1,†(0,000|𝑡,𝑥𝑥𝑥)𝐷−1(𝑡,𝑥𝑥𝑥|0,000)]

= ∑
𝛼,𝛽

∑
𝑐,𝑑

∣𝐷−1(𝑡,𝑥𝑥𝑥|0,000)𝛽𝛼
𝑑𝑐

∣
2

= ∑
𝛼,𝛽

∑
𝑐,𝑑

∣𝐹 (𝛼,𝑐)
local (𝑡,𝑥𝑥𝑥)𝛽

𝑑
∣
2

.

(2.42)

(2.42) contains the implication that a measurement of ⟨0|𝐽𝑃(𝑡,𝑥𝑥𝑥)𝐽†
𝑃(0,000)|0⟩ requires the propagator

from (0,000) to (𝑡,𝑥𝑥𝑥) with 12 local sources.

Let us now consider the extension of (2.42) to other color singlet operators 𝐽𝛤 = �̄�𝛤𝑑, with
𝛤 = 𝟙, 𝛾5, 𝛾𝜇, 𝛾𝜇𝛾5, 𝜎𝜇𝜈. It is straightforward to check that the hermitian conjugate of these operators
is given by simply swapping 𝑢 ↔ 𝑑 with an additional sign, where the sign depends on the choice
of 𝛤, i.e. 𝐽†

𝛤 = 𝑑†𝛤 †𝛾4𝑢 = ± ̄𝑑𝛤𝑢. Assuming ̄𝐽𝛤 ≡ ̄𝑑𝛤𝑢, the two-point correlation function can be
expressed as

⟨0|𝐽𝛤(𝑡,𝑥𝑥𝑥) ̄𝐽(0,000)|0⟩𝐹 = −tr [𝐷−1,†(0,000|𝑡,𝑥𝑥𝑥)𝛾5𝛤𝐷−1(𝑡,𝑥𝑥𝑥, 0,000)𝛤𝛾5]

= − ∑
𝛼,𝛽
𝜌,𝜎

∑
𝑐,𝑑

𝐷−1(𝑡,𝑥𝑥𝑥|0,000)∗𝜌𝜎
𝑑𝑐

(𝛾5𝛤)𝜌𝛽𝐷−1(𝑡,𝑥𝑥𝑥|0,000)𝛽𝛼
𝑑𝑐

(𝛤𝛾5)𝛼𝜎

= − ∑
𝛼,𝛽
𝜌,𝜎

∑
𝑐,𝑑

𝐺(𝜎,𝑐),∗
local (𝑡,𝑥𝑥𝑥)𝜌

𝑑
(𝛾5𝛤)𝜌𝛽𝐺(𝛼,𝑐)

local(𝑡,𝑥𝑥𝑥)𝛽
𝑑
(𝛤𝛾5)𝛼𝜎 .

(2.43)

It is also possible to consider the case where the operators in the correlation function have
different 𝛤’s. Under the assumption of 𝐽𝛤1

= �̄�𝛤1𝑑 and ̄𝐽𝛤2
= ̄𝑑𝛤2𝑢, the correlation function is given

by

⟨0|𝐽𝛤1
(𝑡,𝑥𝑥𝑥) ̄𝐽𝛤2

(0,000)|0⟩ = −tr [𝐷−1,†(0,000|𝑡,𝑥𝑥𝑥)𝛾5𝛤1𝐷−1(𝑡,𝑥𝑥𝑥, 0,000)𝛤2𝛾5]

= − ∑
𝛼,𝛽
𝜌,𝜎

∑
𝑐,𝑑

𝐺(𝜎,𝑐),∗
local (𝑡,𝑥𝑥𝑥)𝜌

𝑑
(𝛾5𝛤1)𝜌𝛽𝐺(𝛼,𝑐)

local(𝑡,𝑥𝑥𝑥)𝛽
𝑑
(𝛤2𝛾5)𝛼𝜎 . (2.44)

But since the allowed intermediate states are controlled by the quantum numbers of the operators
not all possible combinations of matrices 𝛤 correspond to real physical measurements. One important
and non-zero combination of operators is given by 𝐽𝛤1

= �̄�𝛾5𝑑 and 𝐽𝛤2
= ̄𝑑𝛾4𝛾5𝑑, which is important

for the PCAC relation discussed in Sec. 2.7.
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2.4.4 Zero momentum projection of correlation functions

This section focuses on the discussion of the zero momentum projection of the two-point correlator,
i.e. the sum over all spatial points in the two-point correlation function. This allows for the
measurement of the meson spectra in the rest frame of the sum. In the case of zero momentum, the
correlation function for large time separations 𝑡 is dominated by the lowest-lying energy state. This
can be represented by expressing the correlation function as an exponential

𝐶(𝑡) = ∑
𝑥𝑥𝑥

⟨0|𝐽(𝑡,𝑥𝑥𝑥)𝐽†(0,000)|0⟩

≃ ⟨0|𝐽|ℎ⟩ |2

2𝑚ℎ
𝑒−𝑚ℎ𝑡 ,

(2.45)

where ℎ is the ground-state hadron with corresponding mass 𝑚ℎ. The mass of the ground state can
be estimated by considering the effective mass. Since the behavior of the correlator is controlled by
an exponential, we can define

𝑚eff ≡ log 𝐶(𝑡)
𝐶(𝑡 + 1)

. (2.46)

This relation can be redefined to take into account periodic boundary conditions on the lattice. In
this case, the correlator is given by

𝐶(𝑡) ≃ ⟨0|𝐽|ℎ⟩ |2

2𝑚ℎ
(𝑒−𝑚ℎ𝑡 + 𝑒−𝑚ℎ(𝑇 −𝑡)) , (2.47)

where 𝑇 is the temporal extent of the lattice. The ratio of correlators can then be approximated by
a cosh function

𝐶(𝑡 + 1) + 𝐶(𝑡 − 1)
𝐶(𝑡)

≃ 𝑒−𝑚ℎ + 𝑒𝑚ℎ , (2.48)

so that our redefined effective mass is given by

𝑚eff ≡ cosh−1 (𝐶(𝑡 + 1) + 𝐶(𝑡 − 1)
2𝐶(𝑡)

) . (2.49)

The practical use of the effective mass is found in the fixing of the fit range from fits to correlators,
employing (2.45) or (2.47), to extract quantities, such as hadronic matrix elements or the mass from
correlators. For this, the fit range is set to range where the effective mass shows a plateau, since the
effective mass is a qualitative indicator on whether the correlator is sufficiently saturated by the
ground state.

Although excited states are also of interest in lattice QCD studies, their measurement proves to
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be more challenging than the ground state. Let there be a state with energy 𝐸, this state would
then exponentially decay following exp(−(𝐸𝑚ℎ

)𝑡) and is hence only visible in the short-distance
regime of the correlator, while it is buried in the ground state and only contributes as a kind of
contamination for the long-distance regime.

2.4.5 Noise source

Following the discussion of the correlation function, this section focuses on the introduction of a
noise source to estimate the sum over the spatial position of the source points 𝑥𝑥𝑥0. As previously
mentioned in Sec. 2.4.1, the source position is fixed to a single point due to the local source. And
since the number of available configurations is limited, a lot of information would be lost by only
calculating the correlation function once for each configuration. At the same time, solving the Dirac
equation with shifted source points would increase the amount of statistics, at the cost of higher
computational time. By introducing the noise source, the higher computational cost can be avoided,
while still allowing us to estimate the propagator from all spatial points 𝑥𝑥𝑥0.

To this end, let us discuss the correlation function 𝐶(𝑡) with noise source and the corresponding
relations between local and noisy sources. We assume a noise vector 𝜂 consisting of random numbers
at each spatial point, which satisfy the condition

⟨⟨𝜂(𝑥𝑥𝑥)𝜂†(𝑦𝑦𝑦)⟩⟩ = 𝛿𝑥𝑥𝑥,𝑦𝑦𝑦 , (2.50)

where ⟨⟨⋅⟩⟩ denotes an expectation value for the random numbers. This relation implies that the
random numbers are independent. The actual type of random numbers is optional and up to
preference. This work employs 𝑍2 random numbers, i.e. 𝜂(𝑥𝑥𝑥) = ±1, so that a 𝑍2 noise source at
time slice 𝑡0 is defined as

𝑆(𝛼0,𝑐0)
𝑍2

(𝑡,𝑥𝑥𝑥)𝛼
𝑐

= 𝛿𝑡,𝑡0
𝛿𝛼,𝛼0

𝛿𝑐,𝑐0
𝜂(𝑥𝑥𝑥) . (2.51)

In terms of this noise source, the Dirac equation is expressed through

𝐺(𝛼0,𝑐0)
𝑍2

(𝑡,𝑥𝑥𝑥)𝛼
𝑐

= ∑
𝑥𝑥𝑥0

𝐷−1(𝑡,𝑥𝑥𝑥|𝑡0,𝑥𝑥𝑥0)𝛼𝛼0𝑐𝑐0
𝜂(𝑥𝑥𝑥0) . (2.52)

We now replace 𝐺(𝛼,𝑐)
local(𝑡,𝑥𝑥𝑥) in (2.43) with 𝐺(𝛼,𝑐)

𝑍2
(𝑡,𝑥𝑥𝑥), so that our zero momentum projected
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correlator 𝐶(𝑡) is given by

− ⟨⟨∑
𝛼,𝛽
𝜌,𝜎

∑
𝑐,𝑑

𝐺(𝜎,𝑐)
𝑍2

(𝑡,𝑥𝑥𝑥)∗𝜌
𝑑
𝐺(𝛼,𝑐)

𝑍2
(𝑡,𝑥𝑥𝑥)𝛽

𝑑
(𝛤𝛾5)𝛼𝜎⟩⟩

= − ∑
𝑥𝑥𝑥,𝑥0,𝑦0

⟨⟨tr [𝜂†(𝑦0)𝐷−1,†(𝑡0, 𝑦0|𝑡,𝑥𝑥𝑥)𝛾5𝛤𝐷−1(𝑡,𝑥𝑥𝑥|𝑡0, 𝑥0)𝜂(𝑥0)𝛤𝛾5]⟩⟩

≃ − ∑
𝑥𝑥𝑥,𝑥0

tr [𝐷−1,†(𝑡0, 𝑥0|𝑡,𝑥𝑥𝑥)𝛾5𝛤𝐷−1(𝑡,𝑥𝑥𝑥|𝑡0, 𝑥0)𝛤𝛾5]

= ∑
𝑥𝑥𝑥,𝑥0

⟨0|𝐽𝛤(𝑡,𝑥𝑥𝑥) ̄𝐽𝛤(𝑡0, 𝑥0)|0⟩𝐹 .

. (2.53)

Here, we have used (2.50) in the third step. (2.53) demonstrates that the sum of the local correlator
over the source positions 𝑥𝑥𝑥0 can indeed be estimated by the noise source.

Interpreting the coordinates 𝑥𝑥𝑥 and 𝑥𝑥𝑥0 as indices of the propagation matrix, the noise vector
becomes a stochastic estimate of the trace. It is also possible to estimate the trace over color and
spin by distributing the noise vector over the corresponding degrees of freedom. For the interested
reader, [79, 80] consider the linked source distributed over the color space

𝑆(𝛼0)
linked(𝑡,𝑥𝑥𝑥)𝛼

𝑐
= 𝛿𝑡,𝑡0

𝛿𝛼,𝛼0
𝜂(𝑥𝑥𝑥)𝑐 , (2.54)

⟨⟨𝜂(𝑥𝑥𝑥)𝑐𝜂†(𝑦𝑦𝑦)𝑑⟩⟩ = 𝛿𝑥𝑥𝑥,𝑦𝑦𝑦𝛿𝑐,𝑑 , (2.55)

while [81] the source distributed over the color and spinor space

̃𝑆𝑍2
(𝑡,𝑥𝑥𝑥)𝛼

𝑐
= 𝛿𝑡,𝑡0

̃𝜂(𝑥𝑥𝑥)𝛼
𝑐

, (2.56)

⟨⟨ ̃𝜂(𝑥𝑥𝑥)𝛼
𝑐

̃𝜂†(𝑦𝑦𝑦)𝛽
𝑑
⟩⟩ = 𝛿𝑥𝑥𝑥,𝑦𝑦𝑦𝛿𝑐,𝑑𝛿𝛼,𝛽 , (2.57)

is employed.
While these sources indeed save computational cost, the trade-off is that the corresponding

results are more affected by stochastic noise. Additionally, in the cases where 𝛾5𝛤 are not diagonal,
the correlator cannot be simply measured by the source ̃𝑆𝑍2

, but instead require a different solution
vector for each 𝛤

̃𝐺𝛤
𝑍2

(𝑡,𝑥𝑥𝑥) = ∑
𝑥0

𝐷−1(𝑡,𝑥𝑥𝑥|𝑡0, 𝑥0)(𝛤𝛾5)† ̃𝜂(𝑥0) , (2.58)

in addition to the solution for the source ̃𝑆𝑍2

̃𝐺𝑍2
(𝑡,𝑥𝑥𝑥) = ∑

𝑥0

𝐷−1(𝑡,𝑥𝑥𝑥|𝑡0, 𝑥0) ̃𝜂(𝑥0) . (2.59)
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In the same way, it is not possible to simply measure the two point correlator of the color
octets in case where the source is distributed over the color space. These measurements require an
appropriate choice of the source for the correlator and a more detailed discussion on this topic can
be found in [82].

2.5 Domain-wall fermion formulation

This section now focuses on a discussion of Möbius domain-wall (MDW) fermions, which is the
formulation of fermions [83] employed in this work. This formulation of lattice fermions is defined
on a 5D lattice, consisting of a 4D space-time and an additional dimension. The big advantage of
this formulation is the good conservation of chiral symmetry. For MDW fermions, chiral symmetry
is broken due to the finite extent of the additional dimension 𝐿𝑠, which is negligibly small in the
ensembles employed in this work. This allows for some chiral relations to hold even at non-zero
lattice spacing. One such example is given by the short-distance correlators for the vector and
axial-vector cases, which are consistent up to finite mass and nonperturbative corrections. This
provides us with a better method to compare lattice results with their corresponding counterparts
in the continuum limit.

Let us start our discussion by defining the domain-wall fermion action for five dimensional
fermion fields 𝜓(𝑥, 𝑠) as

𝑆𝐷𝑊 = ∑
𝑥,𝑦

𝐿𝑠−1

∑
𝑠,𝑟=0

̄𝜓(𝑥, 𝑠)𝐷𝐺𝐷𝑊(𝑥, 𝑠|, 𝑦, 𝑟)𝜓(𝑦, 𝑟) . (2.60)

Here, 𝑥, 𝑦 are coordinates in four dimensional space-time and 𝑠, 𝑟 denote the indices of the additional
fifth dimension. 𝐷𝐺𝐷𝑊 is a generalized domain-wall Dirac operator, including the Shamir-type [84,
85] and Boriçi-type [86, 87], and, up to the mass term, can be written as a band matrix for 𝑠 and 𝑟

𝐷𝐺𝐷𝑊 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

�̃� −𝑃− 𝑚𝑃+

−𝑃+ �̃� −𝑃−

−𝑃+ �̃� −𝑃−

⋱ ⋱ ⋱
−𝑃+ �̃� −𝑃−

𝑚𝑃− −𝑃+ �̃�

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (2.61)

In this definition, 𝑚 is the bare mass of the fermions, 𝑃± = (1 ± 𝛾5)/2 are the chirality projection
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operators and �̃� is defined through the 4D Wilson-Dirac operator 𝐷(−𝑀) with negative mass 𝑀

�̃� = 𝐷−1
− 𝐷+ (2.62)

𝐷− = 1 − 𝑐𝐷𝑊(−𝑀) (2.63)

𝐷+ = 1 + 𝑏𝐷𝑊(−𝑀) . (2.64)

The Möbius domain-wall fermions Dirac operator 𝐷𝑀𝐷𝑊 is defined by setting (𝑏, 𝑐) = (3/2, 1/2).
Through the definition (2.61), we are in a situation where we have to solve the inverse of 𝐷− for all
diagonal components. We hence redefine the operator by multiplying (2.61) with 𝐷−

�̂�𝑀𝐷𝑊 ≡ 𝐷−𝐷𝑀𝐷𝑊

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

𝐷+ −𝐷−𝑃− 𝑚𝐷−𝑃+

−𝐷−𝑃+ 𝐷+ −𝐷−𝑃−

−𝐷−𝑃+ 𝐷+ −𝐷−𝑃−

⋱ ⋱ ⋱
−𝐷−𝑃+ 𝐷+ −𝐷−𝑃−

𝑚𝐷−𝑃− −𝐷−𝑃+ 𝐷+

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (2.65)

In a practical situation, to obtain the 4D quark propagator, we solve the equations for �̂�𝑀𝐷𝑊

instead of 𝐷𝑀𝐷𝑊. Going forward, let us consider 𝑆 and 𝐺 to be the source and propagator for the
Dirac operator 𝐷𝑀𝐷𝑊, respectively. Their relation is then given by

�̂�𝑀𝐷𝑊(𝑥, 𝑠|𝑦, 𝑟)𝐺(𝑦, 𝑟|𝑥0, 𝑠0) = 𝑆(𝑥, 𝑠|𝑥0, 𝑠0) (2.66)

with 𝑥, 𝑦, 𝑥0 being the coordinates in 4D space-time and 𝑠, 𝑟, 𝑠0 being the indices in the extra
dimension. We have omitted the color and spinor indices here. Following the Wick contraction
discussed in Sec. 2.4, the hadron correlator can then be extracted from the solution

𝐺(𝑥, 𝑠|𝑥0, 𝑠0) = �̂�−1
𝑀𝐷𝑊(𝑥, 𝑠|𝑦, 𝑟)𝑆(𝑦, 𝑟|𝑥0, 𝑠0) . (2.67)

To obtain proper physical quantities composed of 4D quarks, a projection of the 5D fermion
fields 𝜓(𝑥, 𝑠) onto 4D space-time is required. To this end, we construct the 4D quark fields following

𝑞(𝑥) = 𝑃−𝜓(𝑥, 0) + 𝑃+𝜓(𝑥, 𝐿𝑠 − 1) , (2.68)

̄𝑞(𝑥) = ̄𝜓(𝑥, 0)𝑃+ + ̄𝜓(𝑥, 𝐿𝑠 − 1)𝑃− , (2.69)

employing the fact that the left-handed and right-handed modes live near 𝑠 = 0 and 𝑠 = 𝐿𝑠 − 1,
respectively. Employing this definition, the relation between the 4D quark propagator 𝐷−1

4𝐷 and
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�̂�−1
𝑀𝐷𝑊 can be given through

𝐷−1
4𝐷 ≡ ⟨𝑞(𝑥) ̄𝑞(𝑦)⟩𝐹

=𝑃−𝐷−1
𝑀𝐷𝑊(𝑥, 0; 𝑦, 0)𝑃+ + 𝑃−𝐷−1

𝑀𝐷𝑊(𝑥, 0; 𝑦, 𝐿𝑠 − 1)𝑃−

+ 𝑃+𝐷−1
𝑀𝐷𝑊(𝑥, 𝐿𝑠 − 1; 𝑦, 0)𝑃+ + 𝑃+𝐷−1

𝑀𝐷𝑊(𝑥, 𝐿𝑠 − 1; 𝑦, 𝐿𝑠 − 1)𝑃−

=(𝛿𝑠,0𝑃− + 𝛿𝑠,𝐿𝑠−1𝑃+)𝐷−1
𝑀𝐷𝑊(𝑥, 𝑠|𝑦, 𝑠)(𝛿𝑟,0𝑃+ + 𝛿𝑟,𝐿𝑠−1𝑃−)

=(𝛿𝑠,0𝑃− + 𝛿𝑠,𝐿𝑠−1𝑃+)�̂�−1
𝑀𝐷𝑊(𝑥, 𝑠; 𝑦, 𝑠)𝐷−1(𝛿𝑟,0𝑃+ + 𝛿𝑟,𝐿𝑠−1𝑃−) .

(2.70)

Through comparison of (2.67) with (2.70), the 4D quark propagator can be extracted by
multiplying the source and solution 𝐺(𝑥, 𝑠|𝑥0, 𝑠0) with 𝐷−1(𝛿𝑟,0𝑃+ + 𝛿𝑟,𝐿𝑠−1𝑃−) and (𝛿𝑠,0𝑃− +
𝛿𝑠,𝐿𝑠−1𝑃+), respectively. Furthermore, by combining these two relations it is possible to measure
hadron correlation functions following the discussions of the previous sections.

2.6 Renormalization of operators on the lattice

In the previous sections we have established Lattice QCD as a tool that allows for the nonper-
turbative study of hadronic decays and transition processes. Important input parameters in the
phenomenological studies of the Standard Model, such as decay constants and form factors from
hadronic matrix elements, can be extracted from two- and three-point correlation functions.

To study hadronic matrix elements from lattice QCD calculations we require renormalization,
since they do not correspond to the values in the renormalization scheme of the continuum theory,
e.g. the MS-scheme. This is necessary even though the operators involved in the determination
of these matrix elements, such as locally constructed vector currents ̄𝑞𝛾𝜇𝑞, have no anomalous
dimensions, since they do not conserve due to the existence of lattice artifacts. After renormalization
though, physical quantities determined on the lattice can be compared to the continuum theory
counterpart.

One possible way to perform renormalization is through matching. The basic idea is to measure
some physical quantity in lattice QCD containing the operator to be renormalized and calculate the
same quantity perturbatively in the MS-scheme. We then determine the renormalization constant
by imposing the condition that both determinations should be equal. While it is possible to perform
matching through an intermediate scheme such as the RI/MOM scheme [88], we, however, focus
on the direct renormalization here. The quantity employed to perform the matching should satisfy
the following conditions to obtain good control over the systematic error in the renormalization
constant. First, the discretization error on the lattice should be under good control. Secondly, the
energy scale should be large enough so that perturbative expansion and operator product expansion
(OPE) can be applied.

Going forward, we are now going to discuss one way to extract the renormalization constant
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known as the 𝑋-space method [76]. This method employs a correlation function with finite separation
|𝑥|

𝛱 lat(𝑥2, 𝑎2) = ⟨0|𝐽𝛤(𝑥) ̄𝐽𝛤(0)|0⟩ , (2.71)

which can be directly measured following our discussion from Sec. 2.4.3. Introducing the renormal-
ization constant 𝑍MS/lat

𝛤 for 𝐽𝛤 the relation between the perturbative series 𝛱MS, obtained in the
MS-scheme, and 𝛱 lat, up to nonperturbative and discretization effects, can be written as

𝛱MS(𝜇2; 𝑥2) = (𝑍MS/lat
𝛤 (𝜇2, 𝑎2))

2
𝛱 lat(𝑥2, 𝑎2) , (2.72)

Treating this equation as the renormalization condition, we can solve it for 𝑍MS/lat
𝛤 and express

the solution as

̃𝑍MS/lat
𝛤 (𝜇2, 𝑎2; 𝑥) ≡ √𝛱MS(𝜇2; 𝑥2)

𝛱 lat(𝑥2, 𝑎2)

= 𝑍MS/lat
𝛤 (𝜇2, 𝑎2) + 𝐶−2(𝑎/𝑥)2 + 𝐶4𝑥4 + 𝐶6𝑥6 .

(2.73)

In this formulation, the discretization error is controlled through the coefficient 𝐶−2, while 𝐶4 and
𝐶6 control the nonperturbative corrections from mass-dimension four and six operators, respectively.
Based on (2.73) it is hence possible to extract the renormalization constant 𝑍MS/lat

𝛤 (𝜇2, 𝑎2) from a
fit to ̃𝑍MS/lat

𝛤 (𝜇2, 𝑎2; 𝑥).

In the case of MDW fermions the renormalization constants retain chiral symmetry, i.e. the
renormalization constants for the vector current ̄𝑞𝛾𝜇𝑞 and axial current ̄𝑞𝛾𝜇𝛾5𝑞 are equivalent

𝑍MS/lat
𝑉 (𝑎2) = 𝑍MS/lat

𝐴 (𝑎2) . (2.74)

In this definition we have omitted the scale 𝜇 dependence since vector (axial) current has no
anomalous dimension. A similar relation can be obtained relating the (pseudo-) scalar density

𝑍MS/lat
𝑆 (𝜇2, 𝑎2) = 𝑍MS/lat

𝑃 (𝜇2, 𝑎2) . (2.75)

By taking advantage of these chiral properties, the authors of [76] have determined the renormalization
constant by combining ̃𝑍MS/lat

𝛤 (𝜇2, 𝑎2; 𝑥) in order to cancel out some of the nonperturbative effects
contributing to the fit. This not only makes a determination of the renormalization constant easier,
it also helps in the determination of 𝑍𝛤.



42 Chapter 2. Introduction to Lattice Field Theory

2.7 The PCAC Relation on the lattice

This section focuses on a discussion of the partially conserved axial vector current relation, commonly
referred to as the PCAC relation, associated with chiral symmetry. We focus our discussion on how
the relation holds on the lattice and what effects it has on the correlation function. For a more
detailed discussion we refer to [65, 89].

To start off our discussion, let us first review the PCAC relation in the continuum theory. To
this end, we define isovector axial currents, as well as pseudoscalar density operators

𝐴𝑎
𝜇 ≡ 1

2
̄𝜓𝛾𝜇𝛾5𝜏𝑎𝜓 , (2.76)

𝑃 𝑎 ≡ 1
2

̄𝜓𝛾5𝜏𝑎𝜓 , (2.77)

where 𝜓 = (𝑢, 𝑑)𝑇 and 𝜏𝑎 are the Pauli matrices. We then consider an infinitesimal chiral rotation

𝛿𝜓(𝑥) = 1
2

𝜔𝑎(𝑥)𝛾5𝜏𝑎𝜓(𝑥) , (2.78)

𝛿 ̄𝜓(𝑥) = 1
2

𝜔𝑎(𝑥)𝜓(𝑥)𝛾5𝜏𝑎 . (2.79)

The change of the action 𝑆 and an operator 𝒪 under the aforementioned transformation are then
related through the Ward-Takahashi identity by

⟨0|𝛿𝑆𝒪|0⟩ = ⟨0|𝛿𝒪|0⟩ . (2.80)

The explicit expression for the change of the action is given by

𝛿𝑆 = ∫ 𝑑4𝑥𝜔𝑎 (−∂𝜇𝐴𝑎
𝜇 + 2𝑚𝑃 𝑎) , (2.81)

where we ignore isospin breaking, i.e. we set 𝑚 = 𝑚𝑢 = 𝑚𝑑. The expression for the change of the
operator 𝒪 can be obtained by setting 𝒪 = 𝑃 𝑎(𝑦) and 𝜔𝑏(𝑥) = 𝜔𝛿𝑎𝑏𝛿(𝑥 − 𝑦)

𝛿𝒪 = 2𝜔𝛿(𝑥 − 𝑦) ̄𝜓𝜓(𝑦) . (2.82)

Combining (2.81), (2.82) with (2.80), the identity can be written as

⟨0|∂𝜇𝐴𝑎
𝜇(𝑥)𝑃 𝑎(𝑦)|0⟩ − 2𝑚 ⟨0|𝑃 𝑎(𝑥)𝑃 𝑎(𝑦)|0⟩ = 2𝛿(𝑥 − 𝑦) ⟨0| ̄𝜓𝜓(𝑦)|0⟩ . (2.83)

From (2.83) we can derive the PCAC relation for the low energy regime. For this, we consider
correlators with time separation 𝑡 summed over the spatial coordinate 𝑥𝑥𝑥. For the sake of simplicity,
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we assume 𝑦 = (0,000). Since the operator ∂𝜇𝐴𝑎
𝜇(𝑥) is projected to zero momentum, the only visible

contribution to the l.h.s. of (2.83) comes from 𝜇 = 4. For long time separations 𝑡, the contribution
of the ground state 𝜋 mesons is dominant.

Employing this knowledge, and the fact that through the definition of the pion decay constant,
the matrix element of the axial current can be written as

∂𝑡 ⟨0|𝐴𝑎
4(𝑡,𝑥𝑥𝑥)|𝜋𝑎(𝑡,𝑝𝑝𝑝 = 000)⟩ = 𝑚2

𝜋𝑓𝜋𝑒−𝑚𝜋𝑡 , (2.84)

it is possible to express the asymptotic form factor of the correlator as

∑
𝑥𝑥𝑥

⟨0|∂𝑡𝐴𝑎
4(𝑡,𝑥𝑥𝑥)𝑃 𝑎(0,000)|0⟩

≃ 𝑚𝜋𝑓𝜋
2

𝑒−𝑚𝜋𝑡 ⟨𝜋𝑎(000)|𝑃 𝑎|0⟩ .
(2.85)

On the other hand, we can write the correlator of the pseudoscalar correlator as

∑
𝑥𝑥𝑥

⟨0|𝑃 𝑎(𝑡,𝑥𝑥𝑥)𝑃 𝑎(0,000)|0⟩

≃ 1
2𝑚𝜋

𝑒−𝑚𝜋𝑡 ⟨0|𝑃 𝑎|𝜋𝑎(000)⟩ ⟨𝜋𝑎(000)|𝑃 𝑎|0⟩ .
(2.86)

Going back to (2.83), in the limit of 𝑡 ≫ 0 the r.h.s. can be ignored, and combining this with (2.85)
and (2.86) we arrive at the compact

𝑚2
𝜋𝑓𝜋 = 2𝑚 ⟨0|𝑃 𝑎|𝜋𝑎(000)⟩ . (2.87)

This equation gives a relation between the pion mass and the quark mass, which explicitly breaks
chiral symmetry. It furthermore contains the implication that in the chiral limit 𝑚 → 0 the axial
current is a conserved quantity, hence why (2.87) is known as the PCAC relation.

Turning our attention towards the lattice, it seems reasonable to assume a similar relation to
(2.87), albeit some modifications are expected. As previously shown in Sec. 2.6, renormalization
is required for the local current 𝐴𝑎

𝜇(𝑥). In addition to that, due to lattice regularization, it is also
necessary to incorporate the corrections for the chiral symmetry. In the case of MDW fermions, the
chiral symmetry is slightly broken due to the finite 𝐿𝑠 on which they are defined. This results in a
modification of the quark mass away from their bare mass 𝑚bare

𝑚 = 𝑚bare + 𝑚res , (2.88)

where the residual quark mass 𝑚res parametrizes the symmetry breaking. With this setup, the
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PCAC relation is expressed as

𝑚2
𝜋𝑓𝜋 = 𝑍𝐴 ⟨0|∂𝜇𝐴𝑎

𝜇|𝜋𝑎(000)⟩ = 2(𝑚bare + 𝑚res) ⟨0|𝑃 𝑎|𝜋𝑎(000)⟩ . (2.89)

This work employs the JLQCD ensembles with MDW fermions where the residual mass is
≲ 1 MeV [90, 91]. The residual mass can be estimated by the breaking of the Ginsparg-Wilson
relation and gives an indication of the good chiral properties of the lattice used in this work. As
mentioned previously in 2.6, the renormalization constant relations 𝑍𝑉 = 𝑍𝐴 and 𝑍𝑆 = 𝑍𝑃 hold
from chiral symmetry up to 𝒪(𝑚2

res) [92].
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Chapter 3

Inclusive Decays on the Lattice

Following the previous chapter, we will now focus on the extension of lattice QCD techniques
towards the description of inclusive decays. As mentioned at the end of ch. 1, the discrepancy in
the determination of the CKM parameters in the bottom sector remain an unresolved question, as
of yet. Hence why this newly developed application of lattice QCD provides an interesting prospect,
since lattice techniques have not been applied on inclusive decays before and, if applicable, will
provide a new and independent outlook on the discrepancy.

Obviously, the lattice comes with its own sets of challenges. One major problem in the application
of lattice techniques towards the inclusive sector is the sheer amount of potential states, possibly
containing multi hadron states, contributing in these types of decays. It is easy to imagine that
singling out the amplitudes for each of these contributions and summing them up over the whole
phase space seems like a daunting task. Combining this with the fact that the extraction of spectral
densities from hadron correlators remains an intractable task, it becomes clear that a treatment on
the lattice seems impractical, if not possible at all.

Recently, the authors of [29] have proposed a method through which the analysis of inclusive
decays is enabled through the computation of smeared spectral densities of hadron correlators. For
the inclusive semileptonic decays the role of the smearing is defined through the energy integral
over the allowed phase-space. This smearing then allows an approximation of the energy integral
appearing in the total decay rate by employing four-point correlation function computed on the lattice.
Although it would be desirable to immediately apply this new method towards a determination of
the CKM matrix elements 𝑉𝑢𝑏 and 𝑉𝑐𝑏, the bottom sector has its own sets of problems when treated
on the lattice. Namely, we expect large discretization errors for 𝑚𝑏, while at the same time it is also
challenging to simulate the physical bottom mass in lattice simulations. These reasons lead us to
first apply this method on the inclusive decays of charmed mesons, since for the charm sector the
aforementioned systematic effects are under better control, allowing us to verify the new method.
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Furthermore, a good understanding of the systematic errors is required, such as the error due to
the approximation introduced in this new method, as well as finite volume corrections, which pose a
general challenge in lattice simulations. This work will present new ideas and their application, on
how these systematic errors can be estimated and on what their corresponding effects on our final
result are.

The rest of this chapter will introduce all tools and notation necessary to analyze inclusive decays
through the use of hadron correlators obtained on the lattice and is structured as follows. In 3.1, we
will present a formulation of the inclusive decay rate in the continuum limit. This will be followed
by an introduction on how an estimate for the energy integral over the hadronic final states can be
constructed using hadron correlators in 3.2

3.1 The inclusive decay rate

First of all, we focus on the theoretical framework for the calculation of the decay rate of inclusive
semileptonic processes in the continuum theory. In contrast to [29, 93], where the focus was on the
𝐵𝑠 → 𝑋𝑐ℓ𝜈ℓ channel, in this work we focus on the decay 𝐷𝑠 → 𝑋𝑠ℓ𝜈ℓ as depicted in Figure 3.1,
where 𝑋𝑠 represents all possible final state mesons containing an 𝑠-quark. The formalism for both
cases is essentially the same, so an application towards the bottom sector is straightforward.

For the vector channel the ground-state contribution to 𝑋𝑠 is given by the 𝜂(′). We differentiate
between the 𝜂 and 𝜂′ meson. While the main quantum numbers are the same for both and they
possess the same quark contents, they possess a different superposition of those

𝜂 = 1√
6

(𝑢�̄� + 𝑑 ̄𝑑 − 2𝑠 ̄𝑠) , 𝜂′ = 1√
3

(𝑢�̄� + 𝑑 ̄𝑑 + 𝑠 ̄𝑠) ,

where the 𝜂 is part of a flavor 𝑆𝑈(3) octet while the 𝜂′ is a singlet. The 𝜂′, when compared to the
𝜂, possesses a higher mass, longer lifetime and different decays. More details on the difference can

𝑐
𝑉𝑐𝑠

𝑠

𝑠 𝑠

ℓ

𝜈ℓ

𝐷𝑠 𝑋𝑠

𝑊 −

Figure 3.1: Feynman digram for the decay 𝐷𝑠 → 𝑋𝑠ℓ𝜈ℓ.
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be found in [94–97]. For the 𝑐 → 𝑠 process, the weak Hamiltonian is given by

𝐻𝑊 = 4𝐺𝐹√
2

𝑉𝑐𝑠[𝑐𝐿𝛾𝜇𝑠𝐿][𝜈ℓ𝐿𝛾𝜇ℓ𝐿] ,

where 𝐺𝐹 is the Fermi constant and 𝑉𝑐𝑠 is the CKM matrix element governing the charged-current
flavor-changing quark transition. For this process, the electroweak quark-current is then given by
𝐽𝜇 = 𝑐𝐿𝛾𝜇𝑠𝐿 = 1/2𝑐𝛾𝜇(1 − 𝛾5)𝑠, which can also be written in the form 𝐽𝜇 = 𝑉𝜇 − 𝐴𝜇 where 𝑉𝜇 and
𝐴𝜇 are given by 𝑐𝛾𝜇𝑠 and 𝑐𝛾𝜇𝛾5𝑠, respectively.

Going forward we consider the decay rate of inclusive processes, which, compared to its exclusive
counterpart, has one more kinematical variable due to the freedom in the mass of the outgoing
hadrons, totaling at three. The differential decay rate for the inclusive process can be written as

𝑑𝛤
𝑑𝑞2𝑑𝑞0𝑑𝐸ℓ

= 𝐺2
𝐹|𝑉𝑐𝑠|2

8𝜋3 𝐿𝜇𝜈𝑊 𝜇𝜈 , (3.1)

where we neglect QED corrections. Here, 𝐿𝜇𝜈 is the leptonic tensor

𝐿𝜇𝜈 = 𝑝𝜇
ℓ 𝑝𝜈

𝜈ℓ
+ 𝑝𝜈

ℓ 𝑝𝜇
𝜈ℓ − 𝑔𝜇𝜈𝑝ℓ𝑝𝜈ℓ

− 𝑖𝜖𝜇𝛼𝜈𝛽𝑝ℓ,𝛼𝑝𝜈ℓ,𝛽 , (3.2)

where 𝑝ℓ and 𝑝𝜈ℓ
denote the four-momenta of the lepton and neutrino, respectively, hence allowing

to write the momentum transfer between initial and final meson as 𝑞 = 𝑝ℓ + 𝑝𝜈ℓ
. Furthermore, the

hadronic tensor 𝑊 𝜇𝜈 is given by

𝑊 𝜇𝜈(𝑝𝐷𝑠
, 𝑞) = 1

2𝜋
1

2𝐸𝐷𝑠

∫ 𝑑4𝑥𝑒𝑖𝑞𝑥 ⟨𝐷𝑆(𝑝𝑝𝑝𝐷𝑠
)|𝐽𝜇†(𝑥)𝐽𝜈(0)|𝐷𝑆(𝑝𝑝𝑝𝐷𝑠

)⟩

= 1
2𝐸𝐷𝑠

∑
𝑋𝑠

(2𝜋)3𝛿(4)(𝑝𝐷𝑠
− 𝑞 − 𝑝𝑋𝑠

)

× ⟨𝐷𝑆(𝑝𝑝𝑝𝐷𝑠
)|𝐽𝜇†(𝑥)|𝑋𝑠(𝑝𝑝𝑝𝑋𝑠

)⟩ ⟨𝑋𝑠(𝑝𝑝𝑝𝑋𝑠
)|𝐽𝜈(0)|𝐷𝑆(𝑝𝑝𝑝𝐷𝑠

)⟩ ,

(3.3)

where we inserted a complete set of states 𝟙 = ∑𝑋𝑠
|𝑋𝑠(𝑞𝑞𝑞𝑋𝑠

)⟩ ⟨𝑋𝑠(𝑞𝑞𝑞𝑋𝑠
)| in the second line. It

implicitly includes an integration over all possible momenta 𝑝𝑝𝑝𝑋𝑠
under a Lorentz invariant phase-

space integral, where 𝑞 = 𝑝𝐷𝑠
− 𝑝𝑋𝑠

is the momentum transfer between the initial and final hadronic
states. One point of notice to that this work focuses solely on the case of a 𝐷𝑠 meson at rest,
i.e. 𝑝𝑝𝑝𝐷𝑠

= (0, 0, 0). Furthermore, the hadronic tensor can be decomposed as a sum of five scalar
structure functions 𝑊𝑖 ≡ 𝑊𝑖(𝑞2, 𝑣 ⋅ 𝑞) given by

𝑊 𝜇𝜈 = 𝑔𝜇𝜈𝑊1 + 𝑣𝜇𝑣𝜈𝑊2 − 𝑖𝜖𝜇𝜈𝛼𝛽𝑣𝛼𝑞𝛽𝑊3 + 𝑞𝜇𝑞𝜈𝑊4 + (𝑣𝜇𝑞𝜈 + 𝑣𝜈𝑞𝜇)𝑊5 , (3.4)

where 𝑣 = 𝑝𝐷𝑠
/𝑀𝐷𝑠

= (1, 0, 0, 0) is the four-velocity of the initial 𝐷𝑠 meson at rest and 𝑞 = (𝑞0, 𝑞𝑞𝑞) =
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(𝑀𝐷𝑠
− 𝜔, −𝑝𝑝𝑝𝑋𝑠

). Going forward, 𝜔 will denote the energy of the final state hadron, i.e. 𝜔 = 𝐸𝑋𝑠
.

In anticipation of the following calculations it is convenient to introduce the relations

𝑊 00 = −𝑊1 + 𝑊2 + 𝑞2
0𝑊4 + 2𝑞0𝑊5 (3.5)

𝑊 𝑖𝑗 = 𝛿𝑖𝑗𝑊1 + 𝑞𝑖𝑞𝑗𝑊4 − 𝑖𝜖𝑖𝑗0𝑘𝑞𝑘𝑊3 (3.6)

𝑊 0𝑖 = 𝑞𝑖(𝑞0𝑊4 + 𝑊5) , (3.7)

where we denote the spatial indices by 𝑖, 𝑗, 𝑘. These relations will prove useful in the following
calculations. By contracting the spatial indices with the three-momentum components 𝑞𝑖 it is
possible to invert these relations and hence obtain expressions for the structure functions 𝑊𝑖 in
terms of the hadronic tensor and 𝑞𝑞𝑞. For this, let us first write down more general expressions by
multiplying the spatial indices of the hadronic tensor with 𝑞𝑖 and/or 𝑞𝑗, respectively and summing
over the indices

∑
𝑖

𝑊𝑖𝑖 = 3𝑊1 + 𝑞𝑞𝑞2𝑊4 (3.8)

∑
𝑖,𝑗

𝑞𝑖𝑊𝑖𝑗𝑞𝑗 = 𝑞𝑞𝑞2𝑊1 + (𝑞𝑞𝑞2)2𝑊4 (3.9)

∑
𝑖

𝑞𝑖(𝑊0𝑖 + 𝑊𝑖0) = 2𝑞𝑞𝑞2(𝑞0𝑊4 + 𝑊5) (3.10)

∑
𝑖,𝑗,𝑘

𝑊𝑖𝑗𝜖𝑖𝑗𝑘𝑞𝑘 = −𝑖𝑞𝑞𝑞2𝑊3 . (3.11)

These relations hold for any 𝑞𝑞𝑞. The relation (3.11) for the structure function 𝑊3 will not contribute
in the rest of this work, since it only appears in the case where massive leptons 𝑚ℓ ≠ 0 appear. Since
this work considers only the case of massless or negligible leptons, the relation for 𝑊3 is mentioned
only for the sake of completeness.

We now consider the inversion of these relations. For 𝑞𝑞𝑞 = 0 it follows that the only contribution
is from

𝑊1 = 1
2

∑
𝑖

𝑊𝑖𝑖 . (3.12)

For all 𝑞𝑞𝑞 ≠ 0 we can solve the system created by (3.8) and (3.9) and obtain

⎧{
⎨{⎩

𝑞𝑞𝑞2𝑊4 = 1
𝑞𝑞𝑞2 ∑𝑖,𝑗 𝑞𝑖𝑊𝑖𝑗𝑞𝑗 − 𝑊1

𝑊1 = 1
3 (∑𝑖 𝑊𝑖𝑖 − 𝑞𝑞𝑞2𝑊4)

→
⎧
{
⎨
{
⎩

𝑞𝑞𝑞2𝑊4 = 3
2

1
𝑞𝑞𝑞2 ∑𝑖,𝑗 𝑞𝑖𝑊𝑖𝑗𝑞𝑗 − 1

2 ∑𝑖 𝑊𝑖𝑖

𝑊1 = 1
2 ∑𝑖 𝑊𝑖𝑖 − 1

2
1

𝑞𝑞𝑞2 ∑𝑖,𝑗 𝑞𝑖𝑊𝑖𝑗𝑞𝑗

. (3.13)



3.1 The inclusive decay rate 49

By combining these two, we obtain a relation for 𝑊5 using (3.10)

𝑊5 = 1
2

1
𝑞𝑞𝑞2 ∑

𝑖
𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖) − 𝑞2

0
𝑞𝑞𝑞2 [3

2
1
𝑞𝑞𝑞2 ∑

𝑖,𝑗
𝑞𝑖𝑊𝑖𝑗𝑞𝑗 − 1

2
∑

𝑖
𝑊𝑖𝑖] , (3.14)

as well as 𝑊2 from (3.5)

𝑊2 = 𝑊00 − 𝑞0
𝑞𝑞𝑞2 ∑

𝑖
𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖) + 𝑊1 − 𝑞2

0𝑊4 , (3.15)

where we further replace 𝑊1 and 𝑊4 with their corresponding expression from (3.13) to obtain a
full expression in term of the hadronic tensor 𝑊𝜇𝜈. In summary, here we list all relations between
the structure functions and the hadronic tensor

𝑊1 = 1
2

∑
𝑖,𝑗

[𝛿𝑖𝑗 −
𝑞𝑖𝑞𝑗

𝑞𝑞𝑞2 ] 𝑊𝑖𝑗 , (3.16)

𝑊2 = 𝑊00 − 𝑞0
𝑞𝑞𝑞2 ∑

𝑖
𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖) + 𝑞2

0
(𝑞𝑞𝑞2)2 ∑

𝑖,𝑗
𝑞𝑖𝑊𝑖𝑗𝑞𝑗

+ 1
2

(1 − 𝑞2
0

𝑞𝑞𝑞2 ) ∑
𝑖,𝑗

[𝛿𝑖𝑗 −
𝑞𝑖𝑞𝑗

𝑞𝑞𝑞2 ] 𝑊𝑖𝑗

, (3.17)

𝑊4 = 1
(𝑞𝑞𝑞2)2 ∑

𝑖,𝑗
𝑞𝑖𝑊𝑖𝑗𝑞𝑗 − 1

2
1

(𝑞𝑞𝑞2)2 ∑
𝑖,𝑗

[𝛿𝑖𝑗 −
𝑞𝑖𝑞𝑗

𝑞𝑞𝑞2 ] 𝑊𝑖𝑗 , (3.18)

𝑊5 = 1
2

1
𝑞𝑞𝑞2 ∑

𝑖
𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖) − 𝑞0

(𝑞𝑞𝑞2)2 ∑
𝑖,𝑗

𝑞𝑖𝑊𝑖𝑗𝑞𝑗 + 1
2

𝑞0
(𝑞𝑞𝑞2)2 ∑

𝑖,𝑗
[𝛿𝑖𝑗 −

𝑞𝑖𝑞𝑗

𝑞𝑞𝑞2 ] 𝑊𝑖𝑗 . (3.19)

Going back to the differential decay rate, (3.1), we perform the integration over the lepton energy
𝐸𝑙,0 = 𝑝𝑙,0 in the massless lepton limit, i.e. 𝑚𝑙 ≃ 0. Additionally, we can also rewrite the integrals
over 𝑞2 and 𝑞0 in terms of 𝑞𝑞𝑞2 = 𝑞2

0 − 𝑞2 and 𝜔 = 𝑀𝐷𝑠
− 𝑞0, i.e. the three-momentum and energy of

the final hadronic state 𝑋𝑐, where the Jacobian of this transformation is 1, to obtain an expression
for the decay rate

𝛤
𝑑𝑞𝑞𝑞2𝑑𝜔

= 𝐺2
𝐹|𝑉𝑐𝑠|2

24𝜋3
√𝑞𝑞𝑞2 [(𝑞2

0 − 𝑞𝑞𝑞2)𝑊1 + 1
3

𝑞𝑞𝑞2𝑊2] . (3.20)
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By inserting (3.16) and (3.17) we arrive at

𝛤
𝑑𝑞𝑞𝑞2𝑑𝜔

= 𝐺2
𝐹|𝑉𝑐𝑠|2

24𝜋3
√𝑞𝑞𝑞2 [𝑞𝑞𝑞2 {𝑊00 − ∑

𝑖
𝑊𝑖𝑖} + ∑

𝑖,𝑗
𝑞𝑖𝑊𝑖𝑗𝑞𝑗

− 𝑞0 ∑
𝑖

𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖)

+𝑞2
0 ∑

𝑖
𝑊𝑖𝑖] .

(3.21)

In the following steps, we now define the key quantities used in this work. First, let us introduce a
convenient notation for the differential decay rate

𝛤
𝑑𝑞𝑞𝑞2𝑑𝜔

= 𝐺2
𝐹|𝑉𝑐𝑠|2

24𝜋3
√𝑞𝑞𝑞2𝑋(𝑞𝑞𝑞2, 𝜔) , (3.22)

where the definition of 𝑋(𝑞𝑞𝑞2, 𝜔) is given by comparison with (3.1)

𝑋(𝑞𝑞𝑞2, 𝜔) = 3
√𝑞𝑞𝑞2

∫
𝐸max

ℓ

𝐸min
ℓ

𝑑𝐸ℓ𝐿𝜇𝜈𝑊 𝜇𝜈 . (3.23)

In the scope of this work we integrate over the whole energy region of the lepton energy allowed by
the kinematics, i.e. we integrate from 𝐸min

ℓ to 𝐸max
ℓ . A change to the limits of integrations, e.g.

for the purpose of obtaining a better comparison with experimental results, can be implemented
trivially and does not change the analysis strategy discussed going forward. We can also obtain a
different representation for 𝑋(𝑞𝑞𝑞2, 𝜔) by subdividing it the following way

𝑋(𝑞𝑞𝑞2, 𝜔) = 𝑋(0)(𝑞𝑞𝑞2, 𝜔) + 𝑋(1)(𝑞𝑞𝑞2, 𝜔) + 𝑋(2)(𝑞𝑞𝑞2, 𝜔) , (3.24)

where the superscript controls the power contribution in 𝑞0 = 𝑀𝐷𝑠
− 𝜔, i.e.

𝑋(0)(𝑞𝑞𝑞2, 𝜔) = 𝑞𝑞𝑞2 (𝑊00 − ∑
𝑖

𝑊𝑖𝑖) + ∑
𝑖,𝑗

𝑞𝑖𝑊𝑖𝑗𝑞𝑗 , (3.25)

𝑋(1)(𝑞𝑞𝑞2, 𝜔) = −𝑞0 ∑
𝑖

𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖) , (3.26)

𝑋(2)(𝑞𝑞𝑞2, 𝜔) = 𝑞2
0 ∑

𝑖
𝑊𝑖𝑖 . (3.27)

We finally obtain the total decay rate by integrating over 𝜔 and 𝑞𝑞𝑞2

𝛤 = 𝐺2
𝐹|𝑉𝑐𝑠|2

24𝜋3 ∫
𝑞𝑞𝑞2

max

0
𝑑𝑞𝑞𝑞2√𝑞𝑞𝑞2�̄�(𝑞𝑞𝑞2) . (3.28)
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Here, the enclosed expression for the energy integral 𝜔 is given by

�̄�(𝑞𝑞𝑞2) =
2

∑
𝑙=0

�̄�(𝑙)(𝑞𝑞𝑞2) , �̄�(𝑙)(𝑞𝑞𝑞2) ≡ ∫
𝜔max

𝜔min

𝑑𝜔𝑋(𝑙)(𝑞𝑞𝑞2, 𝜔) , (3.29)

where we use the definitions

𝑋(0)(𝑞𝑞𝑞2, 𝜔) = 𝑞𝑞𝑞2𝑊00 + ∑
𝑖

(𝑞2
𝑖 − 𝑞𝑞𝑞2)𝑊𝑖𝑖 + ∑

𝑖≠𝑗
𝑞𝑖𝑊𝑖𝑗𝑞𝑗 ,

𝑋(1)(𝑞𝑞𝑞2, 𝜔) = −𝑞0 ∑
𝑖

𝑞𝑖 (𝑊0𝑖 + 𝑊𝑖0) ,

𝑋(2)(𝑞𝑞𝑞2, 𝜔) = 𝑞2
0 ∑

𝑖
𝑊𝑖𝑖 .

(3.30)

The integral limits are 𝑞𝑞𝑞2
max = (𝑀2

𝐷𝑠
− 𝑀2

𝜂 )2/(4𝑀2
𝐷𝑆

), 𝜔min = √𝑀2
𝜂 + 𝑞𝑞𝑞2 and 𝜔max = 𝑀𝐷𝑠

− √𝑞𝑞𝑞2,
by imposing four-momentum conservation as well as fixing the lightest final state of this inclusive
decay to the 𝜂-meson.

These equations present the central focus of this work, since they allow us to express the
total decay rate through an integral over the energy 𝜔 of the hadronic final state, as well as the
corresponding three-momentum 𝑞𝑞𝑞2, where all information is collected in the functions 𝑋(𝑙). These
functions themselves can be expressed through a linear combination of components of the hadronic
tensor and some kinematical factors. This representation will prove useful in Ch. 4, when we
address the lattice calculations of these quantities. Finally, let us address a way to expose the 𝑉 − 𝐴
nature of the charged current in 𝑋(𝑙). We start from the decomposition of the hadronic tensor
𝑊 𝜇𝜈 = 𝑊 𝜇𝜈

𝑉 𝑉 + 𝑊 𝜇𝜈
𝐴𝐴 + 𝑊 𝜇𝜈

𝑉 𝐴 + 𝑊 𝜇𝜈
𝐴𝑉. This allows us to rewrite 𝑋(𝑙) in a similar fashion

𝑋(𝑙) = 𝑋(𝑙)
𝑉 𝑉 + 𝑋(𝑙)

𝐴𝐴 + 𝑋(𝑙)
𝑉 𝐴 + 𝑋(𝑙)

𝐴𝑉 (3.31)

where 𝑉 and 𝐴 denote vector and axial-vector currents, respectively. The decomposition for �̄�(𝑙)

follows in a similar way. This decomposition will come in handy when discussion the ground-state
limit in sec. 3.1.2

3.1.1 Decomposition into longitudinal and transverse components

To extract additional information in the studies of inclusive decays, it proves useful to decompose
𝑋(𝑞𝑞𝑞2, 𝜔) into different contributions, i.e. its longitudinal and transverse components. This decompo-
sition provides the possibility to isolate specific physical channels, e.g. the ground state limit which
we will consider in the following section 3.1.2 but can also be used for comparison to predictions
obtained from different approaches, such as OPE results [42]. To achieve this, we consider a basis in
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three-dimensional space created by 𝑒∥, 𝑒1 and 𝑒2, defined by

𝑒∥ = 𝑞𝑞𝑞
√𝑞𝑞𝑞2

, 𝑒𝑖𝑒∥ = 0 , 𝑒𝑖𝑒𝑗 = 𝛿𝑖𝑗 , 𝑖 = {1, 2} . (3.32)

These basis vectors enable us to construct the longitudinal (∥) and transverse (⟂) projectors

𝛱𝑖𝑗
∥ =

𝑞𝑖𝑞𝑗

𝑞𝑞𝑞2 , 𝛱𝑖𝑗
⟂ =

2
∑
𝑎=1

𝑒𝑖
𝑎𝑒𝑗

𝑎 = 𝛿𝑖𝑗 −
𝑞𝑖𝑞𝑗

𝑞𝑞𝑞2 , 𝛿𝑖𝑗 = 𝛱𝑖𝑗
∥ + 𝛱𝑖𝑗

⟂ . (3.33)

Using these projectors 𝑋(𝑞𝑞𝑞2, 𝜔) defined throughout (3.24) - (3.27) is given by

𝑋(𝑞𝑞𝑞2, 𝜔) = 𝑞𝑞𝑞2𝑊00 − 𝑞0 ∑
𝑖

𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖) + (𝑞2
0 − 𝑞𝑞𝑞2) ∑

𝑖,𝑗
𝛿𝑖𝑗𝑊𝑖𝑗 + 𝑞𝑞𝑞2 ∑

𝑖,𝑗

𝑞𝑖𝑊𝑖𝑗𝑞𝑗

𝑞𝑞𝑞2

= 𝑞𝑞𝑞2𝑊00 − 𝑞0 ∑
𝑖

𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖) + (𝑞2
0 − 𝑞𝑞𝑞2) ∑

𝑖,𝑗
𝛱𝑖𝑗

∥ 𝑊𝑖𝑗 + 𝑞𝑞𝑞2 ∑
𝑖,𝑗

𝛱𝑖𝑗
∥ 𝑊𝑖𝑗

+ (𝑞2
0 − 𝑞𝑞𝑞2) ∑

𝑖,𝑗
𝛱𝑖𝑗

⟂ 𝑊𝑖𝑗 .

(3.34)

We can now single out the longitudinal and transverse projectors, so that 𝑋(𝑞𝑞𝑞2, 𝜔) can be written
in terms of longitudinal and transverse contributions, 𝑋∥(𝑞𝑞𝑞2, 𝜔) and 𝑋⟂(𝑞𝑞𝑞2, 𝜔), as 𝑋(𝑞𝑞𝑞2, 𝜔) =
𝑋∥(𝑞𝑞𝑞2, 𝜔) + 𝑋⟂(𝑞𝑞𝑞2, 𝜔). The corresponding contributions read

𝑋∥(𝑞𝑞𝑞2, 𝜔) = 𝑞𝑞𝑞2𝑊00 − 𝑞0 ∑
𝑖

𝑞𝑖(𝑊𝑖0 + 𝑊0𝑖) + 𝑞2
0

𝑞𝑞𝑞2 ∑
𝑖,𝑗

𝑞𝑖𝑊𝑖𝑗𝑞𝑗 , (3.35)

𝑋⟂(𝑞𝑞𝑞2, 𝜔) = (𝑞2
0 − 𝑞𝑞𝑞2) ∑

𝑖,𝑗
[𝛿𝑖𝑗 −

𝑞𝑖𝑞𝑗

𝑞𝑞𝑞2 ] 𝑊𝑖𝑗

= (1 − 𝑞2
0

𝑞𝑞𝑞2 ) [∑
𝑖

(𝑞2
𝑖 − 𝑞𝑞𝑞2)𝑊𝑖𝑖 + ∑

𝑖≠𝑗
𝑞𝑖𝑊𝑖𝑗𝑞𝑗] .

(3.36)

These can once again be expressed in terms of the structure functions,

𝑋∥(𝑞𝑞𝑞2, 𝜔) = 𝑞2𝑊1 + 𝑞𝑞𝑞2𝑊2 , (3.37)

𝑋⟂(𝑞𝑞𝑞2, 𝜔) = 2𝑞2𝑊1 . (3.38)

We now obtain the expressions for the decomposition of 𝑋(𝑞𝑞𝑞2, 𝜔) into longitudinal and transverse
components with respect to the three-momentum 𝑞𝑞𝑞2. The following section presents a practical
application of this decomposition.
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3.1.2 The ground-state contribution

Following the results obtained in the previous section, we now consider a practical application of
the decomposition into longitudinal and transversal components, i.e. we consider the ground-state
contribution, which is expected to give the major contribution to the inclusive rate. To this end, we
consider a hypothetical case in which we only consider the contribution of the lowest lying energy
state towards the inclusive rate, i.e.

𝑊 𝜇𝜈 → 𝛿(𝜔 − 𝐻GS) 1
4𝐸𝐷𝑠

𝐸𝐻GS

⟨𝐷𝑠(𝑝𝑝𝑝𝐷𝑠
)|𝐽†

𝜇|𝐻GS(𝑝𝑝𝑝𝐻GS
)⟩ ⟨𝐻GS(𝑝𝑝𝑝𝐻GS

)|𝐽𝜈|𝐷𝑠(𝑝𝑝𝑝𝐷𝑠
)⟩ , (3.39)

where 𝐽𝜇 = 𝑉𝜇, 𝐴𝜇 is either the vector- or axial-vector current, respectively and 𝐻GS is the hadronic
ground state for the corresponding current. This limit enables a reconstruction of the inclusive decay
rate by employing lattice calculations performed for the exclusive decay form factors. The results
obtained in this limit can be used as a consistency check on the setup employed for the inclusive
decays. For the corresponding matrix elements, their parametrization in the HQET is given as

⟨𝜂(𝑣′)|𝑉 𝜇|𝐷𝑠(𝑣)⟩
√𝑚𝐷𝑠

𝑚𝜂
= ℎ+(𝜔)(𝑣 + 𝑣′)𝜇 + ℎ−(𝑣 − 𝑣′)𝜇 , (3.40)

⟨𝜙(𝑣′)|𝑉 𝜇|𝐷𝑠(𝑣)⟩
√𝑚𝐷𝑠

𝑚𝜙
= ℎ𝑉(𝜔)𝜖𝜇𝜈𝜆𝜎𝑣𝜇𝑣′

𝜆𝜀∗
𝜎 , (3.41)

⟨𝜙(𝑣′)|𝐴𝜇|𝐷𝑠(𝑣)⟩
√𝑚𝐷𝑠

𝑚𝜙
= 𝑖ℎ𝐴1

(𝜔)(1 + 𝜔)𝜀∗𝜇 − 𝑖 [ℎ𝐴2
(𝜔)𝑣𝜇 + ℎ𝐴3

(𝜔)𝑣′𝜇] (𝜀∗ ⋅ 𝑣) , (3.42)

where the kinematics is parametrized using four-velocities 𝑣 = 𝑝/𝑚𝐷𝑠
and 𝑣′ = 𝑝′/𝑚𝜂,𝜙. Further,

ℎ𝑖(𝜔) with 𝑖 = +, −, 𝑉 , 𝐴1, 𝐴2, 𝐴3 denote the form factors in HQET, 𝜂 and 𝜙 denote the ground
state meson for the corresponding channel and 𝜀∗ denotes the polarization vector of the 𝜙 meson.

Assuming the momentum 𝑞𝑞𝑞 in 𝑧-direction, i.e. 𝑞𝑞𝑞 = (0, 0, 𝑞𝑧), we specifically define longitudinal
and transverse components as 𝑝∥ = 𝑝𝑧 and 𝑝⟂ = 𝑝𝑥 = 𝑝𝑦. Similarly, we define all non-vanishing
components of the hadronic tensor in the definitions (3.25) - (3.27) as 𝑊⟂ = (𝑊11 + 𝑊22)/2,
𝑊∥ = 𝑊33 and 𝑊0∥,∥0 = 𝑊03,30 and write

𝑋(0)(𝑞𝑞𝑞2, 𝜔) = 𝑞𝑞𝑞2 (𝑊00 − 2𝑊⟂) , (3.43)

𝑋(1)(𝑞𝑞𝑞2, 𝜔) = −𝑞0𝑞∥(𝑊∥0 + 𝑊0∥) , (3.44)

𝑋(2)(𝑞𝑞𝑞2, 𝜔) = 𝑞2
0(𝑊∥ − 2𝑊⟂) . (3.45)
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The longitudinal and transverse contributions (3.37) and (3.38) read

𝑋∥(𝑞𝑞𝑞2, 𝜔) = 𝑞𝑞𝑞2𝑊00 − 𝑞0𝑞∥(𝑊∥0 + 𝑊0∥) + 𝑞2
0𝑊∥ , (3.46)

𝑋⟂(𝑞𝑞𝑞2, 𝜔) = 2(𝑞2
0 − 𝑞𝑞𝑞2)𝑊⟂ . (3.47)

Combining this with the decomposition (3.31) and inserting the definitions (3.40) - (3.42) into
(3.39), we obtain expressions for the longitudinal and transverse components for the vector (𝑉 𝑉) or
axial-vector (𝐴𝐴) insertions in the hadronic tensor

�̄�𝑉 𝑉
∥ = 𝑞𝑞𝑞2

4𝑚𝜂𝑚𝐷𝑠

[ℎ+(𝑤)(𝑚𝐷𝑠
+ 𝑚𝜂) − ℎ−(𝑤)(𝑚𝐷𝑠

− 𝑚𝜂)]
2

, (3.48)

�̄�𝑉 𝑉
⟂ = 𝑞𝑞𝑞2

2𝑚𝜙𝐸𝜙
[(𝑚𝐷𝑠

− 𝑚𝜙)2 − 2𝑚𝐷𝑠
(𝐸𝜙 − 𝑚𝜙)] ℎ𝑉(𝑤)2 , (3.49)

�̄�𝐴𝐴
∥ = 1

4𝑚𝜙𝐸𝜙
[(𝑚𝐷𝑠

− 𝐸𝜙)(1 + 𝑤)ℎ𝐴1
(𝑤)

+𝑞𝑞𝑞2 (ℎ𝐴1
(𝑤)(1 + 𝑤) − ℎ𝐴2

(𝑤) −
𝑚𝐷𝑠

𝑚𝜙
ℎ𝐴3

(𝑤))]
2

,
(3.50)

�̄�𝐴𝐴
⟂ = [(𝑚𝐷𝑠

− 𝑚𝜙)2 − 2𝑚𝐷𝑠
(𝐸𝜙 − 𝑚𝜙)] (1 + 𝑤)2

2𝑤
ℎ𝐴1

(𝑤)2 . (3.51)

For �̄�𝑉 𝑉
∥ we can simplify this expression to

�̄�𝑉 𝑉
∥ =

𝑚𝐷𝑠

𝐸𝜂
𝑞𝑞𝑞2|𝑓+(𝑞𝑞𝑞2)|2 , (3.52)

where we switched the HQET definition of the form factors with the more conventional definition
𝑓+(𝑞𝑞𝑞2) defined through

⟨𝜂(𝑝′)|𝑉 𝜇|𝐷𝑠(𝑝)⟩ = 𝑓+(𝑞2)(𝑝 + 𝑝′)𝜇 + 𝑓−(𝑞2)(𝑝 − 𝑝′)𝜇 , (3.53)

and related to the HQET definition through the relation

ℎ±(𝜔) = 1
2√𝑚𝐷𝑠

𝑚𝜂
[(𝑚𝐷𝑠

± 𝑚𝜂)𝑓+(𝑞2) + (𝑚𝐷𝑠
∓ 𝑚𝜂)𝑓−(𝑞2)] . (3.54)

With these expression we are now in a position to calculate the ground state contributions for the
different types of current insertions depending on their projection into longitudinal and transversal
components with respect to the three-momentum 𝑞𝑞𝑞2. The accuracy of these ground state estimates
obviously depend on the precision and availability of the corresponding form factors which can be
extracted from, e.g. lattice simulations of the corresponding exclusive modes. We will show some
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comparisons between the inclusive and exclusive determination in chapter 4.

3.2 Inclusive decays on an Euclidean space-time lattice

Following the discussion on the continuum version of the inclusive decay rate and the introduction
of the expression we try to approximate, i.e. the energy integral over hadronic final states �̄�(𝜔), the
next step is to focus on the computation strategy of the inclusive decays on the lattice. This section
follows [29, 42, 93, 98]. Towards this end, the key quantity that we consider is the hadronic tensor
(3.3)

𝑊 𝜇𝜈(𝑞) = 1
𝑀𝐷𝑠

∫ 𝑑4𝑥𝑒𝑖𝑞𝑥 ⟨𝐷𝑠|𝐽𝜇†(𝑥)𝐽𝜈(0)|𝐷𝑠⟩ . (3.55)

On the lattice, as a counterpart to (3.55), we consider the time dependence of the Euclidean
four-point function

𝐶𝑆𝐽𝐽𝑆
𝜇𝜈 (𝑞𝑞𝑞, 𝑡snk, 𝑡2, 𝑡1, 𝑡src)

𝑡2≥𝑡1= ⟨𝒪𝑆
𝐷𝑠

(𝑥snk) ̃𝐽†
𝜇(𝑞𝑞𝑞, 𝑡2) ̃𝐽𝜈(𝑞𝑞𝑞, 𝑡1)𝒪𝑆†

𝐷𝑠
(𝑥src)⟩ , (3.56)

where 𝒪𝑆
𝐷𝑠

defines an interpolating operator possessing the quantum numbers of the 𝐷𝑠 meson
and ̃𝐽𝜈(𝑞𝑞𝑞, 𝑡) = ∑𝑥𝑥𝑥 exp (𝑖𝑞𝑞𝑞𝑥𝑥𝑥) 𝐽𝜈(𝑥𝑥𝑥, 𝑡) is a discrete Fourier transform, projecting the currents onto
three-momentum. This setup creates a 𝐷𝑠 meson that carries zero momentum at source point 𝑥src

which is annihilated at sink point 𝑥snk. The corresponding quark flow diagram is shown in Fig. 3.2
and can be understood in the following way. The propagator of the 𝑐 quark from position 𝑥1 to 𝑥src,
𝐺𝑐(𝑥src, 𝑥1), is represented by the black line. The green line, 𝛴𝑠𝑐𝑠(𝑥1, 𝑥src), defines a sequential
propagator, propagating the 𝑠 quark from 𝑥src to 𝑥snk, the 𝑐 quark from 𝑥snk to 𝑥2 and finally the 𝑠
quark from 𝑥2 to 𝑥1.

Let us now turn towards an deeper understanding of the correlation between the matrix element
(3.55) and the four-point function (3.56). To this end, let us start by first defining the window
in which an extraction of (3.55) is possible. The conditions we have to satisfy are 𝑡snk − 𝑡2 ≫ 0,
𝑡1 − 𝑡src ≫ 0 and 𝑡2 > 𝑡1. This is to ensure that the excited states of the 𝐷𝑠 meson have dumped
sufficiently. To enlarge the applicable window we consider operator smearing, i.e. we increase the
overlap of the operator 𝒪𝑆

𝐷𝑠
with the ground state 𝐷𝑠 meson. This is specified by the superscripts 𝑆

and 𝐿, denoting smeared and unsmeared operators, respectively. More details on the smearing will
be given in Ch. 4.

Within the valid window for the ground-state saturation, the four-point function is expected to
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𝑥src 𝑥snk

𝐽𝜈(𝑡1) 𝐽𝜇†(𝑡2)
𝑥1 𝑥2

𝐺𝑐(𝑥𝑠𝑟𝑐, 𝑥1)

𝑠

𝑠

𝛴𝑠𝑐𝑠(𝑥1, 𝑥𝑠𝑟𝑐)

𝑐 𝑐

Figure 3.2: Schematic representation of the diagram for the four-point correlator. The contraction
depicted here are based on two propagators. First, we have 𝐺𝑐(𝑥src, 𝑥1) depicted by the black line,
which propagates the 𝑐 quark from 𝑥1 to 𝑥src. Secondly, we have ∑𝑠𝑐𝑠(𝑥1, 𝑥src) depicted by the
blue line, is a sequential propagator used to propagate the 𝑠 quark from 𝑥src to 𝑥snk, the 𝑐 quark
from 𝑥snk to 𝑥2 and the 𝑠 quark from 𝑥2 to 𝑥1.

take the form

𝐶𝑆𝐽𝐽𝑆
𝜇𝜈 (𝑞𝑞𝑞, 𝑡snk, 𝑡2, 𝑡1, 𝑡snk) = 1

4𝑀2
𝐷𝑠

⟨0|𝒪𝑆
𝐷𝑠

|𝐷𝑠⟩ ⟨𝐷𝑠| ̃𝐽†
𝜇(𝑞𝑞𝑞, 𝑡2) ̃𝐽𝜈(𝑞𝑞𝑞, 𝑡1)|𝐷𝑠⟩ ⟨𝐷𝑠|𝒪𝑆†

𝐷𝑠
|0⟩ . (3.57)

It is already possible to identify the forward-scattering matrix element (3.55) in (3.57). But a proper
extraction requires us to cancel the smeared 𝐷𝑠 wave function factors ⟨0|𝒪𝑆

𝐷𝑠
|𝐷𝑠⟩ and ⟨𝐷𝑠|𝒪𝑆†

𝐷𝑠
|0⟩.

We achieve this by constructing suitable ratios with zero momentum two-point functions of the 𝐷𝑠

meson

𝐶𝑆𝑆(𝑡2, 𝑡1) = ∑
𝑥1,𝑥2

⟨𝒪𝑆
𝐷𝑠

(𝑥2)𝒪𝑆†
𝐷𝑠

(𝑥1)⟩ (3.58)

𝑡2−𝑡1≫0
= 1

2𝑀𝐷𝑠

⟨0|𝒪𝑆
𝐷𝑠

|𝐷𝑠⟩ ⟨𝐷𝑠|𝒪𝑆†
𝐷𝑠

|0⟩ 𝑒−(𝑡2−𝑡1)𝑀𝐷𝑠 . (3.59)

We define a ratio

𝐶𝑆𝐽𝐽𝑆
𝜇𝜈 (𝑞𝑞𝑞, 𝑡snk, 𝑡2, 𝑡1, 𝑡snk)

𝐶𝑆𝑆(𝑡snk, 𝑡2)𝐶𝑆𝑆(𝑡1, 𝑡src)
→

1
2𝑀𝐷𝑠

⟨𝐷𝑠| ̃𝐽†
𝜇(𝑞𝑞𝑞, 𝑡2) ̃𝐽𝜈(𝑞𝑞𝑞, 𝑡1)|𝐷𝑠⟩

1
2𝑀𝐷𝑠

∣⟨0|𝒪𝑆
𝐷𝑠

|𝐷𝑠⟩∣
2 , (3.60)

where the additional factor 1
2𝑀2

𝐷𝑠
∣⟨0|𝒪𝑆

𝐷𝑠
|𝐷𝑠⟩∣

2
appearing in the denominator on the r.h.s. of (3.60)

can be evaluated from time-dependent fits to the 𝐶𝑆𝐿 and 𝐶𝐿𝑆 two-point functions. It is also
possible to define different ratios, such as, e.g., employing a combination of 𝐶𝑆𝐿 and 𝐶𝐿𝑆, as was



3.2 Inclusive decays on an Euclidean space-time lattice 57

done in [93]. We then employ time invariance 𝑡 = 𝑡2 − 𝑡1 to obtain

𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑡) = 1
2𝑀𝐷𝑠

⟨𝐷𝑠| ̃𝐽†
𝜇(𝑞𝑞𝑞, 0)𝑒−�̂�𝑡 ̃𝐽𝜈(𝑞𝑞𝑞, 0)|𝐷𝑠⟩ . (3.61)

We are now able to relate this quantity to the hadronic tensor (3.55) through a Laplace transform

𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑡) = ∫
∞

0
𝑑𝜔 1

2𝑀𝐷𝑠

⟨𝐷𝑠| ̃𝐽†
𝜇(𝑞𝑞𝑞, 0)𝛿(�̂� − 𝜔) ̃𝐽𝜈(𝑞𝑞𝑞, 0)|𝐷𝑠⟩ 𝑒−𝜔𝑡

= ∫
∞

0
𝑑𝜔𝑊𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝑒−𝜔𝑡 .

(3.62)

Here, we have

𝑊𝜇𝜈 = 1
2𝑀𝐷𝑠

∑
𝑋𝑠

𝛿(𝜔 − 𝐸𝑋𝑠
) ⟨𝐷𝑠| ̃𝐽†

𝜇(𝑞𝑞𝑞, 0)|𝑋𝑠⟩ ⟨𝑋𝑠| ̃𝐽𝜈(𝑞𝑞𝑞, 0)|𝐷𝑠⟩ , (3.63)

which corresponds to the spectral representation of 𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑡). The lattice determination of 𝐶𝜇𝜈 is
enabled through the definition (3.60), i.e. a combination of two- and four-point correlation functions
with a finite and discrete set of Euclidean time 𝑡.

As mentioned in the introduction of this chapter, the extraction of hadronic spectral densities
from hadronic correlators is an ill-posed problem, commonly referred to as the inverse problem, and
the extraction of the hadronic tensor through inversion of the integral defined in (3.62) falls under
the same category, i.e. the reconstruction of 𝐶𝜇𝜈 is trivial if 𝑊𝜇𝜈 is known, while the other way
around is not straightforward at all.

Luckily, we are not required to calculate the hadronic tensor itself in order to compute the inclusive
decay rate (3.28), but instead only require integrals �̄�(𝑙)(𝑞𝑞𝑞2) defined through Eqs. (3.28)-(3.30), in
which the hadronic tensor is smeared with the leptonic tensor integrated over the lepton energy.

In a more general sense, the energy integral �̄�(𝑙)(𝑞𝑞𝑞2) can be written as

�̄�(𝑙)(𝑞𝑞𝑞2) = ∫
𝜔max

𝜔min

𝑑𝜔𝑊 𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝑘(𝑙)
𝜇𝜈(𝑞𝑞𝑞, 𝜔) , (3.64)

where 𝑘(𝑙)
𝜇𝜈(𝑞𝑞𝑞, 𝜔) is an analytically known function depending only on the three-momentum 𝑞𝑞𝑞 and

the energy 𝜔. We manipulate the integral by shifting the limits of integration as 𝜔min → 𝜔0, with
𝜔0 ≤ 𝜔min and 𝜔max → ∞, introducing a step function 𝜃(𝜔max − 𝜔) to cut off all contributions above
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𝜔max:

�̄�(𝑙)(𝑞𝑞𝑞2) = ∫
∞

𝜔0

𝑑𝜔𝑊 𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝑘(𝑙)
𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝜃(𝜔max − 𝜔)

= ∫
∞

𝜔0

𝑑𝜔𝑊 𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝐾(𝑙)
𝜇𝜈(𝑞𝑞𝑞, 𝜔) ,

(3.65)

where in the second step we defined 𝐾(𝑙)
𝜇𝜈(𝑞𝑞𝑞, 𝜔) = 𝑘(𝑙)

𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝜃(𝜔max − 𝜔). We will refer to it as the
kernel function. The lower limit 𝜔0 can be chosen freely in the range 0 ≤ 𝜔0 ≤ 𝜔min, because there
is no state below the lowest lying energy state 𝜔min. In the case of 𝐷𝑠 → 𝑋𝑠ℓ𝜈ℓ, this corresponds to
𝜔min = √𝑀2

𝜂 + 𝑞𝑞𝑞2. In Ch. 4, this freedom of 𝜔0 will be exploited further.

The next topic of interest is the determination of �̄�(𝑙) using the lattice data for 𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑡) defined
in (3.61). We replace the sharp cut of the step function 𝜃(𝜔max − 𝜔) by a smooth one in the form of
a sigmoid function

𝜃𝜎(𝑥) = 1
1 + 𝑒−𝑥/𝜎 , (3.66)

where the degree of smoothing is controlled by the smearing parameter 𝜎. The 𝜎 → 0 limit is
needed to restore the physical decay rate, but the smearing is useful to gain a better control and
understanding of the systematic effects involved in the computation strategy of the decay rate. In
Sec. 3.4.1, we will discuss a method which allows us to estimate the corrections due to the 𝜎 → 0
extrapolation. We now expand the kernel 𝐾(𝑙)

𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔) in polynomials of exp(−𝑎𝜔) (for simplicity,
we will set 𝑎 = 1) up to some order 𝑁, following [29]

𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔) ≃ 𝑐(𝑙)

𝜇𝜈,0(𝑞𝑞𝑞; 𝜎) + 𝑐(𝑙)
𝜇𝜈,1(𝑞𝑞𝑞; 𝜎)𝑒−𝜔 + ⋯ + 𝑐(𝑙)

𝜇𝜈,𝑁(𝑞𝑞𝑞; 𝜎)𝑒−𝑁𝜔 . (3.67)

Our target quantity �̄�(𝑙)(𝑞𝑞𝑞2) can then be calculated following

�̄�(𝑙)
𝜎 = ∫

∞

𝜔0

𝑑𝜔𝑊 𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝑒−2𝜔𝑡0𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔, 𝑡0)

≃ 𝑐(𝑙)
𝜇𝜈,0 ∫

∞

𝜔0

𝑑𝜔𝑊 𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝑒−2𝜔𝑡0 + 𝑐(𝑙)
𝜇𝜈,1 ∫

∞

𝜔0

𝑑𝜔𝑊 𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝑒−2𝜔𝑡0𝑒−𝜔 + ⋯

+ 𝑐(𝑙)
𝜇𝜈,𝑁 ∫

∞

𝜔0

𝑑𝜔𝑊 𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝑒−2𝜔𝑡0𝑒−𝑁𝜔 ,

(3.68)

where we introduce an additional dependence on the smearing parameter 𝜎. We have furthermore
introduced the factor 𝑒−2𝜔𝑡0 in the first line of (3.68), which we compensate in the kernel function
𝐾(𝑙)

𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔; 𝑡0) = 𝑒2𝜔𝑡0𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔). The purpose of this term is to avoid the contact term of 𝑡1 = 𝑡2

appearing in (3.56), since this element receives contribution from the opposite time ordering
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corresponding to unphysical ̄𝑐𝑠𝑠 ̄𝑐 final states. Further details on the discussion of suitable choices of
𝑡0 will follow in Ch. 4 together with a discussion on the actual analysis strategy of the lattice data.
By comparing (3.62) and (3.68) we can write

�̄�(𝑙)
𝜎 (𝑞𝑞𝑞2) =

𝑁
∑
𝑘=0

𝑐(𝑙)
𝜇𝜈,𝑘𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑘 + 2𝑡0) . (3.69)

This expression finally gives a relation between 𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑡), which is a quantity calculated on the lattice,
and �̄�(𝑙)

𝜎 (𝑞𝑞𝑞2) appearing in the total decay rate. (3.69) has to be understood as an approximation
due to the truncation at a finite order 𝑁. Furthermore, with this new setup, the order 𝑁 of the
polynomial approximation is equal to the Euclidean time separation between the inserted currents
in the four-point function (3.56). For any given value of 𝜎, the only remaining task towards a
determination of the decay rate is to perform the phase-space or 𝑞𝑞𝑞2 integration in Eq. (3.28).

Let us close this section by listing the explicit expression for the kernels 𝐾(𝑙)
𝜎,𝜇𝜈, where the

kinematical factors can be extracted through comparison with the relations given in (3.30)

𝐾(0)
𝜎,00(𝑞𝑞𝑞, 𝜔; 𝑡0) = 𝑒2𝜔𝑡0𝑞𝑞𝑞2𝜃𝜎(𝜔max − 𝜔) , (3.70)

𝐾(0)
𝜎,𝑖𝑖(𝑞𝑞𝑞, 𝜔; 𝑡0) = 𝑒2𝜔𝑡0(𝑞2

𝑖 − 𝑞𝑞𝑞2)𝜃𝜎(𝜔max − 𝜔) , (3.71)

𝐾(0)
𝜎,𝑖𝑗(𝑞𝑞𝑞, 𝜔; 𝑡0)

𝑖≠𝑗
= 𝑒2𝜔𝑡0𝑞𝑖𝑞𝑗𝜃𝜎(𝜔max − 𝜔) , (3.72)

𝐾(1)
𝜎,0𝑖(𝑞𝑞𝑞, 𝜔; 𝑡0) = 𝐾(1)

𝜎,0𝑖 = −𝑒2𝜔𝑡0𝑞𝑖𝑞0𝜃𝜎(𝜔max − 𝜔) , (3.73)

𝐾(2)
𝜎,𝑖𝑖(𝑞𝑞𝑞, 𝜔; 𝑡0) = 𝑒2𝜔𝑡0𝑞2

0𝜃𝜎(𝜔max − 𝜔) . (3.74)

The logintudinal and transverse projections defined in Sec. 3.1.2 of 𝑞𝑞𝑞2 ≠ 0 are then given by

𝐾∥
𝜎,00(𝑞𝑞𝑞, 𝜔; 𝑡0) = 𝑒2𝜔𝑡0𝑞𝑞𝑞2𝜃𝜎(𝜔max − 𝜔) , (3.75)

𝐾∥
𝜎,0𝑖(𝑞𝑞𝑞, 𝜔; 𝑡0) = −𝑒2𝜔𝑡0𝑞0𝑞𝑖𝜃𝜎(𝜔max − 𝜔) , (3.76)

𝐾∥
𝜎,𝑖𝑗(𝑞𝑞𝑞, 𝜔; 𝑡0) = 𝑒2𝜔𝑡0

𝑞2
0

𝑞𝑞𝑞2 𝜃𝜎(𝜔max − 𝜔) , (3.77)

and

𝐾⟂
𝜎,𝑖𝑖(𝑞𝑞𝑞, 𝜔; 𝑡0) = 𝑒2𝜔𝑡0(𝑞2

𝑖 − 𝑞𝑞𝑞2)𝜃𝜎(𝜔max − 𝜔) , (3.78)

𝐾⟂
𝜎,𝑖𝑗(𝑞𝑞𝑞, 𝜔; 𝑡0)

𝑖≠𝑗
= 𝑒2𝜔𝑡0𝑞𝑖𝑞𝑗 (1 − 𝑞2

0
𝑞𝑞𝑞2 ) 𝜃𝜎(𝜔max − 𝜔) , (3.79)

respectively. All other combinations of indices not shown above vanish.
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3.3 Lattice data analysis strategy

Following the discussion of the previous section, we have now developed a method that reduces
the problem on the calculation of inclusive decay rate to the one that requires finding a suitable
polynomial approximation for the kernel function 𝐾(𝑙)

𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔; 𝑡0). In the literature, there are two
proposed methods to determine the expansion coefficients 𝑐(𝑙)

𝜇𝜈,𝑘 through the ratio of lattice data
defined in (3.60), namely the Backus-Gilbert method [42, 99–101] and the Chebyshev polynomial
approach [29, 102, 103]. This work will employ the latter of these two, and we refer the interested
reader to the aforementioned references for the Backus-Gilbert method.

Turning towards the analysis, there are two major obstacles that we have to deal with, i.e.
statistical noise from the lattice data and systematic errors, e.g. those induced due to the finite
order 𝑁 in the polynomial approximation or finite-volume corrections. The topic on how to estimate
the aforementioned two sources of systematic errors will be discussed in the following section. Since
this work only employs lattice data generated at a single lattice spacing and volume, a discussion on
discretization effects will not be addressed in this work, although they are expected to be well under
control for the charm sector.

Before turning to the discussion on the polynomial approximation strategy let us picture
our current situation. Naively, it should be possible to compute �̄�(𝑙)

𝜎 (𝑞𝑞𝑞2), as given in (3.69),
straightforwardly from lattice data for 𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑡). Since the kernel 𝐾(𝑙)

𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔) is an analytically
known object, it should be possible to determine the coefficients 𝑐(𝑙)

𝜇𝜈,𝑘 appearing in the power series
of the kernel through, e.g. a linear regression, enabling a reconstruction of �̄�(𝑙)

𝜎 (𝑞𝑞𝑞2) through lattice
data for 𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑡). The only limiting factor in such a scenario should be the order 𝑁 of the expansion,
since this number directly correspond to the number of available time slices in the window where
𝐶𝜇𝜈(𝑞𝑞𝑞, 𝑡) can be extracted. Unfortunately, this naive scenario is rendered invalid by the fact that
the signal-to-noise ratio deteriorates exponentially for increasing time separation in Euclidean time
𝑡, meaning that the extraction of a meaningful signal becomes difficult. This necessitates some
kind of regulator controlling the trade-off between statistical noise and systematic error due to the
truncation in the expansion. This is achieved by the previously mentioned Backus-Gilbert method
and the Chebyshev polynomials.

Finally, let us close this introduction by introducing the following notation

�̄�(𝑙)
𝜎 (𝑞𝑞𝑞2) = ∫

∞

𝜔0

𝑑𝜔𝑊 𝜇𝜈(𝑞𝑞𝑞, 𝜔)𝑒−2𝜔𝑡0𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔; 𝑡0)

= 1
2𝑀𝐷𝑠

∫
∞

𝜔0

𝑑𝜔𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔; 𝑡0) ⟨𝐷𝑠| ̃𝐽𝜇†(𝑞𝑞𝑞, 0)𝑒−𝜔𝑡0𝛿(�̂� − 𝜔)𝑒−𝜔𝑡0 ̃𝐽𝜈(𝑞𝑞𝑞, 0)|𝐷𝑠⟩

= ⟨𝜓𝜇(𝑞𝑞𝑞)|𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, �̂�; 𝑡0)|𝜓𝜈(𝑞𝑞𝑞)⟩ ,

(3.80)

making use of (3.63) and introducing the definition |𝜓𝜈(𝑞𝑞𝑞)⟩ = 𝑒−�̂�𝑡0 ̃𝐽𝜈(𝑞𝑞𝑞,0) |𝐷𝑠⟩ /√2𝑀𝐷𝑠
. In (3.80)
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the kernel has been promoted to an operator, 𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, �̂�; 𝑡0).

3.3.1 Chebyshev polynomial approximation

We now focus on the details of the Chebyshev polynomials. Chebyshev polynomials 𝑇𝑘(𝑥) with
𝑥 = exp(−𝜔) are a class of polynomials defined for −1 ≤ 𝑥 ≤ 1 and provide an optimal approximation
of functions under the 𝐿∞-norm. We refer to app. A for a discussion on properties of the Chebyshev
polynomials useful for this work. For the application considered in this work, we define shifted
Chebyshev polynomials ̃𝑇𝑘(𝑥) defined in the interval 𝜔0 ≤ 𝜔 ≤ ∞. The shifted Chebyshev
polynomials are related to the standard definition through ̃𝑇𝑘(𝑥) = 𝑇𝑘(ℎ(𝑥)), where ℎ(𝑥) = 𝐴𝑥 + 𝐵
is a mapping function ℎ ∶ [𝜔0, ∞) → [−1, 1]. While a more detailed discussion on the coefficients 𝐴
and 𝐵 can be found in app. A, here we shall only give their dependence on the choice of 𝜔0

𝐴 = −2𝑒𝜔0 and 𝐵 = 1 . (3.81)

With this, we can expand the kernel function defined in the previous section as

𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, �̂�; 𝑡0) = 1

2
̃𝑐(𝑙)
𝜇𝜈,0

̃𝑇0(𝑥) +
𝑁

∑
𝑘=1

̃𝑐(𝑙)
𝜇𝜈,𝑘

̃𝑇𝑘(𝑥) , (3.82)

up to order 𝑁. By definition, we have ̃𝑇0(𝑥) = 1 and the 𝑘-th term is given by

̃𝑇𝑘(𝑥) =
𝑘

∑
𝑗=0

̃𝑡(𝑘)
𝑗 𝑥𝑗 , (3.83)

where we refer to (A.4) in the appendix for the detailed definitions of the coefficients ̃𝑡(𝑘)
𝑗 . By

employing the orthogonality properties of the Chebyshev polynomials, the coefficients ̃𝑐(𝑙)
𝜇𝜈,𝑘 are

given by projections as shown in (A.6)

̃𝑐(𝑙)
𝜇𝜈,𝑘 = ∫

∞

𝜔0

𝑑𝜔𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔; 𝑡0) ̃𝑇𝑘(𝑒−𝜔)𝛺ℎ(𝜔) . (3.84)

The definition of the weight function 𝛺ℎ(𝜔) depends on the choice of the map ℎ and is given in App.
A. Following this definition, the expectation value of the kernel operator can be written as

⟨𝜓𝜇|𝐾(𝑙)
𝜎,𝜇𝜈(𝑞𝑞𝑞, �̂�; 𝑡0)|𝜓𝜈⟩ = 1

2
̃𝑐(𝑙)
𝜇𝜈,0 ⟨𝜓𝜇| ̃𝑇0(�̂�)|𝜓𝜈⟩ +

𝑁
∑
𝑘=1

̃𝑐(𝑙)
𝜇𝜈,𝑘 ⟨𝜓𝜇| ̃𝑇𝑘(�̂�)|𝜓𝜈⟩ . (3.85)

Furthermore, the shifted Chebyshev polynomials are bounded | ̃𝑇𝑘| ≤ 1 by definition, as can be
seen through condition (A.9). This property will become an important ingredient in the data analysis,



62 Chapter 3. Inclusive Decays on the Lattice

and more details can be found in the discussions in Ch. 4. To actually employ this property, we
normalize the terms ⟨𝜓𝜇| ̃𝑇𝑘(�̂�)|𝜓𝜈⟩ by ⟨𝜓𝜇|𝜓𝜈⟩ = 𝐶𝜇𝜈(2𝑡0) and introduce the short-hand notation

⟨𝐾(𝑙)
𝜎 ⟩𝜇𝜈 ≡ ⟨𝜓𝜇|𝐾(𝑙)

𝜎,𝜇𝜈(𝑞𝑞𝑞, 𝜔; 𝑡0)|𝜓𝜈⟩
⟨𝜓𝜇|𝜓𝜈⟩

, ⟨ ̃𝑇𝑘⟩𝜇𝜈 ≡ ⟨𝜓𝜇| ̃𝑇𝑘(�̂�)|𝜓𝜈⟩
⟨𝜓𝜇|𝜓𝜈⟩

, (3.86)

so that (3.85) can be rewritten as

⟨𝐾(𝑙)
𝜎 ⟩𝜇𝜈 = 1

2
̃𝑐(𝑙)
𝜇𝜈,0 ⟨ ̃𝑇0⟩𝜇𝜈 +

𝑁
∑
𝑘=1

̃𝑐(𝑙)
𝜇𝜈,𝑘 ⟨ ̃𝑇𝑘⟩𝜇𝜈 . (3.87)

No summation over 𝜇, 𝜈 is assumed. The terms ⟨ ̃𝑇𝑘⟩𝜇𝜈 are referred to as Chebyshev matrix elements,

which satisfy the condition | ⟨ ̃𝑇𝑘⟩𝜇𝜈 | ≤ 1. Moreover, the expression for �̄�(𝑙)
𝜎 (𝑞𝑞𝑞2) can be given in

terms of the Chebyshev expansion

�̄�(𝑙)
𝜎 (𝑞𝑞𝑞2) = ∑

{𝜇,𝜈}
⟨𝜓𝜇|𝜓𝜈⟩ ⟨𝐾(𝑙)

𝜎 ⟩𝜇𝜈 . (3.88)

The explicit relation for each value of 𝑙 then read

�̄�(0)
𝜎 (𝑞𝑞𝑞2) = 𝐶00(2𝑡0) ⟨𝐾(0)

𝜎 ⟩00 + ∑
𝑖

𝐶𝑖𝑖(2𝑡0) ⟨𝐾(0)
𝜎 ⟩𝑖𝑖 + ∑

𝑖≠𝑗
𝐶𝑖𝑗(2𝑡0) ⟨𝐾(0)

𝜎 ⟩𝑖𝑗 , (3.89)

�̄�(1)
𝜎 (𝑞𝑞𝑞2) = ∑

𝑖
(𝐶0𝑖(2𝑡0) ⟨𝐾(1)

𝜎 ⟩0𝑖 + 𝐶𝑖0(2𝑡0) ⟨𝐾(1)
𝜎 ⟩𝑖0) , (3.90)

�̄�(2)
𝜎 (𝑞𝑞𝑞2) = ∑

𝑖
𝐶𝑖𝑖(2𝑡0) ⟨𝐾(2)

𝜎 ⟩𝑖𝑖 . (3.91)

It is possible to directly relate the lattice data to the Chebyshev matrix elements through the
relation

⟨𝜓𝜇|𝑒−�̂�𝑡|𝜓𝜈⟩
⟨𝜓𝜇|𝜓𝜈⟩

=
𝐶𝜇𝜈(𝑡 + 2𝑡0)

𝐶𝜇𝜈(2𝑡0)
≡ ̄𝐶𝜇𝜈(𝑡) . (3.92)

We can then formulate a direct relation between the correlator ̄𝐶𝜇𝜈(𝑡) and the Chebyshev matrix
elements ⟨ ̃𝑇𝑘⟩𝜇𝜈 by employing the properties of the shifted Chebyshev polynomials highlighted in
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App. A.2

⟨ ̃𝑇𝑘⟩𝜇𝜈 = ⟨𝜓𝜇| ̃𝑇𝑘(�̂�)|𝜓𝜈⟩
⟨𝜓𝜇|𝜓𝜈⟩

= ∑
𝑋𝑠

⟨𝜓𝜇| ̃𝑇𝑘(�̂�)|𝑋𝑠⟩ ⟨𝑋𝑠|𝜓𝜈⟩
⟨𝜓𝜇|𝜓𝜈⟩

= ∑
𝑋𝑠

𝑘
∑
𝑗=0

̃𝑡(𝑘)
𝑗 𝑒−𝑗𝐸𝑋𝑠

⟨𝜓𝜇|𝑋𝑠⟩ ⟨𝑋𝑠|𝜓𝜈⟩
⟨𝜓𝜇|𝜓𝜈⟩

=
𝑘

∑
𝑗=0

̃𝑡(𝑘)
𝑗

̄𝐶𝜇𝜈(𝑗) .

(3.93)

Here, we have inserted 𝟙 = ∑𝑋𝑠
|𝑋𝑠⟩ ⟨𝑋𝑠| and the ̃𝑡(𝑘)

𝑗 are defined in (A.16).

Combining everything, the full expression of the kernel in terms of the Chebyshev expansion
reads

⟨𝐾(𝑙)
𝜎 ⟩𝜇𝜈 = 1

2
̃𝑐(𝑙)
𝜇𝜈,0 ⟨ ̃𝑇0⟩𝜇𝜈 +

𝑁
∑
𝑘=1

̃𝑐(𝑙)
𝜇𝜈,𝑘 ⟨ ̃𝑇𝑘⟩𝜇𝜈

=
𝑁

∑
𝑘=0

̄𝐶𝜇𝜈(𝑘)
𝑁

∑
𝑗=𝑘

̃𝑐(𝑙)
𝜇𝜈,𝑗 (1 − 1

2
𝛿0𝑗) ̃𝑡(𝑗)

𝑘 ,
(3.94)

where the expressions for the coefficients ̃𝑐(𝑙)
𝜇𝜈,𝑗 and ̃𝑡(𝑗)

𝑘 are known and can be evaluated analytically.
Finally, let us present a short-handed notation

⟨𝐾(𝑙)
𝜎 ⟩𝜇𝜈 =

𝑁
∑
𝑘=0

̄𝑐(𝑙)
𝜇𝜈,𝑘

̄𝐶𝜇𝜈(𝑘) , (3.95)

where we have combined the coefficient following the definition

̄𝑐(𝑙)
𝜇𝜈,𝑘 ≡

𝑁
∑
𝑗=𝑘

̃𝑐(𝑙)
𝜇𝜈,𝑗 ̃𝑡(𝑗)

𝑘 (1 − 1
2

𝛿0𝑗) . (3.96)

Let us close this section with some remarks. Although the coefficients ̄𝑐(𝑙)
𝜇𝜈,𝑘 can be obtained through

solving the corresponding analytical expression, the lattice computation of ̄𝐶𝜇𝜈(𝑘) relies on Monte-
Carlo simulations. This means that ̄𝐶𝜇𝜈(𝑘) is associated with an statistical error, which, in return,
means that solving the linear system in (3.93) might result in violations of the bound | ⟨ ̃𝑇𝑘⟩𝜇𝜈 | ≤ 1.
One viable option to avoid this problem during a Bayesian analysis of the correlator data is to
introduce the bound through priors during the fitting procedure. One possibility to impose this
constraint is to employ a Gaussian prior on some internal parameters ⟨ ̃𝜏⟩𝜇𝜈 ∼ 𝒩(0, 1), which is then

mapped into a flat prior in the interval [−1, 1] using 𝑓(𝑥) = erf(𝑥/
√

2), so that ⟨ ̃𝑇𝑘⟩𝜇𝜈 = 𝑓 (⟨ ̃𝜏⟩𝜇𝜈).
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3.4 Systematic errors in the inclusive decays

In this section we discuss the systematic errors associated with the inclusive analysis strategy. We
analyze the systematic errors introduced by the approximation [104] and the error due to finite
volume effects. The former is a combination of two effects: first, the smoothing of the kernel function
requires the 𝜎 → 0 limit and secondly, the truncation of the Chebyshev approximation at polynomial
order 𝑁 requires the 𝑁 → ∞ limit. We address this in sec. 3.4.1.

The error due to finite volume effects is a general problem for any calculations performed on
the lattice. A famous example on these can be estimated is given by the Lellouch-Lüscher formula
[105, 106] relating the finite-volume calculation of 𝐾 → 2𝜋 matrix elements to their infinite-volume
counterpart. Conventionally, the finite volume is estimated by extrapolating the results from the
same calculation for different choices of finite volumes. We address the topic on how an estimate
can be obtained if sufficient data is not available. While the reconstruction of spectral densities
in inclusive decays has been addressed in [107], we develop a modeling strategy to estimate finite
volume corrections under some assumptions. We discuss our motivations and methodology in sec.
3.4.2.

3.4.1 Corrections due to finite polynomial approximation

We discuss the systematic error associated with the Chebyshev approximation and the smearing of
the kernel function which we addressed in [104]. The two relevant limits are the 𝜎 → 0 and 𝑁 → ∞
limits. We consider the kernel function

𝐾(𝑙)
(𝜎)(𝑞𝑞𝑞

2, 𝜔; 𝑡0) = 𝑒2𝜔𝑡0√𝑞𝑞𝑞22−𝑙
(𝑚𝐷𝑠

− 𝜔)𝑙𝜃(𝜎)(𝑚𝐷𝑠
− √𝑞𝑞𝑞2 − 𝜔) . (3.97)

In the following we drop the dependence on 𝑞𝑞𝑞2 and 𝑡0 for simplicity and ignore the term √𝑞𝑞𝑞22−𝑙

since it is a simple pre-factor, i.e. we consider �̄�(𝜔) defined through

𝐾(𝑙)
(𝜎)(𝜔) = √𝑞𝑞𝑞22−𝑙

�̄�(𝑙)
(𝜎)(𝜔) . (3.98)

We further consider two cases on how the upper limit of the integration is implemented, i.e. a step
function 𝜃(𝑥) or a sigmoid function 𝜃𝜎(𝑥) with smearing 𝜎. We refer to the kernel with a Heaviside
function as the unsmeared kernel while the kernel with a sigmoid function will be referred to as the
smeared kernel. As in sec. 3.1, the superscript 𝑙 denotes the powers of 𝑞𝑞𝑞2 and 𝑞0 = 𝑚𝐷𝑠

− 𝜔.
In Fig. 3.3 we compare the smeared and unsmeared kernel for 𝑙 = 0, 2. We include the region of

allowed phase space by the gray-shaded area for 𝑞𝑞𝑞2 = 0 GeV2. While we see non-negligible differences
for 𝑙 = 0 between the two choices, the differences for 𝑙 = 2 seem to be negligible. The reason for
this is obvious, while for 𝑙 = 0 the unsmeared kernel possesses a sharp cut, the kinematical limit
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Figure 3.3: Comparison to highlight the differences in the kernel function depending on the choice
of the heaviside or sigmoid function. The heaviside function in both plots is represented by the solid
line, while the sigmoid function uses the dashed line.

𝜔max = 𝑚𝐷𝑠
− √𝑞𝑞𝑞2 for 𝑙 = 2 is approached smoothly due to the kinematical factor (𝑚𝐷𝑠

− 𝜔)𝑙.
Therefore, the expected systematic error due to the smearing depends on 𝑙.

Next, we consider the Chebyshev approximation of the smeared kernel which, in terms of the
shifted Chebyshev polynomials, is defined as

�̄�(𝑙)
(𝜎)(𝜔) ≃ ̃𝑐0

2
+

𝑛
∑
𝑗=1

̃𝑐(𝑙)
𝑗

̃𝑇𝑗(𝑒−𝜔) , (3.99)

where the coefficients ̃𝑐𝑗 can be determined through

̃𝑐(𝑙)
𝑗 = 2

𝜋
∫

𝜋

0
𝑑𝜃�̄�(𝑙)

(𝜎) (− ln (cos 𝜃 − 1
−2

)) cos (𝑗𝜃) . (3.100)

Additional discussions on the Chebyshev approximation can be found in App. A. This section only
considers the case 𝜔0 = 0, i.e. we employ the map ℎ ∶ [0, ∞) → [−1, 1] so that the shifted Chebyshev
polynomials are defined by

̃𝑇𝑗(𝑥) = 𝑇𝑗(−2𝑥 + 1) , (3.101)

where 𝑥 = 𝑒−𝜔, i.e. 0 ≤ 𝑥 ≤ 1. A comparison between different choices of 𝜔0 will be postponed to
the next chapter.

We approximate the smeared kernel as shown in Fig. 3.4. We compare the approximation for
𝑙 = 0, 2 with 𝜎 = 0.1, 0.01, while keeping the order 𝑁 = 10 of the polynomial. The second row of Fig.
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(a) 𝑙 = 0 and 𝜎 = 0.1.
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(b) 𝑙 = 0 and 𝜎 = 0.01.
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(c) 𝑙 = 2 and 𝜎 = 0.1.
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(d) 𝑙 = 2 and 𝜎 = 0.01.

Figure 3.4: Approximation results for different choices of the smearing where the order of the
polynomial approximation is kept constant at 𝑁 = 10. The two values of the smearing are 0.1
shown on the left hand side and 0.01 shown on the right hand side. The difference between rows is
the choice of 𝑙, which is 𝑙 = 0 for the first row and 𝑙 = 2 for the second row.

3.4, with 𝑙 = 2, shows a mild dependence on the smearing. We thus expect that the dependence on
the polynomial order 𝑁 is also mild, which we confirm. In the first row, 𝑙 = 0, a strong dependence
on the smearing 𝜎 is observed. While 𝑁 = 10 is sufficient to obtain a good approximation for
𝜎 = 0.1, it does not suffice when 𝜎 = 0.01. Depending on the kinematics determined by 𝑙, the
dependence on the polynomial order of the Chebyshev approximation varies.

We now address how to estimate the corrections. Each order of the Chebyshev polynomials
represents a frequency component of the function to be approximated. At the same time, we
interpret the smearing as a sort of width of the kernel function. Therefore, we combine these two
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representations and introduce a relation between the smearing and the polynomial order as

𝜎 = 1
𝛼𝑁

, (3.102)

where 𝛼 is a factor which we equal to one. We now have an expression combining the two limits,
since the 𝑁 → ∞ limit now directly translates to the 𝜎 → 0 limit. Nevertheless, we cannot reach
arbitrarily small 𝜎 (or high 𝑁), since in a practical application, we reconstruct the Chebyshev matrix
elements from lattice data, i.e. we are limited in our polynomial order 𝑁 due to the finite time
slices 𝑡 as well as the statistical error of the correlator discussed for (3.95). We circumvent this
problem by employing the property that the Chebyshev polynomials are bounded, i.e. | ̃𝑇𝑗(𝑥)| ≤ 1.
We introduce a cut-off in the polynomial order 𝑁Cut up to which we can properly reconstruct the
Chebyshev matrix elements and for orders higher than the cut-off we assume a maximum error.
Namely, we assume that the Chebyshev matrix elements are on the end of the bound, i.e. ̃𝑇𝑗 = ±1
for 𝑗 > 𝑁Cut. We add the absolute value of the coefficients ̃𝑐𝑗 onto an error of the approximation.
We hence rewrite the approximation as

�̄�(𝑙)
(𝜎)(𝜔) ≃ ̃𝑐0

2
+

𝑁Cut

∑
𝑗=1

̃𝑐𝑗 ̃𝑇𝑗(𝑒−𝜔) +
𝑁

∑
𝑘=

𝑁Cut+1

| ̃𝑐𝑘| , (3.103)

where the last term only contributes to the error. This error estimate depends only on the coefficients
̃𝑐𝑘. We consider the behavior of these coefficients, analytically known from (3.100). Additionally, for

a fixed 𝑙, the only free parameter in the calculation of the coefficients is the smearing of the kernel
function, i.e. for a fixed choice of the smearing we can calculate the coefficients up to any order.
Figs. 3.5 and 3.6 show the coefficients for the same set-up as above, i.e. 𝑙 = 0, 2 and 𝜎 = 0.1, 0.01,
as a function of the polynomial order 𝑗, with 𝑗 spanning from 0 to 20. Fig. 3.5 shows how the
coefficients oscillate as a function of 𝑗, while Fig. 3.6 shows the absolute values of the coefficients on
a logarithmic scale in order to visualize the exponential drop of their magnitude.

With the currently available lattice data, the polynomial order is limited to 𝑁 = 10, with more
details given in ch. 4. Figs. 3.5 and 3.6 then indicate that the kernel function with 𝑙 = 2 does not
receive major corrections when going to small 𝜎 (or consequently large 𝑁), since the coefficients of
𝑗 ∼ 10 have already dropped off by ∼ 3 order of magnitude when compared to 𝑗 = 0 and higher
order continue to rapidly fall off. The kernel with 𝑙 = 0 on the other hand will receive non-negligible
corrections for 𝑗 > 10. For 𝜎 = 0.01, Fig. 3.5 shows that the coefficients still oscillate for higher
orders and Fig. 3.6 shows that their magnitude has decreased only by ∼ 1 order of magnitude even
at the highest order of 𝑗 = 20 shown in the plot, confirming that the quality of the approximation
depends on the choice 𝑙. These conclusions are found for 𝑞𝑞𝑞2 = 0 GeV2, while lager corrections
are expected for higher values of 𝑞𝑞𝑞2. For these values, the allowed phase space region becomes
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(b) 𝑙 = 0 and 𝜎 = 0.01.
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(c) 𝑙 = 2 and 𝜎 = 0.1.
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(d) 𝑙 = 2 and 𝜎 = 0.01.

Figure 3.5: Coefficients in the Chebyshev approximation of the kernel for different choices of 𝑙 and 𝜎
as a function of the polynomial order 𝑁. The different rows show the different choices of 𝑙, while the
columns different values of the smearing.

narrower, meaning that smaller values of the smearing, or consequently higher polynomial order 𝑁,
are required, resulting in larger corrections when taking the limits.

In summary, we introduced a method to combine the required limits to estimate the systematic
error due to the approximation. We verified that the expected corrections depend on the kinematical
factors in the kernel function controlled by the parameter 𝑙. In addition, we have shown indications
that higher values of the momentum transfer 𝑞𝑞𝑞2 will result in larger corrections, as a consequence of
the reduced phase space and will show more details in the discussion of the kernel function in ch. 4.
Finally, while the method discussed above is mathematically solid, it may give a too conservative
estimate and the the real error is expected to be in between the errors indicated by our analysis,
which we show in ch. 4.
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(b) 𝑙 = 0 and 𝜎 = 0.01.
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(c) 𝑙 = 2 and 𝜎 = 0.1.
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(d) 𝑙 = 2 and 𝜎 = 0.01.

Figure 3.6: Absolute values of the coefficients in the Chebyshev approximation of the kernel on a
logarithmic scale. The different rows show the different choices of 𝑙, while the columns different
values of the smearing.

3.4.2 Corrections due to finite volume effects

In this section we discuss the finite-volume effects. As discussed in sec. 3.2, specifically Eq. (3.62),
the reconstruction of spectral densities from correlators 𝐶𝜇𝜈(𝑡) with a finite set of discrete time slices
𝑡 poses an ill-posed inverse problem. Even if the inverse problem could be solved for a correlator
in finite-volume, 𝐶𝑉 ,𝜇𝜈(𝑡) and hence the corresponding spectral density, 𝜌𝑉(𝜔) is obtained, it still
qualitatively differs from the infinite volume counterpart 𝜌(𝜔). While the infinite volume spectral
density 𝜌(𝜔) is a smooth function, 𝜌𝑉(𝜔) is given by a sum of 𝛿-functions corresponding to allowed
states in a finite-volume. Fig. 3.7 visualizes the situation for two-body states in a finite-volume. By
introducing the smearing 𝜎 discussed in sec. 3.2 this problem can be avoided, since by increasing the
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(b) 𝜌𝑉(𝜔)

Figure 3.7: Sketch of the infinite-volume spectral density 𝜌(𝜔) (left) and the finite-volume 𝜌𝑉(𝜔) for
a specific volume 𝑉 (right). The height of 𝜌𝑉(𝜔) corresponds to the multiplicity of the states for
each energy 𝜔.

smearing width 𝜎, the inverse problem is made arbitrarily mild and the smeared spectral density
𝜌𝜎,𝑉 approaches its infinite volume counterpart smoothly. The inclusive decay rate is then recovered
by taking the ordered double limit of 𝑉 → ∞ and vanishing smearing width.

Since the allowed states are controlled by the boundary condition, finite volume effects for the
spectral density can be sizeable for multi-hadron states. For instance, the energy spectrum of
two-body states receive corrections of 𝒪(1/𝐿3). While for the smeared spectral density this would
be reduced significantly, its size and scaling in the 𝑉 → ∞ limit may be non-trivial. We therefore
introduce a model to investigate the volume dependence. In ch. 4, we verify that the model gives a
good description of the finite volume data, and use it for an estimate of the finite volume effects.

Among various multi-hadron states, our model considers the two-body final states, specifically
𝐾�̄� final states, which are expected to give the dominant contribution. The derivation of the
spectral density is based on the vacuum-polarization function at one-loop level shown in Fig. 3.8.
We consider the imaginary part

Im ℳDiagram = 𝜋 ∫ 𝑑3𝑞𝑞𝑞
(2𝜋)3 ∫ 𝑑𝑞0𝛿 ((𝑝 + 𝑞)2 − 𝑚2

𝐾) 𝜃(𝑝0 + 𝑞0)𝛿(𝑞2 − 𝑚2
𝐾)𝜃(−𝑞0) . (3.104)

Assuming the rest frame in which 𝑝 = (𝑝0, 0, 0, 0), we perform the 𝑞0 integration to arrive at

𝜌(𝑝0) = 𝜋 ∫ 𝑑3𝑞𝑞𝑞
(2𝜋)3

1
(2𝜖𝑞𝑞𝑞)2 𝛿(𝑝0 − 2𝜖𝑞𝑞𝑞) , (3.105)
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Figure 3.8: Feynman diagram representing the vacuum production of the two-body final state
assumption used to derive the spectral density.

where we introduce the short-hand notation 𝜖2
𝑞𝑞𝑞 = 𝑞𝑞𝑞2 + 𝑚2

𝐾. Within this free particle model, the
infinite volume spatial integral in (3.105) is written as

𝜌(𝜔) = 1
2𝜋

∫
∞

0
𝑑𝑞 𝑞2

4(𝑞2 + 𝑚2
𝐾)

𝛿(𝜔 − 2√𝑞2 + 𝑚2
𝐾) . (3.106)

This expression corresponds to the vacuum production of a 𝐾�̄� state through an operator 𝒪, which
is assumed as either the scalar density (𝐽 = 0) or the vector current (𝐽 = 1). It models the two-body
decay of the 𝐷𝑠 meson assuming that the wave function of the 𝐷𝑠 meson only results in negligible
effects, which we incorporate through the introduction of a form factor in ch. 4. Performing the
final integration, we arrive at an expression for the spectral density in the infinite volume which we
write as

𝜌(𝜔) = 1
16𝜋

√1 −
4𝑚2

𝐾
𝜔2 , (3.107)

reproducing the well-known formula that has been derived, e.g. in [108]. The finite volume
representation of the spectral density from (3.105) is straightforward by replacing the integral with
a sum 1/𝑉 ∑𝑞𝑞𝑞, i.e.

𝜌𝑉(𝜔) = 𝜋
𝑉

∑
𝑞𝑞𝑞

1
4(𝑞𝑞𝑞2 + 𝑚2

𝐾)
𝛿 (𝜔 − 2√𝑞𝑞𝑞2 + 𝑚2

𝐾) . (3.108)

The possible values of 𝑞𝑞𝑞2 for a fixed volume 𝑉 are given by 𝑞𝑞𝑞 = 2𝜋/𝐿𝑙𝑙𝑙, where 𝐿 is the spatial extent
of the lattice and 𝑙𝑙𝑙 = (𝑙1, 𝑙2, 𝑙3) is a vector where 𝑙𝑖 can take any integer in 𝐿/2 < 𝑙𝑖 ≤ 𝐿/2. The
spectral density shown above corresponds to the scalar case (𝐽 = 0). We follow a similar calculation
for the vector current (𝐽 = 1) where additional details on the calculation can be found in [108] and
arrive at the following expressions for the spectrum in the infinite volume

𝜌(𝜔) = 1
64𝜋

𝜔2 (1 − 4𝑚2
𝐾

𝜔2 )
3/2

, (3.109)
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whereas the finite volume expression is given by

𝜌𝑉(𝜔) = 𝜋
𝑉

∑
𝑞𝑞𝑞

𝑞𝑞𝑞2

4(𝑞𝑞𝑞2 + 𝑚2
𝐾)

𝛿 (𝜔 − 2√𝑞𝑞𝑞2 + 𝑚2
𝐾) . (3.110)

In the following, we consider the reconstruction of the infinite volume limit for

�̄�(𝑙)(𝜔th) = ∫
𝜔th

0
𝑑𝜔𝜌(𝑉 )(𝜔) × 𝐾(𝑙)(𝜔) , (3.111)

which corresponds to the definition of the �̄�(𝑙) given in (3.25) - (3.27) as a convolution between the
kernel function and the spectral density. In the integral above we have introduced a dependence of
�̄�(𝑙) on a variable 𝜔th. Let us take a look at the kernel defined in (3.98)

�̄�(𝑙)
(𝜎)(𝜔) = 𝑒2𝜔𝑡0(𝑚𝐷𝑠

− 𝜔)𝑙𝜃(𝜎)(𝑚𝐷𝑠
− √𝑞𝑞𝑞2 − 𝜔) . (3.112)

Here, the upper limit of integration is fixed through the term 𝜃(𝑚𝐷𝑠
− √𝑞𝑞𝑞2 − 𝜔) for the physical

semileptonic decay process. But, in theory we are free to choose a general threshold away from
the physical one. We employ this freedom in order to study to which degree our model is able to
describe the lattice data. We define this general threshold as 𝜔th and the physical threshold as
𝜔Phys

th = 𝑚𝐷𝑠
− √𝑞𝑞𝑞2, and modify the kernel function

�̄�(𝑙)
(𝜎)(𝜔, 𝜔th) = 𝑒2𝜔𝑡0 (𝑚𝐷𝑠

−
𝜔Phys

th
𝜔th

𝜔)
𝑙

𝜃(𝜎)(𝜔th − 𝜔) . (3.113)

The term 𝜔Phys
th /𝜔th is introduced to ensure the kernel is always positive. In Fig. 3.9 we show

�̄�(𝑙)(𝜔th) for two choices of the finite volume 𝑉 = 483 and 2563, in addition to the infinite volume
limit. We show the scalar case (𝐽 = 0) in the first row and the vector case (𝐽 = 1) in the second
row. We show both choices of 𝑙 = 0 (left) and 𝑙 = 2 (right). We observe that the scaling on the
volume depends on the contribution of 𝑙 in the kernel function. The kernel with 𝑙 = 0 shows a strong
volume dependence as a function of 𝜔th. Due to the sharp drop in the kernel function, the discrete
nature of the spectral density for the volume of 𝑉 = 483 results in a step function-like behavior.
By increasing the volume, the step sizes become smaller and we obtain a near reproduction of the
infinite volume limit for 𝑉 = 2563. In the case of 𝑙 = 2, the kernel function smoothly approaches
zero when approaching the threshold value resulting in a mild volume dependence and a good
reproduction already at 𝑉 = 483.

Next, we address how the model can be combined with the lattice data, since the pre-factors
appearing in the finite volume spectral densities defined in (3.108) and (3.110) do not correspond to
actual physical values. We rewrite our finite volume notation to fit our upcoming purposes. We
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Figure 3.9: Infinite volume limit (solid line) using the finite volume expressions for the spectral
densities defined for 𝐽 = 0 (first row) and 𝐽 = 1 (second row) as a function of the threshold
energy 𝜔th. We show 𝑙 = 0 (first column) and 𝑙 = 2 (second row). The choices of the finite volume
correspond to 𝑉 = 483 (dashed line) and 𝑉 = 2563 (dash-dotted line) lattices.

present the arguments and calculations only for the vector case of the spectral density, and only
show the final result for the scalar case, which follows the same logic. Let us first rewrite the finite
volume version of the spectral density as

𝜌(𝜔) = 𝜋
𝑉

(𝐿/2)2

∑
𝑛=0

(2𝜋
𝐿

)
2 𝑛𝜂𝑛

4 [( 2𝜋
𝐿 )2 𝑛 + 𝑚2

𝐾]
𝛿 ⎛⎜

⎝
𝜔 − 2√(2𝜋

𝐿
)

2
𝑛 + 𝑚2

𝐾
⎞⎟
⎠

, (3.114)

where we change the index of the sum to run over all possible values of 𝑞𝑞𝑞2. We use the finite
volume definition of 𝑞𝑞𝑞2 = (2𝜋/𝐿)2𝑙𝑙𝑙2, where 𝑙𝑙𝑙 = (𝑙1, 𝑙2, 𝑙3) and −𝐿/2 < 𝑙𝑖 ≤ 𝐿/2. We also define
𝑛 = 𝑙21 + 𝑙22 + 𝑙23, as there are several configurations of 𝑙𝑙𝑙 that give the same 𝑛, e.g. 𝑛 = 1 is fulfilled
by (1, 0, 0), (0, 0, 1), (0, −1, 0) and so on. All of these configurations are equivalent and the total
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number of these configurations is collected in the multiplicity factor 𝜂𝑛. The first several values for
𝜂𝑛 are given by

𝜂𝑛 = {1, 6, 12, 8, 6, 24, ⋯} , 𝑛 = {0, 1, 2, 3, 4, 5, ⋯} . (3.115)

Since it is not possible to determine the contribution of each state by itself we implement a reference
state, i.e. we normalize the pre-factors to the lowest energy state, i.e. 𝑛 = 1. We rewrite the spectral
density as

𝜌(𝜔) = 𝜋
𝑉

(2𝜋
𝐿

)
2 𝜂1

4 [( 2𝜋
𝐿 )2 + 𝑚2

𝐾]
⎡⎢
⎣

𝛿 ⎛⎜
⎝

𝜔 − 2√(2𝜋
𝐿

)
2

+ 𝑚2
𝐾

⎞⎟
⎠

+
(𝐿/2)2

∑
𝑛=2

4 [( 2𝜋
𝐿 )2 + 𝑚2

𝐾]

𝜂1

𝑛𝜂𝑛

4 [𝑛 ( 2𝜋
𝐿 )2 + 𝑚2

𝐾]
𝛿 ⎛⎜

⎝
𝜔 − 2√𝑛 (2𝜋

𝐿
)

2
+ 𝑚2

𝐾
⎞⎟
⎠

⎤
⎥
⎦

= 𝑠(𝑉 ) ⎡⎢
⎣

𝛿 ⎛⎜
⎝

𝜔 − 2√(2𝜋
𝐿

)
2

+ 𝑚2
𝐾

⎞⎟
⎠

+
(𝐿/2)2

∑
𝑛=2

4 [( 2𝜋
𝐿 )2 + 𝑚2

𝐾]

𝜂1

𝑛𝜂𝑛

4 [𝑛 ( 2𝜋
𝐿 )2 + 𝑚2

𝐾]
𝛿 ⎛⎜

⎝
𝜔 − 2√𝑛 (2𝜋

𝐿
)

2
+ 𝑚2

𝐾
⎞⎟
⎠

⎤
⎥
⎦

,

(3.116)

where we introduce the short-hand notation 𝑠(𝑉 ) in the second line which controls the total
contributions. The term in the square-brackets now contains the relative magnitude among excited
states with 𝑛 ≥ 2. The volume dependence of 𝑠(𝑉 ) for any volume 𝑉 ′ is given by

𝑠(𝑉 ′)
𝑠(𝑉 )

= 𝑉
𝑉 ′ ( 𝐿

𝐿′ )
2 ( 2𝜋

𝐿 )2 + 𝑚2
𝐾

( 2𝜋
𝐿′ )2 + 𝑚2

𝐾

= ( 𝐿
𝐿′ )

5 ( 2𝜋
𝐿 )2 + 𝑚2

𝐾

( 2𝜋
𝐿′ )2 + 𝑚2

𝐾

,

(3.117)

where in the second line we have only used 𝑉 = 𝐿3 and 𝑠(𝑉 ) is considered a reference value that
needs to be extracted from a fit to lattice data. In ch. 4, we discuss a fitting procedure used to
extract 𝑠(𝑉 ). For the scalar case, the aforementioned expression (3.117) reads

𝑠(𝑉 ′)
𝑠(𝑉 )

= ( 𝐿
𝐿′ )

5
. (3.118)

We postpone additional details on the construction of the fit and the resulting infinite volume
extrapolation to ch. 4.
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In the next chapter we discuss the analysis using the ideas and techniques developed in this
chapter.
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Chapter 4

Numerical Analysis of Inclusive
Decays on the Lattice

We apply the techniques discussed in the last chapter to analyze the data obtained from lattice
simulations.

This chapter is structured as follows. In section 4.1 we discuss the lattice setup used to generate
the data used in the analysis. Following this we verify the simulation results by checking the two-
and four-point correlators and discuss our choices for the parameters used in the four-point functions
in sec. 4.2. In sec. 4.3 we discuss the approximation of the kernel function using the Chebyshev
approximation, although at this stage the discussion will not include any connection to the data. Sec.
4.3.1 then discusses how the data is used in practice to determine the Chebyshev matrix elements
needed in the analysis and further discusses the limitations in what can be achieved with the current
data set. Following this, in sec. 4.4 we discuss and present the main results, i.e. we determine �̄�(𝑞𝑞𝑞2)
from the lattice data and calculate 𝛤/|𝑉𝑐𝑠|2 to determine the CKM matrix element which is then
compared to experimental results from the BESIII collaboration [109] for the inclusive semielectronic
decay of the 𝐷𝑠 meson. Finally, in secs. 4.4.4 and 4.4.5 we discuss our methods on how we estimate
the systematic errors from the approximation and finite volume effects, respectively, as well as show
applications for a set of examples.

4.1 Numerical Setup

Our study employs gauge ensembles generated by the JLQCD collaboration including 2 + 1 flavors of
dynamical quarks in lattice QCD. Our simulations are performed on a 483 ×96 lattice, corresponding
to a lattice spacing of 𝑎 ≃ 0.055 fm or a lattice cut-off of 𝑎−1 ∼ 3.610(9) GeV. These parameters
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are determined by employing the Yang-Mills gradient flow [110]. To achieve better control over the
discretization errors we employ the tree-level Symanzik improved gauge action and we also apply
stout smearing [111] to the gauge field when coupled to fermions. We further use the Möbius domain-
wall action [76, 83] for both heavy and light quarks. For additional information on the practical
implementation and formulation of the quark action in five dimensions we refer to [83, 90, 112]. The
choice of light quark masses used in this work corresponds to a pion mass of 𝑀𝜋 ≃ 300 MeV. Our
ensemble further satisfies the condition 𝑀𝜋𝐿 > 4, where 𝐿 is the spatial extent of the lattice. This
condition is generally required to reach a sufficient suppression of finite volume effects to a regime
below the percent level for, e.g. meson masses and form factors. Due to the introduction of the finite
fifth dimension 𝐿5, Möbius domain-wall fermions have no exact chiral symmetry. A measure for the
violation of chiral symmetry is the residual quark mass, which for the lattice employed in this work
is below the level of 0.2 MeV and hence significantly smaller than the physical masses of the up and
down quarks. For our simulations, we average over 50 statistically independent gauge configurations.
Furthermore, we perform our measurements for each configuration on 8 evenly distributed choices
of the time source. We induce four different momenta in the four point function defined in (3.56).
Following the definition 𝑞𝑞𝑞 = 2𝜋/𝐿𝑙𝑙𝑙, we choose 𝑙𝑙𝑙 = (0, 0, 0), (0, 0, 1), (0, 1, 1), (1, 1, 1). All correlation
functions analyzed in this work have been simulated using the Grid [113–115] and Hadrons [116]
software packages. For most of the fits shown in this section we have employed lsqfit [117, 118].

4.2 Behavior of two- and four-point correlation functions

In this section we consider the basic outline on how the ratio of the two- and four-point correlation
functions defined in (3.60) is constructed. We discuss how the necessary parameters are extracted
from two-point correlation functions of the 𝐷𝑠 meson. Following this, we discuss how the four-point
correlation functions are constructed based on (3.60).

4.2.1 Two-point correlation function

The two-point correlation functions of the 𝐷𝑠 meson depicted in Fig. 4.1 is needed for the denominator
of (3.60) in the analysis of the four-point correlation functions. We consider all cases of different

𝑥src 𝑥snk

𝑠

𝑐

Figure 4.1: Schematic representation of the valence quarks in the two point correlation function for
the meson interpolators (4.1).
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combinations of the smearing for the zero momentum correlator 𝐶𝐿𝐿
𝐷𝑠

(𝑡, 𝑡src), 𝐶𝐿𝑆
𝐷𝑠

(𝑡, 𝑡src), 𝐶𝑆𝐿
𝐷𝑠

(𝑡, 𝑡src)
and 𝐶𝑆𝑆

𝐷𝑠
(𝑡, 𝑡src), where the superscripts 𝐿 and 𝑆 specify local or smeared operators defined through

𝒪𝑋
𝐷𝑠

(𝑥src) = ̄𝑐𝑋(𝑥src)𝛤src𝑠𝑋(𝑥src) , 𝒪𝑋
𝐷𝑠

(𝑥snk) = ̄𝑐𝑋(𝑥snk)𝛤snk𝑠𝑋(𝑥snk) , (4.1)

where 𝑋 = 𝐿, 𝑆 and 𝛤src = 𝛤snk = 𝛾5. The fit function for the two-point correlator can be written
as

𝐶𝑃(𝑡) = ∑
𝑛

𝑎𝑛,𝑃𝑏∗
𝑛,𝑃 (𝑒−𝐸𝑛,𝑃𝑡 + 𝑒−𝐸𝑛,𝑝(𝑇 −𝑡)) (4.2)

where the subscript 𝑃 , 𝑛 corresponds to the 𝑛-th state of pseudoscalar 𝑃, so that 𝑛 = 0 corresponds
to the ground state and 𝑇 is the extent of the lattice in temporal direction. In case where the
interpolating operators at source and sink are both smeared or local, the amplitudes 𝑎𝑛,𝑃 and 𝑏∗

𝑛,𝑃 are
identical, or different otherwise. To extract the amplitude ⟨0|𝒪𝑆

𝐷𝑠
|𝐷𝑠⟩ appearing in the denominator

of (3.60) we perform a combined fit of all correlators except for the local-local operator combination.
We do so in order to increase the accuracy with which we can determine the ground state energy.
Since we are only interested in the ground state energy we only fit to a single exponential in the fit
prescription shown above. We fit in the range 𝑡 ∈ [20, 28] and arrive at the following results for our
fit

𝑎𝐿
𝐷𝑠

= 6.648(21) × 10−2 , 𝑏𝑆
𝐷𝑠

= 1.1975(31) × 10−5 ,

𝐸𝐷𝑠
= 0.549 86(27) , 𝜒2/dof = 1.2

(4.3)

given in lattice units. This corresponds to a 𝐷𝑠 mass of

𝑀𝐷𝑠
= 1.9845(1) GeV , (4.4)

which is in reasonable agreement with the value given in the PDG 𝑀PDG
𝐷𝑠

= 1968.35(7) MeV. To
verify that our fit produces results which is consistent with the expected 𝐷𝑠 meson mass for our
lattice configuration, we look at the effective mass plot of the two-point correlation function, which
is defined by the following relation

𝐶(𝑡)
𝐶(𝑡 + 1)

=
cosh (𝑚eff (𝑡 − 𝑇

2 ))
cosh (𝑚eff (𝑡 + 1 − 𝑇

2 ))
, (4.5)

and has to be solved for 𝑚eff at each value of 𝑡. A plateau in the effective mass plot corresponds to
a dominance of the ground state energy, i.e. 𝑚eff = 𝐸𝐷𝑠

. In Fig. 4.2 we show the effective mass
determined from the correlator for the combinations of interpolating operators used in the fit, i.e.
𝑆𝐿, 𝐿𝑆 and 𝑆𝑆 as well as the effective mass calculated from our fit results. We observe a good
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Figure 4.2: Effective mass calculated for two-point correlation functions for different combinations
of interpolating operators. We show the effective mass determined for all combinations used in our
fit: 𝑆𝐿 (blue), 𝐿𝑆 (orange) and 𝑆𝑆 (green). We also show the effective mass calculated from our fit
results and they are represented by the dashed and dotted lines, depending on whether the 𝑆𝐿 or
𝐿𝑆 case is considered.

agreement between our fit results and the behavior indicated by the correlator, so that we adapt the
value for the denumerator in (3.60) using 𝑏𝑆

𝐷𝑠
.

4.2.2 Four-point correlation function

We now turn towards the four-point correlation function defined in (3.60), which constitutes the
main tool in the treatment of inclusive processes. In our simulation we use a source-sink separation
of 𝑇 = 𝑡snk − 𝑡src = 42 given in lattice units. In the construction of the lattice data we have the
freedom to either keep 𝑡1 or 𝑡2 constant and vary its corresponding counterpart (see Fig. 3.2). We
simulate both cases and average over them. The choices of 𝑡1 and 𝑡2 have to be made in such a way
that a sufficient ground state saturation has been achieved in the two-point correlation function.
For one case, we keep the current 𝐽†

𝜇 fixed at time slice 𝑡2 = 𝑡src + 26, so that the time dependence
is defined in the range 0 ≤ 𝑡 ≤ 26, where 𝑡 = 𝑡2 − 𝑡1. This choice of time separation requires a
sufficient ground state saturation at 𝑡′ = 𝑡snk − 𝑡2 = 16 which can be confirmed by comparison
with the effective mass plot shown in Fig. 4.2. In case where we keep the current 𝐽𝜈 at time slice
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Figure 4.3: Comparison of the correlator ratio defined in (3.60), where we keep either 𝑡2 (left) or 𝑡1
(right) fixed. Both of them show the same behavior. The final correlator used is the average over
both of these results.

𝑡1 = 𝑡src + 16 fixed, we find the same time dependence 0 ≤ 𝑡 ≤ 26, where this time 𝑡 = 𝑡snk − 𝑡1 − 𝑡2.
The same argument for ground state saturation in the the two-point correlation function holds
where this time 𝑡′ = 𝑡1 − 𝑡src = 16. We show the correlators evaluated for both choices of the
fixed currents in Fig. 4.3 for the specific choice where both currents correspond to the temporal
component of the vector current. Since the currents at hand in this work possess a (𝑉 −𝐴) structure,
we consider all possible combinations of 𝐽𝜈(𝑥1) and 𝐽†

𝜇(𝑥2), namely 𝑉 †
𝜇 𝑉𝜈, 𝑉 †

𝜇 𝐴𝜈, 𝐴†
𝜇𝑉𝜈 and 𝐴†

𝜇𝐴𝜈.
But, since we are working in the limit of massless leptons, i.e. 𝑚ℓ = 0, current combinations of
the type 𝑉 †

𝜇 𝐴𝜈 and 𝐴†
𝜇𝑉𝜈 do not contribute to the total decay rate. Considering (3.6), we see that

this type of current combinations are related to the structure function 𝑊3 through the relation
𝑊 𝐴𝑉

𝑖𝑗 + 𝑊 𝑉 𝐴
𝑖𝑗 = 𝑖𝜖𝑖𝑗0𝑘𝑞𝑘𝑊3 which, in the case of massless leptons, do not contribute due to parity.

In our simulations, the induced momentum 𝑞𝑞𝑞 is carried by the 𝑠 quark shown in Fig. 3.2.

4.3 Polynomial approximation of the kernel function

This section discusses details on the polynomial approximation of the kernel function. As mentioned
in the previous chapter, in this work we focus solely on the approximation through the Chebyshev
polynomials. We refer to [99] for details on the Backus-Gilbert approach and [100, 101] for its
practical application. We analyze the difference in the approximation of the kernel function depending
on the choice of the lower limit 𝜔0. The additional parameter 𝑡0 which appears in the exponential
exp(2𝜔𝑡0), is chosen to be 𝑡0 = 1/2 to minimize the exponential growth of the kernel function and to
maximize the number of available data points in the analysis. In Fig. 4.4 we show the approximation
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of the kernel function 𝐾(𝑙)
𝜇𝜈,𝜎 for 𝑙 = 0, 1, 2. We compare two choices of 𝑞𝑞𝑞2, 𝑞𝑞𝑞2 = 0.22 GeV2 and

𝑞𝑞𝑞2 = 0.67 GeV2, representing the momentum choices of 𝑞𝑞𝑞 = (0, 0, 1) and 𝑞𝑞𝑞 = (1, 1, 1) used in our
simulations. The smearing of the kernel function is 𝜎 = 0.02. The polynomial order used in the
approximation is given by 𝑁 = 10 which coincides with the maximal number of data points available
in our analysis. For our lattice the number of available time slices is 2𝑡0 ≤ 𝑡 < 𝑡2 − 𝑡src, which
translates to 1 ≤ 𝑡 < 26. We further have to satisfy the condition 𝑡 ≪ 𝑡2 − 𝑡src or equivalently
𝑡1 − 𝑡src ≫ 0. By setting 𝑁 = 10 this then corresponds to 𝑡1 − 𝑡src = 16, which reasonably satisfies
the aforementioned constraint. An improvement in the available data sets would enable larger choices
for the polynomial order 𝑁 and hence reduce the differences between the approximation and kernel
function. The kernel functions shown in Fig. 4.4 reaffirm our conclusions in the previous chapter
concerning the challenges in estimating the systematic error originating from the approximation, i.e.
the kernel with 𝑙 = 0 requires the most attention, since it possesses the sharpest drop to zero around
the threshold. Shifting our focus to the quality of the approximation, depending on the choice of
𝜔0, we find that shifting the starting point of the approximation as close as possible to 𝜔min yields
the best results. This is seen by the agreement between the interpolating function and the target
function in the region of the allowed phase space (highlighted by the gray-shaded area) being better
compared to the case of the approximation starting from zero. This becomes more evident in cases
where 𝜔min is moved farther away from zero, i.e. for higher values of 𝑞𝑞𝑞2. This region will hence
result in larger deviations for the values of �̄�(𝑙)(𝑞𝑞𝑞2) depending on the choice of 𝜔0. The choice of
𝜔0 = 0.9𝜔min, i.e. a value slightly below 𝜔min, is to avoid potential statistical fluctuations of the 𝜂
meson mass.

We now have an understanding to what extent we can approximate the kernel function using
the Chebyshev polynomials, although the discussion conducted in this section focuses only on the
strategy with no inclusion of the lattice data. As mentioned in sec. 3.3, once we include lattice data
we see a violation of the bounds of the Chebyshev polynomials | ̃𝑇𝑘(𝑥)| ≤ 1. The following section
focuses on the strategy on how the Chebyshev matrix elements can be determined from lattice data.

4.3.1 Practical application of the Chebyshev polynomial approximation

We now discuss the idea behind the data analysis strategy introduced in sec. 3.3 for the case of the
Chebyshev polynomial approach. We employ a fitting strategy that trades the correlator data with
the fitted Chebyshev matrix elements

̄𝐶𝜇𝜈(𝑡) =
𝑡

∑
𝑗=0

̃𝑎(𝑡)
𝑗 ⟨ ̃𝑇𝑗⟩𝜇𝜈

, (4.6)

where the coefficients ̃𝑎(𝑡)
𝑗 can be determined through the power representation of the Chebyshev

polynomials. We refer to app. A for more details. We follow the same logic as in (3.95) and write
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Figure 4.4: Polynomial approximation of the kernel 𝐾(𝑙)
𝜇𝜈,𝜎 for all values of 𝑙 = 0 (first row), 𝑙 = 1

(second row), 𝑙 = 2 (third row). The column on the left corresponds to the case of 𝑞𝑞𝑞2 = 0.22 GeV2,
while the right colums shows the momentum choice of 𝑞𝑞𝑞2 = 0.67 GeV2. We further show the
kinematically allowed region 𝜔min ≤ 𝜔 ≤ 𝜔max for each 𝑞𝑞𝑞2 represented by the gray shaded area. The
solid line represents the target function of the Chebyshev approximation, i.e. the kernel function,
while the dashed and dash-dotted line represent the approximation depending on the starting point
𝜔0 = 0 and 𝜔0 = 0.9𝜔min, respectively.
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the kernel in terms of the fitted Chebyshev matrix elements

⟨𝐾(𝑙)
𝜎 ⟩ =

̃𝑐(𝑙)
𝜇𝜈,0

2
⟨ ̃𝑇0⟩𝜇𝜈 +

𝑁
∑
𝑘=1

̃𝑐(𝑙)
𝜇𝜈,𝑘 ⟨ ̃𝑇𝑘⟩𝜇𝜈 =

𝑁
∑
𝑘=0

̄𝑐(𝑙)
𝜇𝜈,𝑘

̄𝐶𝜇𝜈(𝑘) . (4.7)

We show examples for the cases of the 𝑉𝑖𝑉𝑖 and 𝑉𝑖𝑉𝑗 channels with 𝑖 ≠ 𝑗 in Fig. 4.5, while Fig. 4.6
shows the case for the 𝐴𝑖𝐴𝑖 and 𝐴𝑖𝐴𝑗 channels. In both cases we show the extracted Chebyshev
matrix elements for two choices of the inserted momentum 𝑞𝑞𝑞2, 𝑞𝑞𝑞2 = 0 GeV2 and 𝑞𝑞𝑞2 = 0.67 GeV2.

We compare the results for two choices of the starting value 𝜔0 of the Chebyshev approximation.
We find that the 𝑉𝑖𝑉𝑗 and 𝐴𝑖𝐴𝑗 channels are a lot noisier, meaning that the order at which the
Chebyshev matrix elements can be extracted meaningfully is a lot lower. Further, we conclude that
by setting 𝜔0 = 0.9𝜔min more Chebyshev matrix elements can be extracted in a meaningful way
compared to 𝜔0 = 0. A possible explanation is given by the relation (A.46)

̃𝑎(𝑘)
𝑗 |𝜔0=0 = 𝑒−0.9𝜔min ̃𝑎(𝑘)

𝑗 |𝜔0=0.9𝜔min
.

The additional exponential factor on the r.h.s. results in a cancellation of the exponential decay
of the ground-state contributing in (4.6). This means that we have less structure to describe and
hence higher order terms become less relevant. Nonetheless, both choices of the starting point result
in acceptable 𝜒2 and the reconstructed data following (4.6) gives comparable results. We can now
reconstruct the Chebyshev matrix elements from a fit to the data to create the approximation of the
kernel function. In sec. 4.4.4, we address the task on how the systematic error due to the limitation
in the polynomial order 𝑁 of the Chebyshev approximation, as a result of the limited number of
time slices available from the correlators, can be estimated.
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Figure 4.5: Extracted Chebyshev matrix elements for ⟨ ̃𝑇𝑘⟩𝑉𝑖𝑉𝑖
(first row) and ⟨ ̃𝑇𝑘⟩𝑉𝑖𝑉𝑗

(second row)

for 𝑖 ≠ 𝑗 and 𝑘 = 1, 2, ⋯ , 𝑁 with 𝑁 = 10. Since ⟨ ̃𝑇0⟩ = 1 per definition, it is not included for any of
the cases shown above. We compare two cases of 𝑞𝑞𝑞2 = 0 GeV2 (left column) and 𝑞𝑞𝑞2 = 0.67 GeV2

(right column). We show a comparison between two choices of the starting point of the approximation
𝜔0 = 0 (blue dots) and 𝜔0 = 0.9𝜔min (orange dots).
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Figure 4.6: Same as Fig. 4.5, but for ⟨ ̃𝑇𝑘⟩𝐴𝑖𝐴𝑖
(first row) and ⟨ ̃𝑇𝑘⟩𝐴𝑖𝐴𝑗

(second row).
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4.4 Results

In this section we combine everything discussed in the previous sections to present the main results
of this work. We discuss all the necessary contributions to determine �̄�(𝑞𝑞𝑞2) for all simulated values
of 𝑞𝑞𝑞2, before performing an interpolation of these results and perform the final integration over 𝑞𝑞𝑞2 to
arrive at the final prediction for the total decay rate of the inclusive semileptonic decay of the 𝐷𝑠

meson. We also discuss the methodology on how the systematic errors due to the finite order 𝑁 in
the Chebyshev polynomials and the smearing of the kernel function can be estimated. We further
discuss the systematic error due to finite volume effects.

4.4.1 Determination of the inclusive decay rate

As defined in (3.31), we decompose �̄�(𝑞𝑞𝑞2) into components to expose the 𝑉 − 𝐴 structure of the
charged currents. As we have discussed previously, in the case of massless leptons the channels 𝐴†

𝜇𝑉𝜈

and 𝑉 †
𝜇 𝐴𝜈 do not contribute, leaving us with the combinations of the type 𝑉 †

𝜇 𝑉𝜈 and 𝐴†
𝜇𝐴𝜈. We

have further discussed the decomposition into longitudinal and transversal components in sec. 3.1.1,
to compare them to the ground state limit. In this way, we determine the contributions �̄�𝒫

𝒥𝒥(𝑞𝑞𝑞2),
with 𝒥 either 𝑉 or 𝐴 and 𝒫 either ∥ or ⟂ for each value of 𝑞𝑞𝑞2.

The results are shown in Fig. 4.7, where we compare the results for the two choices of the
starting point of the approximation 𝜔0 = 0 and 𝜔0 = 0.9𝜔min. We find a good agreement between
each set of points between the two choices of 𝜔0, although we observe slight deviations as the values
of 𝑞𝑞𝑞2 increase. This is a result of the polynomial approximation of the kernel function discussed in
the previous section and can be understood as follows: the increase of 𝑞𝑞𝑞2 results in a smaller phase
space in 𝜔 and the quality of the approximation depending on the choice of 𝜔0 starts increasing. As
indicated in Fig. 4.4 our data shows that the approximation favors 𝜔 → 𝜔min. For the approximation
using different 𝜔0 to become comparable, we require higher orders in the polynomial approximation
for the lower choice of 𝜔0. Another possibility for the deviations could be of systematic nature, such
as finite volume or cut-off effects. While we do not discuss cut-off effects in the scope of this work,
in the following section, we address the estimated corrections due to the finite volume effects

4.4.2 Ground state contribution to the inclusive rate

In this section, we discuss the ground state contribution defined in sec. 3.1.2, which serves as an
important cross-check for our analysis strategy for the inclusive decays. Here, we limit ourselves
to the 𝑉 𝑉 channel for which we construct the ground state by considering the exclusive decay
𝐷𝑠 → 𝜂ℓ𝜈ℓ. In terms of the four-point function this translates to restricting the correlator to

𝐶𝐺𝑆
𝜇𝜈 (𝑡; 𝑞𝑞𝑞) = 1

4𝑀𝐷𝑠
𝐸𝜂

⟨𝐷𝑠|𝑉 †
𝜇 |𝜂⟩ ⟨𝜂|𝑉𝜈|𝐷𝑠⟩ 𝑒−𝐸𝜂𝑡 , (4.8)
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Figure 4.7: Contributions to the total �̄�(𝑞𝑞𝑞2) decomposed into longitudinal and transverse components
of the channels 𝑉 †

𝜇 𝑉𝜇 and 𝐴†
𝜇𝐴𝜇. We compare the values for two choices of the starting point of the

Chebyshev approximation.

where the superscript 𝐺𝑆 denotes the ground state limit. This correlator can be reconstructed from
two- and three-point function through the ratio

𝑅𝐷𝑠𝜂,𝜇(𝑡; 𝑞𝑞𝑞) = √4𝑀𝐷𝑠
𝐸𝜂

√√√
⎷

𝐶𝑆𝑆
𝐷𝑠𝜂,𝜇(𝑞𝑞𝑞, 𝑡snk, 𝑡, 𝑡src)𝐶𝑆𝑆

𝜂𝐷𝑠,𝜇(𝑞𝑞𝑞, 𝑡snk, 𝑡, 𝑡src)
𝐶𝑆𝑆

𝐷𝑠
(𝑡snk, 𝑡src)𝐶𝑆𝑆

𝐷𝑠
(𝑞𝑞𝑞, 𝑡snk, 𝑡src)

(4.9)

which, for 𝑡 ≫ 𝑡src and 𝑡 ≪ 𝑡snk, converges to ℳ𝜇 ≡ ⟨𝜂|𝑉𝜇|𝐷𝑠⟩. To continue, we consider the
decomposition of the matrix element into form factors following

ℳ𝜇 = 𝑓+(𝑞2)(𝑝𝐷𝑠
+ 𝑝𝜂)𝜇 + 𝑓−(𝑝𝐷𝑠

− 𝑝𝜂)𝜇 . (4.10)

We work in the rest frame of the 𝐷𝑠 meson, i.e. 𝑝𝑝𝑝𝐷𝑠
= 000. Further, since we know that 𝑅𝐷𝑠𝜂,0(𝑡; 𝑞𝑞𝑞) →

ℳ𝜇 we construct a fit prescription

𝑅𝑓+
(𝑡; 𝑞𝑞𝑞)

𝑞𝑞𝑞≠000
= 1

2𝑀𝐷𝑠

(𝑅𝐷𝑠𝜂,0(𝑡; 𝑞𝑞𝑞) + (𝑀𝐷𝑠
− 𝐸𝜂)

∑3
𝑖=1 𝑅𝐷𝑠𝜂,𝑖(𝑡; 𝑞𝑞𝑞)

∑3
𝑖=1 𝑞𝑖

) , (4.11)

which allows us to extract 𝑓+(𝑞2). This method has been applied in [93], where a good agreement
between the expected exclusive contribution based on 𝑓+(𝑞2) extracted from the method described
above and the ground state saturation assumption (4.8) for the inclusive data set has been found.
The necessary correlation functions are not available for the current analysis of the 𝐷𝑠 meson,
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Table 4.1: Summary table for the values of 𝑓+(𝑞2) and 𝑓0(𝑞2) for the exclusive 𝐷 → 𝐾ℓ𝜈ℓ decay for
different values of 𝑞2.

𝑞2 [GeV2] 𝑓+(𝑞2) 𝑓0(𝑞2)
1.83(1) 1.00(2)
1.161(8) 1.06(2) 0.87(2)
0.627(7) 0.86(3) 0.78(3)
0.167(7) 0.74(4) 0.72(4)

and we limit ourselves to a comparison for the ground state using form factors determined for the
exclusive 𝐷 → 𝐾ℓ𝜈ℓ decay. The values for the form factors 𝑓+(𝑞2), obtained from lattice simulations
using the same ensemble are summarized in tab. 4.11. We perform an interpolation of these form
factors and then use (3.52) in order to obtain the expected ground state contribution at the 𝑞𝑞𝑞2 values
employed in the simulations and compare those to the results obtained for the inclusive analysis.
We further determine the expected ground state contribution based on the interpolation for the
whole 𝑞𝑞𝑞2 region available in the simulations. This is shown in Fig. 4.8.

1These numbers have not officially appeared in a publication but were handed to me following a private discussion
with Prof. Takashi Kaneko who performed the analysis to extract the numbers shown in table 4.1. A discussion on
the prospect of a 𝐷 → 𝐾 analysis has been discussed in [119]
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Figure 4.8: We show the �̄�𝑉 𝑉
∥ (𝑞𝑞𝑞2) contribution to the total �̄�(𝑞𝑞𝑞2) in order to analyze the ground

state contribution to the inclusive decay rate. Using the values for 𝑓+(𝑞2) shown in tab. 4.1 we
determine the expected exclusive contribution using (3.52) for the 𝑞𝑞𝑞2 values used in the simulations
(blue circles). We further employ a polynomial fit to 𝑓+(𝑞2) in order to include the estimated ground
state contribution covering the whole 𝑞𝑞𝑞2 region (dashed line). We only show the results of the
inclusive analysis obtained for the starting point 𝜔0 = 0.9𝜔min 𝑚𝑖𝑛 for the Chebyshev approximation.

We observe a reasonably good agreement between our inclusive analysis and the ground state
contribution for the two smaller values of 𝑞𝑞𝑞2, while the discrepancy between the two increases
for the two larger 𝑞𝑞𝑞2. It turned out that the inclusive process is largely dominated by its ground
state contribution. Concerning the observed discrepancy for larger values of 𝑞𝑞𝑞2, they are partly a
consequence of the degrading signal-to-noise ratio for larger values of 𝑞𝑞𝑞2. Further contributions to the
discrepancy could originate from systematic effects such as those from the Chebyshev approximation.
Nonetheless, this cross-check allows us to conclude that our results seem to be in the right ballpark
and give us confidence in our analysis strategy.

4.4.3 Finalizing the analysis for 𝛤/|𝑉𝑐𝑠|2

After this short excursion we continue our analysis of the inclusive decays. The next step is to sum
all contributions of �̄�𝒫

𝒥𝒥(𝑞𝑞𝑞2) for each 𝑞𝑞𝑞2 to obtain the values for �̄�(𝑞𝑞𝑞2), which is shown in Fig. 4.9.
We perform a polynomial fit of order two to �̄�(𝑞𝑞𝑞2). In Fig. 4.9 we show the total √𝑞𝑞𝑞2�̄�(𝑞𝑞𝑞2) for
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Figure 4.9: Integrand √𝑞𝑞𝑞2�̄�(𝑞𝑞𝑞2) of (3.28) reconstructed from the lattice data for each value of 𝑞𝑞𝑞2

used in the lattice simulations.

Table 4.2: Extracted parameters for the fit to �̄�(𝑞𝑞𝑞2).

𝜔0 𝛼 𝛽 𝛾 𝜒2/dof
0 −0.65(43) −1.20(33) 1.695(84) 0.62

0.9𝜔min −0.07(22) −1.69(20) 1.717(55) 2.5

each value of 𝑞𝑞𝑞2 while also including the results from our fit. Including the additional prefactor √𝑞𝑞𝑞2

our total fit prescription is given by

𝑓(𝑞𝑞𝑞2) = (𝛼(𝑞𝑞𝑞2)2 + 𝛽𝑞𝑞𝑞2 + 𝛾) √𝑞𝑞𝑞2 . (4.12)

The fitted parameters for both choices of the starting point of the approximation are shown in tab.
4.2. From here, it is straightforward to perform the 𝑞𝑞𝑞2 integration in (3.28) and we obtain

𝛤/|𝑉𝑐𝑠|2 = 7.9(15) × 10−14 GeV , (4.13)

and

𝛤/|𝑉𝑐𝑠|2 = 7.40(91) × 10−14 GeV , (4.14)
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for 𝜔0 = 0 and 0.9𝜔min, respectively. While we discuss methods towards estimating the systematical
error in the following sections, here, we limit ourselves to only citing the statistical error.

To extract the CKM matrix element we now include the experimental data from the BESIII
collaboration [109] of the inclusive semielectronic measurements of the 𝐷𝑠 meson:

𝛤(𝐷+
𝑠 → 𝑋𝑒+𝜈𝑒) = 8.23(31) × 10−14 GeV . (4.15)

Combining this result with our analysis, we can determine the CKM matrix element |𝑉𝑐𝑠| for both
choices of the starting point of the approximation

|𝑉𝑐𝑠| = 1.02(10) (4.16)

and

|𝑉𝑐𝑠| = 1.055(68) , (4.17)

where the former is determined for the choice of 𝜔0 = 0 and the latter from 𝜔0 = 0.9𝜔min. We
observe that the result for 𝜔0 = 0 is associated with a larger error when compared to the number
obtained from setting 𝜔0 closer to 𝜔min, which is in accordance with our conclusions from previous
sections. Nonetheless, when compared to the value given in the PDG [120]

|𝑉𝑐𝑠| = 0.975(6) , (4.18)

we observe an agreement on a ∼ 1𝜎 level, indicating that our method is in the right ballpark.

4.4.4 Systematic error from the Chebyshev approximation

As we discussed in the previous section and in [104], high orders of the Chebyshev matrix elements
simply reflect the prior distribution in [−1, 1], due to the statistical fluctuation in the lattice data,
limiting the polynomial order 𝑁 usable in the approximation. Furthermore, in order to restore the
physical result, we need to estimate the effect of the smearing applied to the kernel function, and
we take the limits, i.e. the 𝑁 → ∞ and 𝜎 → 0 limit, by considering (3.102). In this section we
investigate possible corrections for the case of �̄�∥

𝑉 𝑉(𝑞𝑞𝑞2) for values of 𝑞𝑞𝑞2 corresponding to the smallest
and largest values available in our simulations, i.e. 𝑞𝑞𝑞2 = 0 GeV2 and 0.67 GeV2, before extending
the analysis towards the full data set. We show how the method affects the final results based on
the example of the spatial component 𝑉𝑖𝑉𝑖, which only contribute with 𝑙 = 2 in the kernel function.
These two cases correspond to the kernel functions shown in the third row in Fig. 4.4.

In Fig. 4.10 we show how the coefficients of the Chebyshev approximation evolve when changing
our setup from 𝑁 = 10 and 𝜎 = 0.1 to 𝑁 = 100 and 𝜎 = 0.01, while Fig. 4.11 shows the absolute
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Figure 4.10: Coefficients ̃𝑐(2)
𝑗 for two choices of the smearing 𝜎 = 0.1 (left column) and 𝜎 = 0.01

(right column) in the kernel function calculated for two values of 𝑞𝑞𝑞2 = 0 GeV2 (first row) and
0.67 GeV2 (second row). We compare the coefficients for both choices of the starting value 𝜔0.

value of the coefficients on a logarithmic scale. For all cases, we compare both choices of 𝜔0 and show
the coefficients up to 𝑗 = 20. From Fig. 4.10 we observe that the change of the smearing enhances
the oscillating behavior of the coefficients, with this being more prominent for higher 𝑞𝑞𝑞2. Combining
this with Fig. 4.11, we obtain an estimate on how strong the effect in the final contribution to the
error will be: for 𝑞𝑞𝑞2 = 0 GeV2 the effect is expected to be small since the change of the the smearing
only has negligible effects on the exponential fall off of the magnitude of the coefficients, while for
𝑞𝑞𝑞2 = 0.67 GeV2 the change in the smearing is sizable. For 𝜎 = 0.1 the coefficients drop off ∼ 6
orders of magnitude, while for 𝜎 = 0.01 they only drop off ∼ 2 orders of magnitude.

We then use (3.103), setting 𝑁Cut = 10, to obtain an error estimate by adding the absolute
values of the Chebyshev coefficients above the cut-off as error bars to our value for the spatial current
contribution. In Fig. 4.12 we show how �̄�(2)

𝜎 evolves as a function of 1/𝑁. We observe that higher
values of 𝑞𝑞𝑞2 receive much larger corrections, while small 𝑞𝑞𝑞2 values are quite stable in the limit.
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Figure 4.11: Absolute values of coefficients ̃𝑐(2)
𝑗 for two choices of the smearing 𝜎 = 0.1 (left column)

and 𝜎 = 0.01 (right column) in the kernel function calculated for two values of 𝑞𝑞𝑞2 = 0 GeV2 (first
row) and 0.67 GeV2 (second row) on a logarithmic scale. We compare the coefficients for both
choices of the starting value 𝜔0.

We see how our method, combining the 𝑁 → ∞ and 𝜎 → 0 limit, affects our final results. For
𝑞𝑞𝑞2 = 0 GeV2, we find a small increase in the error bars for 𝑁 = 20 which stays constant for higher
orders of 𝑁. The kernel function only possesses a very mild dependence on the smearing and that we
already obtain a good approximation at order 𝑁 = 10. This is verified by the first rows in Figs. 4.10
and 4.11, where we observe only minor changes in the coefficients and confirm that the magnitude
of the coefficients drop off by at least 3 orders of magnitude for both choices of the smearing and
between the two choices of 𝜔0. A different picture is seen in the case of 0.67 GeV2. While we observe
that the mean value is relatively stable, i.e. the total contribution up to 𝑁 = 10 is roughly the
same, the error bars keep increasing as a function of 1/𝑁 and at 𝑁 = 100 we are dominated by the
error. Once again, we verify this from the corresponding coefficients in the second rows of Figs. 4.10
and 4.11. In the right panel, which shows the result for of 𝜎 = 0.01, or consequently 𝑁 = 100, 4.10
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Figure 4.12: Evolution of the errorbars for the spatial current contribution of 𝑉𝑖𝑉𝑖 to the total value
of �̄�∥

𝑉 𝑉(𝑞𝑞𝑞2) for 𝑞𝑞𝑞2 = 0 GeV2 (left) and 0.67 GeV2 (right) as a function of 1/𝑁. The contribution
shown corresponds to the 𝑙 = 2 insertion in the kernel function.

shows that the coefficients are still fluctuating around zero and in 4.11 we observe that while the
coefficients drop off ∼ 6 orders of magnitude for 𝜎 = 0.1, they only fall off ∼ 2 orders of magnitude
for 𝜎 = 0.01 at the highest order shown. This results in larger contributions to the error following
(3.103).

We now apply the method to determine all contributions shown in Fig. 4.7. In Fig. 4.13 we
show the results where we expand our analysis to 𝑁 = 100 and 𝜎 = 0.01. For the sake of visibility,
we limit ourselves to the results for 𝜔0 = 0.9𝜔min.
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Figure 4.13: Contributions to the total �̄�(𝑞𝑞𝑞2) decomposed into longitudinal and transverse com-
ponents of the channels 𝑉 †

𝜇 𝑉𝜇 and 𝐴†
𝜇𝐴𝜇. We apply our method into taking the limits needed to

estimate the approximation error due to the smearing and the Chebyshev approximation. The
parameters used in here correspond to 𝑁 = 100 and 𝜎 = 0.01 and we set 𝑁Cut = 10. We show the
results obtained from setting the staring point of the approximation to 𝜔0 = 0.9𝜔min.

By comparing Figs. 4.7 and 4.13, we observe a shift in the mean values for all data points. This
is a consequence of the smaller smearing, as the kernel function is now approaching the unsmeared
kernel. Combining this with our findings from Fig. 4.10, i.e. the exponential drop off of the
coefficients, and we conclude that a reasonably precise approximation of the kernel function already
at the cut-off order 𝑁Cut = 10. Nonetheless, we also observe a substantial increase in the error bars
from coefficients with 𝑁 > 𝑁Cut, making a phenomenological prediction challenging. This is a result
of the way the estimate is constructed, since we assume to live on the mathematically allowed limits
defined by the properties of the Chebyshev polynomial approach.

4.4.5 Systematic error from finite volume

This section addresses the estimation of the systematic error due to finite volume effects. Following
the discussion from sec. 3.4.2, we use the model (3.116) and combine it with the lattice data to
study the infinite volume extrapolation.

We consider the spectral density of the final state hadrons sketched in Fig. 4.14

𝜌(𝜔) = 𝐴𝛿(𝜔 − 𝑚𝑋) + 𝜌Ex(𝜔) , (4.19)

where we treat the ground state separately and 𝜌Ex(𝜔) is the spectral function representing the
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Figure 4.14: Spectral density 𝜌(𝜔) including the ground state 𝜔 = 𝑚𝑋.

two-body excited states, i.e. (3.107) or (3.109). As mentioned in 3.4.2, the finite volume expressions
of the spectrum is significantly different from its infinite volume counterpart. We define the fitting
function to fit the lattice data

̄𝐶(𝑡) = 𝐴0𝑒−𝐸0𝑡 + 𝑠(𝐿) ∑
𝑖

𝐴𝑖𝑒−𝐸𝑖𝑡𝐹(𝐸𝑖) , (4.20)

where we specifically pick out the ground state contribution and collect all excited state contributions
into the sum of the second term. To obtain a more realistic picture we also include an additional
factor 𝐹(𝐸𝑖) which is motivated by the time-like kaon form factor as

𝐹(𝜖) = 1
𝜖2 − 𝑚2

𝐽
, (4.21)

where the mass 𝑚𝐽 depends on whether 𝐽 = 0 or 𝐽 = 1 is considered. In the case of 𝐽 = 1,
corresponding to the insertion of the spatial components of the axial-vector current in the four-point
function, the ground state is given by the 𝜙 meson with 𝐽𝑃 = 1− and hence 𝑚𝐽 = 𝑚𝜙. In the case
of 𝐽 = 0, i.e. the four-point function has the temporal components of the axial-vector currents
inserted, we need to consider a ground state with 𝐽𝑃 = 0+ which decays into an 𝐾�̄� state, for which
we assume the 𝑓0 meson, hence 𝑚𝐽 = 𝑚𝑓0

. The ground state energy 𝐸0 and its amplitude 𝐴0 are
determined through a preceding fit to the lattice data using a fit prescription similar to (4.2) to
extract the corresponding quantities and are then included in the fit as a constraint through a prior.
The excited states 𝐸𝑖 and their amplitudes 𝐴𝑖 are fixed through the model. The 𝐸𝑖 are calculated
straightforward through the energy dispersion relation 𝐸𝑖 = 2√𝑚2

𝐾 + 𝑞𝑞𝑞2, given that the values of 𝑞𝑞𝑞2

for a fixed volume 𝐿 are known. As for the 𝐴𝑖’s, they contain the relative difference in magnitude
among each excited state in comparison to the lowest energy state, i.e. 𝐴𝑖 is simply an array of
integers with no direct physical meaning. The actual contribution is controlled by the pre-factor
𝑠(𝐿). To summarize, the parameters we extract from our fit are 𝐸0, 𝐴0 and 𝑠(𝐿). Following the fit,
we can then determine 𝑠(𝐿′) for any volume 𝐿′ using the extracted value of 𝑠(𝐿) as a reference value
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Figure 4.15: Four-point correlation function for the temporal current insertion of the axial channel
(left) and the spatial components (right). For both plots we fit the correlator directly to extract the
ground state contribution needed to fix the prior in our model. This fit is represented by the red
dashed line. The black dash-dotted line represents the fit results obtained from a fit to our model
using the fit prescription (4.20).

using (3.117). Before that, we investigate whether our model is able to reproduce the lattice data.

As a case study let us consider �̄�⟂
𝐴𝐴(𝑞𝑞𝑞2) with 𝑞𝑞𝑞2 = 0 GeV2, which only receives contributions

from the spatial currents 𝐴†
𝑖 𝐴𝑖. For the case of zero momentum insertion the ∥ and ⟂ contributions

only differ by a constant factor of 2. We also study the case of two temporal current insertions 𝐴0𝐴0

contributing to �̄�∥
𝐴𝐴(𝑞𝑞𝑞2). This contribution vanishes for 𝑞𝑞𝑞2 = 0 GeV2 since the kernel (3.70) has a

pre-factor of 𝑞𝑞𝑞2. The lightest hadronic states for the two cases considered correspond to 𝐽𝑃 = 0+

and 1− for the temporal and spatial current insertions, respectively, and we can apply our model for
both cases of the spectral density discussed in sec. 3.4.2.

In Fig. 4.15 we show the four-point correlation functions for both cases and include the fit
functions obtained from the direct fit to the data used to extract the ground state as well as the one
using the model (4.20). First, we confirm that the direct fit describes the ground state in the region
of large time separations. Second, in case of the reconstructed fit, we obtain a good approximation
of the correlator for short separations which contains contributions from excited states.

We now estimate the corrections due to the infinite volume. We consider two choices of the finite
volume 𝐿 = 483, which corresponds to the lattice data used to fixed the fit parameters and 𝐿 = 2563

which we set as the proxy for the infinite volume limit. The results as a function of the upper limit
of the integral 𝜔th are shown in Figs. 4.16 and 4.17. We use the kernel (3.113) to take the change of
𝜔th into account. On the left hand side we combine our fitted data with the kernel function with the
Heaviside function to determine the contribution to �̄�⟂,∥

𝐴𝐴(𝑞𝑞𝑞2). On the right hand side we show the
same contribution assuming a smeared kernel where we set the smearing to 𝜎 = 0.1. For the latter,
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Figure 4.16: Contribution of temporal currents to �̄�∥
𝐴𝐴(𝑞𝑞𝑞2) at 𝑞𝑞𝑞2 = 0 GeV2. The left panel shows

the infinite volume approximation where we assume the cut-off in the kernel function to be a sharp
cut through a heaviside function. The right panel shows the infinite volume approximation under the
assumption of the smeared kernel. Here, we also compare the results with those obtained from the
Chebyshev analysis of our lattice data evaluated for different choices of the threshold 𝜔th represented
by the blue dots. We further include the point of 𝜔th = 𝜔Phys

th , i.e. the physical value of the threshold
for a given momentum 𝑞𝑞𝑞, denoted by the star symbol. In both cases the two volumes we use are
𝐿 = 483 and 2563. Due to the pre-factor of 𝑞𝑞𝑞2 appearing for the kernel function of 𝑙 = 0, this does
not result in an actual contribution in �̄�∥,∥

𝐴𝐴(𝑞𝑞𝑞2).

we include a comparison to the results obtained from the Chebyshev approximation, repeating the
analysis for each value of 𝜔th. We highlight the value at 𝜔th = 𝜔Phys

th . Since an approximation
of the kernel with a Heaviside function in terms of Chebyshev polynomials is not possible, it is
not included for the unsmeared kernel. Nonetheless, this allows us to estimate the 𝜎 → 0 limit.
The picture confirms our conclusion from the previous chapter, the temporal component of �̄�∥

𝐴𝐴,
which only contributes with 𝑙 = 0 in the kernel function receives larger corrections due to finite
volume effects because of the sharp drop in the kernel, which is confirmed on the left hand side of
Fig. 4.16. For the smeared kernel we find a relatively good agreement with the data but there is a
visible volume dependence. We stress that in the case considered here, i.e. 𝑞𝑞𝑞2 = 0, the contribution
of the temporal component vanishes. On the other hand, we concluded that for 𝑙 = 2 we do not
expect large corrections due to finite volume effects, which is the case for the spatial components
contributing to �̄�⟂

𝐴𝐴. The difference between the right and left hand side is marginal and we see
virtually no dependence on the volume in the case of the smeared kernel. We also observe that our
model based results are in good agreement with the data, as the lattice result nicely follows the
model prediction.

We now construct an estimate of the corrections for our final value of �̄�⟂
𝐴𝐴(0002). We write the
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Figure 4.17: Contribution of spatial currents to �̄�⟂
𝐴𝐴(𝑞𝑞𝑞2) at 𝑞𝑞𝑞2 = 0 GeV2. The left panel shows the

infinite volume approximation where we assume the cut-off in the kernel function to be a sharp cut
through a heaviside function. The right panel shows the infinite volume approximation under the
assumption of the smeared kernel. Here, we also compare the results with those obtained from the
Chebyshev analysis of our lattice data evaluated for different choices of the threshold 𝜔th represented
by the blue dots. We further include the point of 𝜔th = 𝜔Phys

th , i.e. the physical value of the threshold
for a given momentum 𝑞𝑞𝑞, denoted by the star symbol. In both cases the two volumes we use are
𝐿 = 483 and 2563.

corrections in the following way

�̄�⟂
𝐴𝐴(0002) = �̄�(2),Data

𝐴𝑖𝐴𝑖
(0002; 𝜔th = 𝜔Phys

th , 𝐿 = 483, 𝜎 = 0.1)

+ �̄�(2),Model
𝐴𝑖𝐴𝑖

(0002; 𝜔Phys
th , 2563, 0.1) − �̄�(2),Model

𝐴𝑖𝐴𝑖
(0002; 𝜔Phys

th ; 483, 0.1)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Finite volume correction

+ �̄�(2),Model
𝐴𝑖𝐴𝑖

(0002; 𝜔Phys
th , 2563, 0) − �̄�(2),Model

𝐴𝑖𝐴𝑖
(0002; 𝜔Phys

th ; 2563, 0.1)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
Finite smearing correction

.

(4.22)

Translating this into numbers we obtain

�̄�⟂
𝐴𝐴(0002) = 0.0786(31)⏟⏟⏟⏟⏟

Data

+ 0.0001(0)⏟⏟⏟⏟⏟
Finite volume correction

+ 0.0055(1)⏟⏟⏟⏟⏟
Finite smearing correction

= 0.0843(31) .
(4.23)

We find that the correction from the infinite volume limit are negligible, while the 𝜎 → 0 limit gives
a correction of the order ∼ 7 %.

The small corrections from the finite volume are not to be understood as generally expected.
The estimated corrections depend on the value of 𝑙 in the kernel function and these can result in
substantial corrections. Furthermore, the case discussed here is for the safe choice of zero momentum
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insertion. For higher momentum insertion we expect larger corrections, due to the reduction in
the allowed phase space. Additionally, in Fig. 4.15, the case of 𝑞𝑞𝑞2 = 0, we do not find significant
contributions of excited states in the short distance behavior of the correlator, meaning that we
cannot extract a lot of information even through our model.
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Chapter 5

Conclusions and Outlook

In this work, we have extended the idea presented in [29] and applied it to the studies of the inclusive
semileptonic decay of the charmed 𝐷𝑠 mesons from lattice correlators using a full and flexible lattice
setup. For analyzing the inclusive process we employ the Chebyshev polynomials with a trade off
between the data and the Chebyshev matrix elements to account for the bounds on the Chebyshev
polynomials. While not discussed in this work, a comparison with the Backus-Gilbert approach has
been performed in [93]. We confirmed that the Chebyshev approximation enables an accurate and
efficient way to determine the inclusive decay rate. By comparing our results with experimental data
taken from the BESIII collaboration, we conclude that our prediction for the CKM matrix element
|𝑉𝑐𝑠| is in the right ballpark compared to the PDG value, although our analysis only includes the
statistical error at this stage. Furthermore, we improved the approximation through Chebyshev
polynomials by introducing a set of generic shifted polynomials in terms of 𝑒−𝜔. In the scope of this
analysis we also compared our inclusive determination with the ground state limit using form factors
taken from the exclusive 𝐷 → 𝐾ℓ𝜈 decay data. This analysis serves as an important cross-check
of the inclusive analysis and enables the estimation of excited states contributions in the inclusive
decay. We found a good agreement between inclusive and exclusive determination indicating a
dominance of the ground state contribution in the inclusive rate. Larger discrepancies for higher
values of 𝑞𝑞𝑞2 are likely due to the reduction of the phase space 𝜔 and the consequently required higher
polynomial order in the approximation.

Additionally, we presented a first study of the systematic effects in the inclusive analysis of
lattice data. The effects addressed in this work are the error due to the smearing of the kernel
function in combination with the limited order of the polynomial approximation, as well as an
estimate of the contribution from finite volume effects. For the error introduced by the smearing
and approximation, we combined the two limits, namely the 𝜎 → 0 and 𝑁 → ∞ limit, to obtain an
estimate. Depending on the shape of the kernel function we encounter delicate cases, and higher
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values of 𝑞𝑞𝑞2 require more attention since the available phase space in 𝜔 becomes smaller, requiring
higher polynomial orders and smaller values of the smearing, to obtain a good estimate. To estimate
the corrections for finite volume, we introduce a model. We found that the model reproduces our
lattice correlators, we also have a dependence on the shape of the kernel function. In the case
presented in this work, i.e. �̄�𝐴𝐴

⟂ (𝑞𝑞𝑞2) at 𝑞𝑞𝑞2 = 0 GeV2, we found that the correction for the infinite
volume limit are negligibly small, although we stress that this is not to be understood that finite
volume corrections are expected to be small for all cases.

The methods to estimate the systematic errors still requires a lot of work in the future. Our
error estimate due to our approximation is very conservative, since it comes from the mathematical
bounds of the Chebyshev polynomials. Future studies for more realistic and stringent estimate on
higher orders in the polynomials are required. As for the model used to estimate the finite volume
effects, further studies to obtain a proper estimate are also required here. As discussed in this work,
the model as it stands now is only applicable for the case of �̄�𝐴𝐴

⟂ (𝑞𝑞𝑞2) and the model would have to
be adjusted for the different channels, which we are aiming to develop going forward. Furthermore,
it is imperative to verify how our error estimate depends on the model to give a proper estimate of
the systematic error associated. In the scope of this work, we based our model on the production of
a two-body state from the vacuum. And although our model seems to result in a good reproduction
of the lattice data, some tasks still remain. Some questions that have to be tackled going forward
include but are not limited to: how does the result change when an initial state is included into
the model? To what degree will introducing interactions affect the final result? In addition to
these questions, at the end of the day what we have at hand right now is only a model and we
plan to supplement this by increasing the amount of available data. This will not only enable us to
perform the infinite volume limit based on an approach using lattice data, providing an important
cross-check on the viability of our model, but by increasing the quality of the data we will also be
able to increase the amount of data points that can be used in the determination of the Chebyshev
matrix elements, which is also a potential prospect into obtaining a better understanding of the
systematic error associated with the approximation.

Finally, this work has build a solid foundation in applying the techniques introduced in this work
towards the inclusive decay. We have pushed the analysis forward by presenting first steps into
understanding and estimating the systematic errors associated with our method and the more general
topic of finite volume effects. Other than further developing the methods and ideas introduced in this
work, there are further issues that we did not have the time to address in this work and will have to
be postponed to future studies, such as discretization errors and the continuum limit. The plan for
the near future is to generate additional data by repeating our computation for different ensembles
before extending this analysis towards the inclusive decay of 𝐵(𝑠) mesons where a preliminary study
has been conducted by our friends from the UK [93]. We plan to verify whether our methods towards
estimating the systematic errors discussed in this work can straightforwardly be applied in the case
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of the bottom sector. The final goal is then to give a new and independent determination of the
CKM matrix elements for both the charm and bottom sector, with the hope to shine a new light
into the still unresolved discrepancy between exclusive and inclusive determination of the CKM
matrix elements in the bottom sector.
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Appendix A

Chebyshev Polynomials

This section focuses on the introduction and discussion of important properties of the standard
Chebyshev polynomials relevant to this work. Furthermore, we put a special emphasis on the
generalization for the shifted Chebyshev polynomials which play an integral role in the results
presented in this work. Nonetheless, we are not able to give a full review on this topic and refer to
[121] for more details.

A.1 Standard Polynomials

First, let us start by giving the definition of the first kind of Chebyshev polynomials

𝑇𝑘 ∶ [−1, 1] → [−1, 1] , 𝑇𝑘(𝑥) = cos (𝑘 cos−1(𝑥)) , 𝑘 ∈ ℕ . (A.1)

By definition, they are orthogonal with respect to the scalar product

∫
1

−1
𝑇𝑟(𝑥)𝑇𝑠(𝑥)𝛺(𝑥)𝑑𝑥 = 𝜋

2
𝛿𝑟𝑠(1 + 𝛿𝑟0) , (A.2)

where 𝛺(𝑥) = 1/
√

1 − 𝑥2 defines a weight function. In terms of 𝑥𝑘, the polynomial expansion is
defined as

𝑇𝑛(𝑥) =
𝑛

∑
𝑘=0

𝑡(𝑛)
𝑘 𝑥𝑘 , (A.3)
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where the definition of the coefficients 𝑡(𝑛)
𝑘 is given by

𝑡(𝑛)
0 = (−1)𝑛/2 if 𝑛 even ,

𝑡(𝑛)
𝑘 = 0 if 𝑛 − 𝑘 odd ,

𝑡(𝑛)
𝑘 = (−1)(𝑛−𝑘)/22𝑘−1 𝑛

𝑛+𝑘
2

(
𝑛+𝑘

2
𝑛−𝑘

2
) if 𝑘 ≠ 0 and 𝑛 − 𝑘 even .

(A.4)

Another useful property involves the reverse formula, i.e. the representation of 𝑥𝑘 in terms of
the standard Chebyshev polynomials

𝑝𝑛(𝑥) ≡ 𝑥𝑘 = 21−𝑛 ⎡
⎢
⎣

1
2

(𝑛
𝑛
2

)𝑇0(𝑥) +
𝑛

∑
𝑘=1

𝑛−𝑘 even

( 𝑛
𝑛−𝑘

2
)𝑇𝑘(𝑥)⎤⎥

⎦

=
𝑛

∑
′

𝑘=1
𝑛−𝑘 even

( 𝑛
𝑛−𝑘

2
)𝑇𝑘(𝑥) ,

(A.5)

where in the second line we absorb the first term into the sum and highlight the fact that it has to
be halved by the prime, unless it is skipped.

A.1.1 Approximation using Chebyshev expansion

For a function 𝑓 ∶ [−1, 1] → ℝ, the Chebyshev polynomials provide the best approximation for any
given order 𝑁 of the approximation in terms of the 𝐿∞ norm. It is commonly referred to as an
minmax approximation, i.e. the error between the reconstructed function and the target function
is minimized. A convenient feature for the functions considered in this work is the fact that the
Chebyshev approximation is guaranteed to converge for the 𝑛 → ∞ limit. The actual application of
the Chebyshev polynomial approximation is given through

𝑓(𝑥) ≃ 1
2

𝑐0𝑇0(𝑥) +
𝑁

∑
𝑗=0

𝑐𝑗𝑇𝑗(𝑥) , 𝑐𝑗 = 1
𝜋

∫
1

−1
𝑑𝑥𝑓(𝑥)𝑇𝑗(𝑥)𝛺(𝑥) , (A.6)

where 𝑇0(𝑥) = 0 by definition. Furthermore, as can be seen in their definition, the coefficients are
given by the projection of the target function 𝑓 onto the basis of Chebyshev polynomials.

A.2 Shifted Chebyshev polynomials

In this work, instead of the standard Chebyshev polynomial approach discussed previously, we
consider generic functions 𝑓(𝑥) defined in an interval [𝑎, 𝑏], which we approximate through Chebyshev
polynomials in 𝑒−𝑥. This requires us to define shifted polynomials ̃𝑇𝑗(𝑥) with 𝑥 ∈ [𝑎, 𝑏], so that their
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domain and the one of the target function matches. The standard polynomials and their shifted
variant are related through

̃𝑇𝑗(𝑥) = 𝑇𝑗(ℎ(𝑥)) . (A.7)

Here, ℎ ∶ [𝑎, 𝑏] → [−1, 1] is an invertible function which maps the domain [𝑎, 𝑏] onto the domain
where the standard Chebyshev polynomials are defined

ℎ(𝑥) = 𝐴𝑒−𝑥 + 𝐵 . (A.8)

We now impose the conditions ℎ(𝑎) = −1 and ℎ(𝑏) = 1 to obtain expression for the coefficients 𝐴
and 𝐵

𝐴 = − 2
𝑒−𝑎 − 𝑒−𝑏 , 𝐵 = 𝑒−𝑎 + 𝑒−𝑏

𝑒−𝑎 − 𝑒−𝑏 . (A.9)

Furthermore, the orthogonality relation in (A.2) is now given by

∫
𝑏

𝑎
𝑑𝑥 ̃𝑇𝑟(𝑥) ̃𝑇𝑠(𝑥)𝛺ℎ(𝑥) = ∫

𝑏

𝑎
𝑑𝑥𝑇𝑟(ℎ(𝑥))𝑇𝑠(ℎ(𝑥))𝛺ℎ(𝑥) , (A.10)

where the map dependent weight for the shifted ̃𝑇𝑘(𝑥) is given by 𝛺ℎ(𝑥). The original integral
(A.2) can be recovered by setting 𝑥 = ℎ−1(𝑥) and 𝑑𝑥 = 1/ℎ′(ℎ−1(𝑥))𝑑𝑦, so that the integral (A.10)
becomes

∫
ℎ(𝑏)

ℎ(𝑎)
𝑑𝑦𝑇𝑟(𝑦)𝑇𝑠(𝑦)𝛺ℎ(ℎ−1(𝑦))

ℎ′(ℎ−1(𝑦))
. (A.11)

To continue, we write the weight as

𝛺ℎ(𝑥) = 𝛺(ℎ(𝑥))|ℎ′(𝑥)| , (A.12)

so that we finally arrive at

∫
𝑏

𝑎
𝑑𝑥 ̃𝑇𝑟(𝑥) ̃𝑇𝑠(𝑥)𝛺ℎ(𝑥) = ∫

1

−1
𝑑𝑦𝑇𝑟(𝑦)𝑇𝑠(𝑦)𝛺(𝑦) . (A.13)

The next step is to generalize the polynomial expression and their properties. The generalized
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polynomial expression of (A.3) can be written as

̃𝑇𝑛(𝑥) =
𝑛

∑
𝑗=0

𝑡(𝑛)
𝑗 ℎ(𝑥)𝑗 =

𝑛
∑
𝑗=0

𝑡(𝑛)
𝑗 (𝐴𝑒−𝑥 + 𝐵)𝑗 =

𝑛
∑
𝑗=0

𝑡(𝑛)
𝑗

𝑗

∑
𝑘=0

(𝑗
𝑘
)𝐴𝑘𝐵𝑗−𝑘𝑒−𝑘𝑥 (A.14)

We can furthermore isolate the coefficients of exp(−𝑘𝑥) by expanding this sum explicitly and
re-summing

̃𝑇𝑛(𝑥) = 𝐴𝑛𝑒−𝑛𝑥 [(𝑛
𝑛

)𝑡(𝑛)
𝑛 ] + 𝐴𝑛−1𝑒−(𝑛−1)𝑥 [(𝑛 − 1

𝑛 − 1
)𝑡(𝑛)

𝑛−1 + ( 𝑛
𝑛 − 1

)𝑡(𝑛)
𝑛 𝐵1]

+ 𝐴𝑛−2𝑒−(𝑛−2)𝑥 [(𝑛 − 2
𝑛 − 2

)𝑡(𝑛)
𝑛−2 + (𝑛 − 1

𝑛 − 2
)𝑡(𝑛)

𝑛−1𝐵 + ( 𝑛
𝑛 − 2

)𝑡(𝑛)
𝑛 𝐵2] + ⋯

+ 𝐴1𝑒−𝑥 [(1
1
)𝑡(𝑛)

1 + (2
1
)𝑡(𝑛)

2 𝐵 + (3
1
)𝑡(𝑛)

3 𝐵2 + ⋯ + (𝑛
1
)𝑡(𝑛)

𝑛 𝐵𝑛−1]

+ [(0
0
)𝑡(𝑛)

0 + (1
0
)𝑡(𝑛)

1 𝐵 + ⋯ + (𝑛
0
)𝑡(𝑛)

𝑛 𝐵𝑛]

=
𝑛

∑
𝑘=0

𝑒−𝑘𝑥𝐴𝑘
𝑛

∑
𝑗=𝑘

(𝑗
𝑘
)𝑡(𝑛)

𝑗 𝐵𝑗−𝑘

=
𝑛

∑
𝑘=0

̃𝑡(𝑛)
𝑘 𝑒−𝑘𝑥 ,

(A.15)

where in the last step we introduce the short-hand notation for the coefficients ̃𝑡(𝑛)
𝑘 given by

̃𝑡(𝑛)
𝑘 = 𝐴𝑘

𝑛
∑
𝑗=𝑘

(𝑗
𝑘
)𝑡(𝑛)

𝑗 𝐵𝑗−𝑘 = (𝐴
𝐵

)
𝑘 𝑛

∑
𝑗=𝑘

(𝑗
𝑘
)𝑡(𝑛)

𝑗 𝐵𝑗 . (A.16)

In a similar vein, we can also generalize the inverse formula defined in (A.5)

̃𝑝(𝑥) ≡ ℎ(𝑥)𝑛 = 21−2𝑛
𝑛

∑
′

𝑗=0
𝑛−𝑗 even

( 𝑛
𝑛−𝑗

2
) ̃𝑇𝑗(𝑥) , 𝑥 ∈ [𝑎, 𝑏] , (A.17)

where, once again, the prime denotes that the term at 𝑗 = 0 has to be halved.

We may also define an iterative expression through which we can generally determine expressions
for exp(−𝑛𝑥). For this, we assume ̃𝑝0(𝑥) = 1 and

̃𝑝𝑛(𝑥) = (𝐴𝑒−𝑥 + 𝐵)𝑛 =
𝑛

∑
𝑘=0

𝐴𝑘𝐵𝑛−𝑘𝑒−𝑘𝑥 , (A.18)
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so that our expression for exp(−𝑛𝑥) reads

𝑒−𝑛𝑥 = 1
𝐴𝑛 [ ̃𝑝𝑛(𝑥) −

𝑛−1
∑
𝑘=0

𝐴𝑘𝐵𝑛−𝑘𝑒−𝑘𝑥] . (A.19)

As a final step, we rewrite everything in terms of the shifted Chebyshev polynomials by collecting
all the numerical coefficients

𝑒−𝑛𝑥 =
𝑛

∑
𝑗=0

̃𝑎(𝑛)
𝑗

̃𝑇𝑗(𝑥) , (A.20)

where we introduce a set of coefficients { ̃𝑎(𝑛)
0 , ̃𝑎(𝑛)

1 , ⋯ , ̃𝑎(𝑛)
𝑛 }, which can be straightforwardly determined

numerically for each value of 𝑛. We will give some additional information on these coefficients in
Sec. A.2.2

A.2.1 Chebyshev expansion with exponential map

Following the previous section, we now have all necessary tools to formulate the polynomial
approximation of a generic function in exp(−𝑥), similar to Sec. A.1.1. To stay true to the application
in this work, we will only consider the case of 𝑓 ∶ [𝑥0, ∞) → ℝ, for which the approximation reads

𝑓(𝑥) ≃ 1
2

̃𝑐0 ̃𝑇0(𝑥) +
𝑁

∑
𝑘=1

̃𝑐𝑘 ̃𝑇𝑘(𝑥) , ̃𝑐𝑘 = 2
𝜋

∫
∞

𝜔0

𝑑𝑥𝑓(𝑥) ̃𝑇𝑘(𝑥)𝛺ℎ(𝑥) . (A.21)

In a more explicit way, the coefficients can be rewritten as

̃𝑐𝑘 = 2
𝜋

∫
∞

𝜔0

𝑑𝜃𝑓(ℎ−1(cos 𝜃))(cos 𝑘𝜃) = 2
𝜋

∫
∞

𝜔0

𝑑𝜃𝑓 (−ln (cos 𝜃 − 𝐵
𝐴

)) (cos 𝑘𝜃) , (A.22)

where in the second step we set 𝑦 = ℎ(𝑥), so that through inversion

𝑥 = ℎ−1(𝑦) = − log (𝑦 − 𝐵
𝐴

) . (A.23)

For this specific choice of the limits [𝑥0, ∞) the coefficients defined in (A.9) read

𝐴 = −2𝑒𝑥0 , 𝐵 = 1 (A.24)

An example using shifted Chebyshev Polynomials

In this section we consider a short example on a practical representation of the Chebyshev polynomials.
Here, we will consider the case of 𝑥0 = 0, so that the coefficients 𝐴 and 𝐵 for our map ℎ(𝜔) ∶
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[0, ∞) → [−1, 1] defined in (A.8) are given by

𝐴 = −2 and 𝐵 = 1 . (A.25)

The definition of the shifted Chebyshev polynomials is hence given by

̃𝑇𝑘 = 𝑇 (ℎ(𝑥)) = 𝑇 (−2𝑥 + 1) , (A.26)

where we defined 𝑥 = 𝑒−𝜔. The next step is to consider the analytical form of the Chebyshev
polynomials. Let us start by giving the expression for the standard, unshifted Chebyshev polynomials
which are defined through a recursive relation

𝑇0(𝑥) = 1 , 𝑇1(𝑥) = 𝑥 , 𝑇𝑗(𝑥) = 2𝑥𝑇𝑗−1(𝑥) − 𝑇𝑗−2(𝑋) . (A.27)

We can hence define the shifted Chebyshev polynomials as

̃𝑇0(𝑥) = 1 , ̃𝑇1(𝑥) = −2𝑥 + 1 , ̃𝑇𝑗(𝑥) = 2(−2𝑥 + 1) ̃𝑇𝑗−1(𝑥) − ̃𝑇𝑗−2(𝑥) . (A.28)

Using this relation we can give the first few shifted polynomials with 𝑗 ≥ 2

̃𝑇2 = 8𝑥2 − 8𝑥 + 1 (A.29)
̃𝑇3 = −32𝑥3 + 48𝑥2 − 18𝑥 + 1 (A.30)
̃𝑇4 = 128𝑥4 − 256𝑥3 + 160𝑥2 − 32𝑥 + 1 (A.31)

⋮ (A.32)

We show them in Fig. A.1
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Figure A.1: Shifted Chebyshev polynomials ̃𝑇𝑗(𝑥) for 𝑗 = 1 (solid gray), 𝑗 = 2 (dashed blue), 𝑗 = 3
(dotted gold), 𝑗 = 4 (dash-dot green) and 𝑗 = 4 (solid magenta) as a function of 𝑥 = 𝑒−𝜔.

We now have one possible representation of the shifted Chebyshev approximation. In the next
section we discuss how the Chebyshev matrix elements necessary for the analysis of the inclusive
decays can be extracted based on this representation.

Extracting Chebyshev matrix elements

This section presents a short discussion on how the Chebyshev matrix elements can be extracted
based on the representation of the Chebyshev matrix elements discussed in the previous section.

Towards this end, let us shortly recount the necessary information required to do so, which we
discussed in Sec. 3. We remember the definition on how the Chebyshev matrix elements are defined

⟨ ̃𝑇𝑘⟩𝜇𝜈 ≡ ⟨𝜓𝜇| ̃𝑇𝑘(�̂�)|𝜓𝜈⟩
⟨𝜓𝜇|𝜓𝜈⟩

, (A.33)

as well as how they are related to the correlator data obtained from lattice simulations

⟨𝜓𝜇|𝑒−�̂�𝑡|𝜓𝜈⟩
⟨𝜓𝜇|𝜓𝜈⟩

=
𝐶𝜇𝜈(𝑡 + 2𝑡0)

𝐶𝜇𝜈(2𝑡0)
≡ ̄𝐶𝜇𝜈(𝑡) , (A.34)

where the definition of the correlator 𝐶𝜇𝜈(𝑡) is given in (3.60) and (3.61). We also recall how the
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approximation of the kernel function is defined based on (3.94)

⟨𝐾(𝑙)
𝜎 ⟩𝜇𝜈 = 1

2
̃𝑐(𝑙)
𝜇𝜈,0 ⟨ ̃𝑇0⟩𝜇𝜈 +

𝑁
∑
𝑘=1

̃𝑐(𝑙)
𝜇𝜈,𝑘 ⟨ ̃𝑇𝑘⟩𝜇𝜈 . (A.35)

By the definition (A.34) it then becomes clear that the r.h.s. of (A.35) is nothing but a linear
combination of those terms at different time slices 𝑡. If we now consider our representation of the
Chebyshev matrix element introduced in the previous section, we an give the first couple of terms
following

⟨ ̃𝑇0(𝑥)⟩ = 1 , (A.36)

⟨ ̃𝑇1(𝑥)⟩ = −2 ̄𝐶(1) + 1 , (A.37)

⟨ ̃𝑇2(𝑥)⟩ = 8 ̄𝐶(2) − 8 ̄𝐶(1) + 1 , (A.38)

⟨ ̃𝑇2(𝑥)⟩ = −32 ̄𝐶(3) + 48 ̄𝐶(2) − 18 ̄𝐶(1) + 1 (A.39)

⋮ , (A.40)

which allows us to essentially determine the Chebyshev matrix elements to arbitrary order 𝑁, limited
only by the available time slices of the lattice data. We have additionally dropped the subscript 𝜇𝜈
in this notation for simplicity, since the strategy applies the same independent of those indices.

As we previously discussed in Sec. 3.3.1, the lattice data is associated with an statistical error
which results in a violation of the bound | ⟨ ̃𝑇𝑘⟩ | ≤ 1. As a result, instead of solving the linear system
mentioned above, we define Chebyshev matrix elements ̄𝑇𝑘 ≡ ⟨ ̃𝑇𝑘(𝑥)⟩ which we then extract from
a fit by using the inverse formula of the shifted Chebyshev polynomials (A.17) which in our case
reads as

̄𝐶(𝑡) = (−1)𝑡21−2𝑡 [1
2

(2𝑡
𝑡

) +
𝑡

∑
𝑟=0

( 2𝑡
𝑡 − 𝑟

) ̄𝑇𝑟] , (A.41)

where we can now introduce the bound | ̄𝑇𝑘| ≤ 1 through the use of priors following the procedure
layed out in sec. 3.3.1.

A.2.2 Matrix relations

As previously discussed, in this work we only consider the case in which the domain of the target
function is given by [𝑥0, ∞). For this case we have given the definition of the coefficients 𝐴 and 𝐵
in (A.24). We will now discuss some useful properties that arise by setting 𝑥0 ≠ 0 and then apply
those to the case relevant for this work, although a generalization is trivial.
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Towards this end, let us start by expressing (A.15) in matrix notation

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

̃𝑇0(𝑥)
̃𝑇1(𝑥)
⋮
⋮

̃𝑇𝑛(𝑥)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

̃𝑡(0)
0 0 ⋯ ⋯ 0
̃𝑡(1)
0 ̃𝑡(1)

1 0 ⋯ 0
⋮ ⋮ ⋱ ⋱ ⋮
⋮ ⋮ ⋱ 0
̃𝑡(𝑛)
0 ̃𝑡(𝑛)

1 ⋯ ⋯ 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1
𝑒−𝑥

⋮
⋮

𝑒−𝑛𝑥

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (A.42)

Additionally, the same representation can be written for (A.20)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1
𝑒−𝑥

⋮
⋮

𝑒−𝑛𝑥

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

̃𝑎(0)
0 0 ⋯ ⋯ 0
̃𝑎(1)
0 ̃𝑎(1)

1 0 ⋯ 0
⋮ ⋮ ⋱ ⋱ ⋮
⋮ ⋮ ⋱ 0
̃𝑎(𝑛)
0 ̃𝑎(𝑛)

1 ⋯ ⋯ 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

̃𝑇0(𝑥)
̃𝑇1(𝑥)
⋮
⋮

̃𝑇𝑛(𝑥)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. (A.43)

By comparing these two (𝑛 + 1) × (𝑛 + 1) matrices 𝑇𝑀 with (𝑇𝑀)𝑖𝑗 = ̃𝑡(𝑖)
𝑗 and 𝐴𝑀 with

(𝐴𝑀)𝑖𝑗 = ̃𝑎(𝑖)
𝑗 , it becomes obvious that they are related through

𝑇𝑀 = 𝐴−1
𝑀 , (A.44)

i.e. the two matrices are the inverse of each other. We can also obtain an additional decomposition
of the matrix 𝑇𝑀 by looking at (A.15) and (A.16)

𝑇𝑀 = 𝐴𝑃𝑡 , (A.45)

where we introduce the diagonal matrix 𝐴𝑘𝑘 = 𝐴𝑘 = (−2𝑒𝑥0)𝑘, the lower triangular Pascal matrix
𝑃𝑗𝑘 = (𝑗

𝑘) and the matrix 𝑡 which follows from the definition given in (A.4). This decomposition
allows to easily visualize the effect of changing the lower bound of the domain 𝑥0. By setting
𝐴𝑘𝑘|𝑥0≠0 = 𝑒𝑥0𝑘 𝐴𝑘𝑘|𝑥0=0, it follows

(𝑇𝑀)𝑛𝑘|𝑥0≠0 = ̃𝑡(𝑛)
𝑘 ∣

𝑥0≠0
= 𝑒𝑥0𝑛 ̃𝑡(𝑛)

𝑘 ∣
𝑥0=0

, (𝐴𝑀)𝑛𝑘|𝑥0≠0 = ̃𝑎(𝑛)
𝑘 ∣

𝑥0≠0
= 𝑒−𝑥0𝑛 ̃𝑎(𝑛)

𝑘 ∣
𝑥0=0

. (A.46)
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