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Automatic speaker verification (ASV) has shown immense potential across
domains like security, forensic analysis, and human-computer interaction. However,
real-world deployment necessitates ASV systems that are robust to diverse conditions
involving channel variability, spoofing attacks, and domain mismatch between training
and test environments. This thesis has focused on a pivotal research problem -
enhancing the robustness of automatic speaker verification (ASV) systems to enable
reliable deployment in the real world. Through a combination of novel methods for
addressing channel mismatch, spoofing attacks, and domain mismatch, it has made
significant contributions towards this challenging goal.

The primary objectives of this thesis have been:

1. To develop techniques that improve the robustness of ASV systems to channel
mismatch between enrollment and test conditions.
2. To enhance resilience against spoofing attacks like synthesized and converted
speech.
3. To tackle the universal issue of domain mismatch between training and
deployment environments.
4. To address these three threats jointly in an integrated manner.
Through a combination of the pair-wise learning paradigm, spoofing attack simulation,
and meta-learning paradigm, the author has made notable advancements in each of these
research goals. The highlights of contributions are summarized below.

To mitigate the impact of channel variability on ASV reliability, the author
proposed an attention back-end model in Chapter 3 that directly handles multiple
enrollment utterances. Unlike conventional averaging of embeddings, this architecture
employs two self-attention networks to explicitly model relationships among enrollment
utterances - scaled dot self-attention and feed-forward self-attention. The pair-wise
learning paradigm trains the model by sampling varied combinations of conditions from
the dataset, realistically simulating channel mismatch.

Experiments on VoxCeleb and CNCeleb datasets demonstrate that the attention
back-end consistently achieves lower EER and minDCF than the widely used PLDA
back-end. On CNCeleb, it reduces EER from 12.52% to 10.12% and minDCF from
0.6105 to 0.5649. More significantly, in the genre mismatch scenario, the attention

backend displays greater robustness than PLDA for most cross-genre test cases.



Through explicit modeling of enrollment utterances and realistic simulation of
variability, the attention back-end significantly enhances ASV's reliability against
channel mismatch.

While channel robustness is critical, ASV systems face another key threat -
synthesized and converted speech attacks. Chapter 4 tackles this challenge by extending
the attention back-end to become spoofing-aware.

The core innovations lie in fusing speaker verification and countermeasure
modules through score-level integration, along with refining the pair-wise learning
strategy to incorporate spoofing attacks during training. By allowing gradients to flow
between the scores, interactions between the modules are induced, overcoming the
limitations of isolated training. The composition of training trials is also enlarged to
encompass bonafide, spoofed, and non-target examples.

Evaluated on the SASV Challenge 2022 benchmark, the spoofing-aware model
slashes the SASV-EER from 22.91% to 1.19%, showcasing tremendous improvement in
resilience. The SV-EER remains competitive at 1.32%, confirming that ASV accuracy
in normal conditions is uncompromised. Detailed ablative tests highlight the
significance of each component in achieving spoofing robustness.

The problem of distribution differences between training and test sets affects all
machine learning systems, including ASV. The author tackles this in Chapter 5 using a
meta-learning paradigm. The key intuition is to simulate domain mismatch during
training by constructing distinct meta-train and meta-test splits with genre variability.
Additional genre alignment regularization is imposed through adversarial training.

Experiments on a new cross-genre anti-spoofing task validate the approach, with
EER reductions of up to 26.7% on unmatched genres and consistent gains over multiple
protocols. For instance, on CGP-I with the “singing” genre unseen during training,
meta-learning improves EER from 9.517% to 8.248%. The addition of genre alignment
further boosts it to 8.157%. This demonstrates the efficacy of the proposed method for
domain generalization.

While Chapter 3 to Chapter 5 tackles the three challenges independently, chapter
6 proposes an integrated framework combining all techniques. Pair-wise learning and
spoofing simulation handle channel and attack issues, while meta-learning provides
domain robustness. This unified approach is engineered to handle diverse real-world
conditions.

The integrated results are highly promising, with SV-EERs and SASV-EERs
considerably lower than the baseline systems with the simple supervised learning
paradigm. For example, on the CNComplex testing dataset, the integrated learning
paradigm achieves a SASV-EER of 7.37% on the cross-genre protocol I, compared to
37.64% SASV-EER of ECAPA-TDNN model with the supervised learning paradigm.

In summary, through a diverse set of innovations, this thesis substantially advances

the state-of-the-art in robust ASV under challenging conditions. The consistent



performance gains provide empirical evidence of the effectiveness of our methodology
in tackling key bottlenecks toward reliable ASV deployment. By enhancing real-world
robustness, this thesis marks an important milestone in progressing voice biometrics

from the lab towards ubiquitous adoption across applications.
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