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ABSTRACT

Title of Document: NUMERICAL ANALYSIS OF THE
MEASUREMENT OF NEAR BEAM
ELECTRON CLOUD DENSITY AT KEKB
LOW ENERGY RING

Puneet Jain, PhD, 2010

Supervised By: Professor Hitoshi Fukuma, Department of
Accelerator Science, Sokendai, Japan

A large number of electrons called an electron cloud are accumulated in beam
chambers in positron storage rings. These electrons interact with the beam and can
make it unstable. The density information of the electron cloud near the beam is
therefore fundamental for studying the beam instabilities and mitigation techniques
related to the electron cloud. Recently Kanazawa et al. proposed a method to measure
the density of the electron cloud near the beam. The method measures high-energy
electrons selectively by a retarding field analyzer located on a chamber wall, noting
that the electrons near the beam get a strong kick by the beam. They calculated the
density of the electron cloud simply assuming that the electrons that receive a kick are
stationary.

We examined the measurement technique by a new computer code developed by us.
The analysis showed that the volume near the beam occupied by the detected
electrons, ie. the observed volume, was strongly deformed due to the horizontal
velocity of the electrons and nevertheless the observed volume calculated assuming
the stationary electrons can still be used for calculating the density of the electron

cloud in their measurement conditions. The modeling of electron cloud generation in



a field-free region of KEK B-Factory (KEKB) LER (Low Energy Ring), analysis of
the measurement, comparison of the measured density with simulations and a

possible improvement in the design of electron monitor are presented in details.
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Chapter 1: INTRODUCTION

1.1 An overview of Colliders

In particle physics one gains knowledge about elementary particles by
accelerating charged particle beams to very high kinetic energies and letting them
impact on other particles. For sufficiently high energy, a reaction happens that
transforms the particles into other subatomic particles. Detecting these products
gives insight into the physics involved.

To do such experiments there are two possible setups:

e Fixed target setup: A beam of particles, i.e., the projectiles, is accelerated
with a particle accelerator, and as collision partner, one puts a stationary
target into the path of the beam.

e Collider: Two beams of particles are accelerated and the beams are directed
against each other, so that the particles collide while flying in opposite
directions.

The collider setup is harder to construct but has the great advantage that according to
special relativity the energy of an inelastic collision between two particles
approaching each other with a given velocity can be orders of magnitude higher if the
collision velocity is near the speed of light. If the center-of-mass energy for the
collision of two particles with energy £ and rest-mass energy £y be represented by

Ecm cottider and E o,y fixeq for a collider and fixed-target experiment respectively, then

Ecm,collider/Ecm,fixed target = 4/ 2E/E, . (L.1)

It is clear that Ecy, coiiider > Eempivea When E >> E,, which is the case in high energy

physics experiments. According to the types of particles, colliders are classified as



electron-positron colliders (circular or linear), proton-proton (anti-proton) colliders,

electron-proton colliders, muon colliders and so on [1].

1.1.1 History of Colliders

The first proposal for a collider originated with a group at the Midwestern
Universities Research Association [MURA]. This group proposed building two
tangent radial-sector Fixed-Field Alternating Gradient accelerator (FFAG) rings [2].
Tihiro Ohkawa, one of the authors of reference [2], went on to develop a radial-sector
FFAG accelerator design that could accelerate two counter rotating particle beams
within a single ring of magnets [3]. The third FFAG prototype built by the MURA
group was a 50 MeV electron machine built in 1961 to demonstrate the feasibility of
this concept.

Gerard K. O'Neill proposed using a single accelerator to inject particles into a pair of
tangent storage rings. As in the original MURA proposal, collisions would occur in
the tangent section. The benefit of storage rings is that the storage ring can
accumulate a high beam flux from an injection accelerator that achieves a much lower
flux [4].

A (circular) collider usually consists of an injector, transport lines and a colliding
storage ring. The injector provides the initial particles (e*, €; p, p*; e, p; u”, §) for
the storage ring. The beam lines transport the injected beam to the storage ring. The
beams are injected into the ring by means of septa, kickers and separators. After the
beams are filled, they are accelerated to the desired energy, squeezed, and brought
into collision. As the beam loses intensity over its finite lifetime, after several hours,

the ring needs to be refilled.



The first electron-positron colliders were built in Italy, at the Frascati laboratories
near Rome, by the Austrian-Italian physicist Bruno Touschek. Around the same time,
in the early 1960s, the VEP-1 collider was independently developed and built under
supervision of Gersh Budker in the Soviet Institute of Nuclear Physics. Then shortly
after, there was another built in Geneva, Switzerland. The colliders in the history of

the world are listed in Table 1.

1.1.2 KEK B-factory: an electron-positron collider

In an electron-positron collider, high-energy collisions take place between e’

and ¢ beams. As seen in Table 1, most colliders ever built in the world are electron-
positron colliders. The basic reason for this preference is that they provide “clean”
collisions between two lepton beams. In particle physics, a B-factory is a collider-
based storage ring designed to produce a large number (~ 10°) of B mesons and
analyze their properties [5, 6].
The KEK B-factory (KEKB) is an asymmetric electron-positron collider for studying
B-meson physics [7]. It consists of two rings, the low-energy ring (LER) for positrons
with an energy of 3.5 GeV, the high-energy ring (HER) for electrons with an energy
of 8 GeV, giving 10.58 GeV centre-of-mass energy, which is equal to the mass of
Upsilon(4S).



Table 1 : Colliders in the world (DR: Double ring; SR: Single ring; LC: Linear
collider)

Location Name Eem, max (GeV) Start-up

AdA (e* ¢ SR) 0.5 1962

Frascati, Italy ADONE (e ¢ SR) 3.0 1969

DA®NE (e* ¢ DR) 1.0 1997

CBX (e" ¢ DR) 1.0 1963

Stanford/SLAC, SPEAR (e” ¢ SR) 5.0 1972

USA PEP (¢* ¢ SR) 30 1980

SLC (e" ¢ LC) 100 1989

PEP-II (¢' ¢ SR) 10.6 1999

VEP-1 (e* ¢ DR) 0.26 1963

Novosibirsk, Russia | VEPP-2/2M (e* & SR) 1.4 1974

VEPP-4 (¢" ¢ SR) 14 1979

Orsay, France ACO (e* ¢ SR) 1.0 1966

DCI (e* ¢* SR) 3.6 1976

Cambridge, USA CEA Bypass (¢* ¢ SR) 6 1971

DORIS (e" ¢ DR) 6 1974

DESY, Germany PETRA (e* ¢ SR) 38 1978

HERA (¢* p DR) 160 1992

ISR (pp DR) 63 1971

CERN, Europe SppS(ppSR) 630 1981

LEP (¢" ¢ SR) 190 1989

LHC (pp DR) 14000 2004

Brookhaven, USA RHIC (heavy ions DR) 200/u 1999
RHIC (pp DR) 500

Comell, USA CESR (e" ¢ SR) 12 1979

KEK, Japan TRISTAN (e* ¢ SR) 60 1986

'KEKB (e* ¢ DR) 10.6 1999

Beijing, China BEPC (¢" ¢ SR) 5.6 1989

Fermilab, USA Tevatron (pp DR) 1000 1987




1.2 General scheme of KEKB

The construction of KEKB started in 1994, utilizing the existing tunnel for
TRISTAN, a 30 GeV x 30 GeV electron—positron collider. After 32 months of
dismantling of TRISTAN, the construction of KEKB was completed in November
1998, and commissioning started in December 1998 [8 - 10]. Two 3016 m long rings,
an 8-GeV electron ring (HER) and a 3.5-GeV positron ring (LER) are installed side
by side in a tunnel 11 m below the ground level. Their injector, which is a linac-
complex, provides the rings with not only an electron beam, but also a positron beam.
The two rings cross at one point in the “Tsukuba area”, called the interaction point
(IP), where electrons and positrons collide. The Belle detector surrounds the IP to
catch particles produced by the collisions. Just opposite to the IP the two rings pass
each other at different heights, and the electrons and positrons do not collide. Fig. 1.1

shows a schematic layout of KEKB.

TSUKUBA

e T T R tiatad
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Fig. 1.1. Schematic of layout of KEKB.



1.2.1 Luminosity boost

In order to obtain high luminosity, the stored currents in the rings should be as
high as possible, and the beam sizes at the IP should be as small as possible. In
KEKB, the design currents in the rings are 1.1 A in the HER and 2.6 A in the LER.
The beam is distributed among about 1584 bunches with a bunch spacing of 1.84 m.
The beta-function at the IP is 120 cm in the horizontal direction and 0.59 c¢cm in the
vertical direction. The estimated vertical beam size at IP is 0.94 pm. In the 2009 run
through June 17, KEKB marked the following records of the luminosity: peak

luminosity, 21.08 nb’ s’

;. integrated luminosity/day, 1.479 fb™; integrated
luminosity/7 days, 8.428 fb"'; integrated luminosity/30 days, 30.208 fb"'. The

numbers above are all recorded values by the Belle detector.

1.2.2 Storage of high currents, vacuum chambers and cavities

These high currents stored in the rings may excite strong coupled-bunch
instabilities. The main issue is, therefore, how to store such large currents in the rings
and at the same time to maintain stable collisions between the electron and positron
beams. Both the KEKB rings have copper vacuum chambers that can sustain a high
heat load of synchrotron radiation. The HER vacuum chambers have a race-track
shape, whereas those of LER have a round shape with an inner diameter of 94 mm.
This large diameter is effective to lower the growth rate of coupled bunch instabilities
due to the resistive-wall impedance.

The beam excites the fundamental mode and higher-order modes (HOM) in a cavity.
The fundamental mode is the lowest-frequency mode, and is used for acceleration,

whereas HOMs are modes with higher frequencies. In a small ring, only HOMs are



responsible for coupled-bunch excitation; however, in a large ring with a high stored
current, the fundamental mode also becomes responsible for instability. KEKB uses
two kinds of HOM-free cavities: normal conducting cavities, called ARES, for the
LER and HER, and superconducting cavities (SCC) for the HER.

ARES is an acronym of accelerator resonantly coupled with energy storage. It
consists of three cells: an accelerating cell, an energy-storage cell, and a coupling cell
between them. HOMs are extracted from the cavity by four wave guides attached to
the accelerating cell, and are absorbed by SiC absorbers equipped at the end of the
wave guides. Beam pipes attached to the cell are grooved to make those HOMs,
which cannot be extracted by the waveguides, propagate towards the beam pipes. The
large-volume, low-loss energy-storage cell effectively increases the stored energy of
the cavity system.

The superconducting cavity for KEKB has two large-bore beam pipes that are
attached to both ends of the cavity cell. The diameters of the beam pipes are chosen
so that the frequencies of all modes, except for the fundamental one, become higher
than the cut-off frequencies of the pipes. HOMs propagate towards beam pipes and

are eventually absorbed by ferrite dampers attached to the inner surfaces of the pipes.

1.2.3 Finite-angle crossing at [P

One of the salient features of KEKB is the adoption of a finite-angle crossing at
the IP, where the electron and positron bunches collide at a finite angle of £11 mrad.
This scheme does not require any separation dipole magnets and makes the
interaction region much simpler than in head-on collision scheme. Another advantage

is that bunches are separated quickly after the collision, allowing a minimal bunch



spacing of 59 cm. KEKB's leading finite crossing angle interaction design provides its
high luminosity.

Currently, the KEKB is shut down for its upgrade to SuperKEKB. The physics from
SuperKEKB will be complementary to that which can be obtained from LHC. The
upgrade of KEKB using the low emittance option will study CP asymmetry and new

sources of flavor mixing in the quark sector [11].

1.3 Beam instability in the LER

During its early commissioning, the luminosity of KEKB was limited by the
vertical beam blow-up [12, 13]. The beam as a function of beam current started to
increase at a threshold beam current and was almost doubled at 300 mA under typical
operating conditions. This blow-up is one of the most serious problems limiting the
luminosity of KEKB. The main characteristics of the observed beam blow-up were:

1) single beam and a multi-bunch effect,

i1) no dipole oscillation was observed when the vertical chromaticity was high [14],
iii) the blowup had a threshold which was determined by the charge density (bunch

current/bunch spacing),

iv) the blowup was almost independent of betatron tunes, and

v) no blowup was observed in the horizontal plane.
A model to explain the blowup was proposed by F. Zimmermann and K. Ohmi [15].
In their model, the blowup was explained as a single-bunch head-tail instability due
to a large number of electrons produced by photoemissions or secondary emissions.
The collection of these electrons is called an electron cloud. Strong or regular head-
tail instability in a bunch occurs by the mediation of the cloud. The observed beam

size blow-up resulted due to head-tail oscillation of the instability. The tune shift was



roughly consistent with a calculation based on the model, and the threshold bunch-
intensity of the blowup was consistent with the threshold of the transverse mode-

coupling instability [16].

1.4 Electron Cloud

A collection of electrons can be formed in positron and proton storage rings.
Seeds of these electrons are slow electrons produced by synchrotron radiation (SR),
ionization of the residual gas (a small effect in the e’-¢” factories) or by secondary
emission. In the secondary emission process the low-energy background primary
electrons, typically 10s of electron volts, already present in the chamber are driven by
the electric field of the beam into the chamber with sufficient kinetic energy to
generate secondary electrons on the wall. Hence, this is a type of multipacting

process.

p=159m > ¢ = 94mm

| Y%}\/f 7elgunch srpi'T‘i;rg 6 ngﬂr\l

Fig. 1.2. Schematic of electron multiplication.

A schematic of electron multiplication in KEKB LER is shown in Fig. 1.2. The

electrons get a kick from the electric field of the positron bunch, the strength of which



depends on the position of the electron from the bunch. These electrons, with an
increased kinetic energy, hit the opposite end of the wall, produce secondary electrons
there before getting lost.

If the number density of the electrons becomes sufficiently large, they can lead to
degradation of the particle beam either by direct interaction or through electron-
stimulated desorption of gases. The dense pockets of electrons are termed as an
electron cloud (EC), and the resulting corruption of the beam is termed as electron
cloud instability (ECI) [17]. The charge distribution of the electron cloud responds to
the position of a passing bunch. In turn, the electric field of the electron cloud
perturbs subsequent bunches, creating a bunch-to-bunch coupling which can drive
transverse multi-bunch instabilities. The multi-bunch instability is broadband,
involving many modes. The EC can also couple the head of a bunch to its tail,
creating a single-bunch head-tail instability (which, however, requires the presénce of
many bunches in the machine to generate the EC) [15]. Apart from causing bunch
instability, the EC can have damaging effects on the accelerator performance such as
the increased thermal load to chamber walls of superconducting accelerators,
emittance blow-up, gas desorption from chamber walls and so on [18, 19]. The EC
couples most strongly to a positively charged beam, because the space charge of a
negative beam repels the EC. Since the EC effect is one of the big concerns in
existing accelerators and a potential threat to future accelerators such as Super B-
factories and a damping ring of the linear collider, much effort has been made to

study the effects and find mitigation methods against it.
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1.4.1 Experimental observations of EC

Early observations of instabilities correlated with pressure are attributed to EC
in proton rings and coasting beams. Perhaps the first ever observation of an EC driven
instability was made with a bunched beam at a small proton storage ring of the BINP,
Novosibirsk around 1965 [20]. The ring circumference was only 2.5 m. Coherent
betatron oscillations and beam losses occurred above a threshold proton intensity of 1
to 1.5%x10'°. Budker and co-workers identified the instability as one due to electrons.
At about the same time as in Novosibirsk, a vertical instability, which is now
attributed to electron cloud, was observed at the Argonne ZGS [21]. The instability
growth time varied between 5 and 100 ms, and the intensity threshold from 2 to
8x10" protons distributed over eight equally spaced bunches. In 1965, an electron-
related instability affected operation of the BNL AGS [22]. A coherent vertical
betatron oscillation led to beam loss. At about the same time, pressure-dependent
instabilities were observed at Orsay, which were attributed to nonmlinear fields
introduced by particles with a charge sign opposite to that of the beam (i.e., electrons
or lons, depending on the beam charge) [22]. In 1971, thé Bevatron also suffered
from an electron-driven instability, in this case for a coasting beam [23]. The
observation of electron-cloud instabilities in coasting beams at the CERN ISR was
made in 1972. The instability had a fast rise time and lasted for 5 to 10 ms [24].
Similar observations of ECI in LANL proton storage ring (PSR) were made in 1988
[25, 26]. An important characteristic of the PSR instability was the occurrence of
sustained coherent oscillations below the loss threshold and the observation of an
intense electron flux on the beam pipe wall at the end of a bunch passage. The
progression of the instability from the end of the bunch towards the front suggested
that for the PSR electron production and instability should be considered as a

combined process.
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It was in 1989 that the KEK Photon Factory (PF) switched from electron to positron
operation. The positron beam suffered from a wideband vertical multi-bunch
instability which had not been seen with electron beams [27]. The unstable mode
pattern of this instability was characteristic of a wakefield extending only over a few
bunches. The instability, which was first time observed in positron rings, was
interpreted as one driven by photoelectrons [27]. In an attempt to model this
phenomenon quantitatively, detailed computer simulations of the electron build-up
inside a vacuum chamber and the resulting wakefield were performed [28]. This
investigation at the KEK PF was probably the first one which revealed an EC effect
for lepton beams, and it ushered in the ‘‘modern era” of the effect, sparking
substantial and widespread interest.

Anomalous transverse coupled bunch instability had been observed in mid 1980s in
Comell Electron Storage Ring (CESR) [29]. The growth rate of the positron beam
was very reproducible and was independent of the residual gas pressure. The
instability was however not as reproducible for electrons. The anomalous instability
was present only when the distributed ion pumps (DIPs) were powered [30]. It
disappeared immediately when the DIPs are turned off The growth rate was
proportional to the number of DIPs powered and to the DIP anode voltage [31]. The
observations were consistent with the hypothesis [32 - 34] that slow electrons trapped
in the beam chamber were responsible for the anomalous instability. These electrons
were produced primarily through photoemission and were trapped in the combined
dipole magnetic field and quadrupole electrostatic leakage field from the DIPs. This
“trapped photoelectron instability” had a very long range, was nonlinear in beam
current, and was predominantly horizontal.

In contrast with the trapped photoelectron instability observed in CESR, the
instability observed in the PF of KEK was “free photoelectron instability” (electron

cloud instability or “ECI”). This instability, in contrast with the CESR instability,
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occurred in the absence of magnetic and electrostatic fields; was strong in the vertical
direction; and increased with beam current. It was short-range in nature, because the
photoelectrons moved rapidly to the chamber walls.

In 1996, a series of EC experiments were conducted by an IHEP-KEK collaboration
at the Beijing Electron Positron Collider (BEPC) [35]. Later, the photoelectron
instability was reported in BEPC and KEKB [36, 37]. Shortly thereafter, crash
programs were launched for the positron ring of the PEP-II B Factory [38] and, after
simulations and analytical estimates had predicted a serious effect for heat load and
beam stability [18, 19], for Large Hadron Collider (LHC) [39]. The possibility of
beam-induced multipacting in the LHC was first mentioned by Grobner in 1996 [40].
Since 1998, EC effects have been seen with the LHC test beam in the super-proton
ring (SPS) as well.

1.4.2 Mitigation techniques to control EC

Secondary electrons, which are generated in a multiplication process, play a
large part in the formation of EC. Various experiments, therefore, have been
performed to suppress the multiplication of secondary electrons [41-44] as well as the
generation of photoelectrons [45-48]. There are two approaches for suppressing the
EC effect: the first is to modify the chamber surface properties such that the
secondary electron yield (SEY) is reduced, if possible below unity. This can be atleast
partially achieved by conditioning the vacuum chamber surface by exposing it to a
deliberately generated EC over an extended period, which is often called beam
scrubbing [49]. An effective approach to suppress the multiplication of secondary
electrons is to utilize a beam duct with an inner surface with a low SEY. Many kinds

of surfaces, like nonevaporable getter (NEG) materials and TiN, have been studied so
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far [50, 51]. The second approach consists in changing the dynamics of the EC by
externally applied electric, magnetic, or electromagnetic fields. Solenoids have been
shown to confine the electrons close to the chamber wall and eliminate the EC in
straight sections of several machines [52-54], but they cannot be applied in bending
sections.

Clearing electrodes allow a static electric field to be applied, which changes the
trajectories of the electrons and may disturb the EC buildup. Electromagnetic fields
were also proposed for electron cloud clearing. Clearing electrodes have been
successfully used in several machines for electron or ion clearing [55, 56].

A drastic reduction of the SEY has been reported with a metallic grooved surface
having a specially designed grooved profile [57-59]. Such a surface reduces the
escape probability of secondary emitted electrons, reducing considerably the effective
SEY. Grooved surfaces are effective to suppress the secondary electron emission, and
can be a promising technique to mitigate the electron cloud effect in positron/proton
storage rings. It has been recently demonstrated for the first time that there is a large
reduction in the measured electron density with the installation of the clearing
electrode and the groove structures [60].

Antigrazing surfaces have been designed for LHC to reduce the photoemission rate
from grazing incident photons. They have also been tested in RHIC to reduce the
beam-stimulated molecular desorption [61, 62]. The data showed that the vacuum
pressure rise was reduced by over an order of magnitude at the location of the
collimator. In addition to passive measures, active feedback is also a possible cure for
EC-induced instabilities. The instability threshold was observed to increase by 20-

25% with the prototype feedback system [63].
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1.4.3 Electron cloud density measurements

The knowledge of electron cloud density (ECD) is essential to the study of the
EC effects. Several quantitative measurements of ECD have been reported. A pulsed
electrode called an electron sweeper was used to sweep electrons towards a detector
at PSR [64]. An absolute measurement of ECD has been carried out at HCX by
measuring ions expelled by the beam whose kinetic energy at the wall is related to a
beam potential decreased by the EC [65]. A phase shift of the TE wave caused by the
EC was used to measure ECD at PEP-II [66]. These methods give an average ECD in
the beam chamber. However, the measurement of the ECD near the beam is more
important than the average ECD for the study of the single-bunch instability caused
by the EC because the beam interacts with the EC near the beam, thus inducing the
instability.
Recently, Kanazawa et al. have proposed a method of measuring the ECD near the
beam and reported a result of the measurement in LER at KEKB [10, 67]. It is based
on an idea to measure EC current above a threshold energy using a retarding field
analyser (RFA) located on the chamber wall. The high-energy component of the
electrons is expected to have originated from a region near the beam because a strong
kick by the beam is given to the electrons close to the beam. A unique point of the
method is that it measures the density of the electrons with which the beam really
encounters. No laboratory other than KEK has reported EC density measurement seen
by the beam. Although the method gives a possibility to measure the ECD near the
beam, Kanazawa et al. [67] estimated near-beam ECD under simple assumptions that
the electrons are stationary and that they hit the wall as a result of the single kick
received from the beam. Héwever, in reality, the electrons have finite velocity and
some electrons detected by the monitor will originate from non-central parts of the

chamber.
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In this thesis, we examine the above assumptions in detail using a newly developed
simulation code. Though a number of codes are available for EC study, the first and
the pioneering code PEI (K. Ohmi) followed by others viz. POSINST, ECLOUD,
WARP, HEADTAIL, PEHT etc., the need of doing special tasks inspired us to write
our own code, which is dedicated to near-beam ECD studies only. The newly
developed code has special functions such as a backtrack routine for tracking the
trajectory of a detected electron to a position immediately before the kick by the beam
and a routine for the calculation of ECD seen by the beam.

In all results presented here, we assume that there is no offset in the beam position
from its design trajectory. Only photoelectrons have been considered as the source of
seed electrons because the photoelectrons are main source of primary electrons in
positron storage rings. We carried out the analysis only in drift space.

We organize the thesis as follows. Chapter one is the introduction. The simulation
model of the EC build-up is described in chapter two. The experimental procedure to
measure near-beam ECD and the analysis of the measurement technique along with

its validity is mentioned in chapter three. The conclusion is given in chapter four.
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Chapter 2: BUILDUP OF ELECTRON CLOUD

An overview of the physics involved in the build-up of electron cloud (EC) and

its modeling in simulations is presented in this chapter.

2.1 Generation of primary electrons

Primary electrons are generated on the inner surface of the LER chamber during
a bunch passage by three processes: photoemission, ionization of the residual gas and
generation of electrons due to beam loss in the chamber walls. In e-e" colliders, the
source of primary electrons is mainly the photoelectrons. We therefore modeled only

the photoelectrons as the source of primary electrons in our simulation code.

2.1.1 Number of photoelectrons per positron bunch

A positron bunch, when passing through a dipole bending magnet (BM), emits
synchrotron radiation (SR) that strikes the chamber wall and generates
photoelectrons. The basic quantity to compute is the number of photoelectrons per
bunch per radian of the bending angle generated on the inner surface of the chamber
wall from the SR light photons hitting it directly and by multiple reflections from the

surrounding wall.

de‘e‘/bunch dNy/e'* Say
4B ~ 7eNe+ d0 NeNe+ ﬁ . (2.1)
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Such a quantity, expressed in eq. (2.1), is a product of photoelectron yield 7, and the
photoemission rate N+ dN,..+/d6 [68]. Here a is the fine structure constant; y is the
relativistic factor of positron, and N, is the positron bunch population. The

photoelectron yield 7, depends on the photon energy E.;,, where,

Ecrie =3y%hc/2p, (2.2)

where p is the radius of curvature of BM. For KEKB LER, p=15.9 m, y =6850.44,
therefore E,,;, ~5.97 keV.

For many materials, the 7, can be approximated as a constant, of the order of 0.1,
over a fairly large energy range of photons, e.g., between a few eV and a few 10s of
keV [69]. The energy and direction of the emitted photon from the positron bunch can
be calculated from the standard SR formula [70]. Knowing the energy of the incident
photon and its angle of incidence relative to the local normal to the vacuum chamber,
the scattering probability of the incident photon can be computed. The sources of
photoelectrons at any transverse plane down a BM are the main SR light emanating
from the bunch and scattered SR light.

The electron monitor is mounted on a vacuum pump port of the LER chamber to
measure the EC current. The electrons enter into it through two 10-cm-long
longitudinal openings, i.e., the RFA entrance on the LER chamber. Due to the ultra
relativistic speed of the bunch, the photons are emitted in a vertical strip, tangent to a
bunch, from a BM and strike the LER chamber longitudinally with varying intensity
depending on its angular position inside the BM. The SR fan, which strike a 10-cm-
long RFA entrance, shown in red colored line in Fig. 2.1, subtend an angle of 46 ~
8.93 prad at a distance of 23 m down the BM in a field-free region (drift space) at the
bunch position inside the BM.
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z=10 z=1m

Fig. 2.1. Schematic drawing of generation of photoelectrons in
a drift space by a single positron bunch.

The average number of photoelectrons, generated on the chamber wall at the location

of RFA entrance, per positron bunch passage from the BM (Fig. 2.1) is given by [68]

dN,, ./bunch Say
Np.e./bunch = ——ngﬂAQ = NelN+ m A6. (2'3)

The bunch population N, = iz / q / frev, Where ip is the bunch-current and q is the
electronic charge. The revolution frequency, f.,, of positron bunches is 99.4 kHz;
therefore, for example, for 1 mA bunch current there are 6.3x10'° positrons in a
bunch. The bunch generates more than four million photoelectrons on the LER
chamber wall corresponding to a horizontal opening angle of A6 ~ 8.93 prad at the
RFA entrance using eq. (2.3).

Since the entire beam-pipe is filled with the EC of varying iritensity along z-axis, i.e.,
the beam propagation direction, we considered a longitudinal numerical box of one-

meter length placed around the RFA entrance for better statistics of macro-electrons
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in the EC build-up. We shall refer this box as ‘Computational-Box’ (CBX). The
bunch generates > 10 photoelectrons on the LER chamber wall inside the CBX,
corresponding to a horizontal opening angle represented by Ay in Fig. 2.1. Since this
number is fairly large to handle even by a super computer, we simulated a smaller
number of representative electrons referred to as the macro-electrons. The charge-to-
mass ratio of a macro-electron is same as that of a real electron. In simulations, we

represented this fact by a parameter ‘fif’ defined as

Number of actual electrons

ftf ; typically 1000

" Number of macro — electrons

2.1.2 Position assignment of the photoelectrons

A positron bunch, while passing through a dipole BM emits SR light that
strikes the entire chamber wall length. The photoelectrons are produced at the inner
surface of the LER chamber wall with 7, set as 0.1 in our simulation model for
copper surface. The launch positions of the macro-photoelectrons on the inner surface
of the chamber wall were chosen to be a Gaussian distribution in a median plane
within an open angle of +1/y (rad) centered at the bunch. The actual open angle is
different from a Gaussian, but for simplicity of the model, we preferred it because it
is not sensitive to our analysis [70].

In our simulation model we assumed that there is no transverse displacement of the
bunch from the design orbit.

Following the coordinate system as shown in Fig. 2.2, the y-coordinate of a macro-
photoelectron was assigned as y = Yyqx * random number weighted with a Gaussian of

1-0, and, the x-coordinate as x = -\/(rc/,,,,z-yz), where Yqx is the maximum absolute
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value of the y-coordinate of the photoelectrons generated by the main SR light hitting
the chamber wall and 7, is the radius of the chamber wall. The transverse positions
of the macro-photoelectrons at a given z are shown with pink dots in Fig. 2.2 having a
Gaussian profile centered on x=0. A uniform longitudinal distribution of macro-
photoelectrons was assumed in the CBX, so that the z-coordinate of a macro-

photoelectron was given by a random number uniformly distributed over the CBX

length.

PE du_e PE due to
to main reflected SR
SR

Fig. 2.2. Reference co-ordinate system.

2.1.3 Velocity assignment of the photoelectrons

The photons from the SR light lose their energy to the chamber wall upon
hitting it and are lost. They knock out photoelectrons on the inner surface of the
chamber wall. The velocities of the newly generated photoelectrons do not have any
correlation with the direction of the incident photons. The macro-photoelectrons were
assumed to emit with a cosine distribution [71, 72], the angle being measured from

the normal to the surface, i.e.

— X oSO —

0 6 do x cosO sind, (24)
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where 6 (0 < §< m/2), the angle of inclination, is with respect to the x-axis and ¢ (0 <
# < 27), the azimuth angle, is with respect to the z-axis as defined in Fig. 2.2. Using
Monte-Carlo sampling technique the ‘@’s and ‘@’s were generated to give aforesaid
angular distribution of the photoelectrons.

The initial energy distribution of the macro-photoelectrons was chosen as a Gaussian
with a peak at 7 eV and an rms spread of 5 eV [73]. In simulations it was done by
using a random number generator weighted with a Gaussian (multiplied by 7) of 5-o
standard deviation. Thus knowing the absolute velocity value v along with its

direction, the velocity components of the macro-photoelectrons are given by

Uy = V €050,
vy = v sing,
v, = v sinf sing. (2.5)

The cross-section of the beam-pipe is circular. All the macro-photoelectrons with
nonzero y-coordinates have transverse velocities with respect to the circular boundary
of the beam-pipe. These velocities were modified by a rotation-transformation so as
to get them with respect to the origin at the centre of beam-pipe. Fig. 2.3 shows a
schematic drawing of the velocity component transformation. If the velocity
components of an electron generated at any arbitrary location, say O; (x, ¥), given by
eq. (2.5), are represented by (vy, V), then the velocity components with respect to

the origin O, the centre of the LER chamber, represented by (v, v,) are given by

[Ux] _ [cosa sin a] [vxl],

. 2.6
Vy —sina cos al tVy1 (2.6)

where = sin” (/¥ eim). There is no change in v;, as the coordinate transformation is a

rotation about the z-axis.
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Fig. 2.3. Schematic of velocity transformation about z-axis with respect
to an origin Oy(x, ).

2.1.4 Photoelectron generation from the reflected SR light

We mentioned in sec. 2.1.1 that the inner surface of the LER chamber also gets
illuminated by the scattered SR light. The exact modeling of the scattered photons
from a nonplanar surface is quite complex [74, 75]. The generation of the
photoelectrons from the absorbed photons around the chamber wall depends on the
surface smoothness of the chamber wall for the reflection of the SR light. For a slow
build up of the EC, the sources of the photoelectrons should be a minimum. Thus,
inside the bending magnets a low photon reflectivity is desirable, since the magnetic
field confines the photoelectrons emitted at the outer side of the chamber, which is

the primary impact point of SR, to the vicinity of the wall.
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The launch positions of the macro-photoelectrons from the reflected SR light were
assumed to be a uniform distribution along the periphery of the inner chamber wall,
The reason for the uniform distribution consideration was the large distance of the
location of the RFA entrance from the BM, 23 meters in our case, and at large
distances the chamber wall gets illuminated by the scattered photons approximately
uniformly. The transverse positions of the macro-photoelectrons by the reflected SR
light are shown with circular dots on the periphery of the chamber at a given z in Fig.
2.2. We chose a reflectivity of 0.2 in our simulation model [48]. The velocity

assignment was done similar to the photoelectrons generated from the main SR light.

2.2 Beam-electron interaction

An electron of the EC interacts with positron bunches, receives a transverse
kick via Coulomb force and gains kinetic energy. We present a framework for the
kick exerted by a positively charged Gaussian bunch to an electron in accordance
with Bassetti-Erskine [76] formalism for the purpose of our simulations.

Consider an ultra relativistic Gaussian positron bunch (8 = v/c = 1) moving in the
longitudinal direction. We déﬁne this direction by z-axis (Fig. 2.2). The charge

density within the bunch can be expressed as

2
plx,y,z) = (Zn‘Q)3/2 ax;yaze(_%)e(_%;)e(—%>, 2.7)

and the total charge O by

0 = Nye = ff p(x,y,2) dx dy dz, (2.8)
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where e is the electronic charge and N, is the bunch population. To evaluate the
electrostatic potential, represented by ¢ (x, v, z), and created by the bunch-charge

distribution, following the Poisson’s equation, the potential can be expressed as

V2¢(x' ¥ Z) = —p(x:sz)/EO- (2'9)

The solution is

I S e
xX) = dx' —. 2.10
0@ = 7o | e (2:10)

2.2.1 Equations of motion for test electron of EC

Consider an integral

[ee}

—u? |-
1=jdue( wle-#) (2.11)
0
Analytically, the solution of the integral of eq. (2.11) is given as
: 3
I = ——-‘/_—_, (2.12)
2 |5c’ - x’l
Therefore
iov]= 2= fwdu e(-? [2-X117) (2.13)
v Jo
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Substituting w’—1/q; (‘q° being a new variable) in eq. (2.10), the potential can be

rewritten as

2
x2 y z?

e_ q +202 e 9 +207 8_ q +20%

e ¢ ]
) — d *
0 =Ny e fo Tq+ 2007 (q + 2007 (q + 209)172

(2.14)

It follows from classical electrodynamics [77], that the electric field for an ultra-
relativistic charged particle is Lorentz contracted.

In bunch-frame of reference, all the charged particles are static; hence only an
electrostatic field is associated with it. Since a test electron from the EC witnesses the
electromagnetic (EM) field carried by the moving bunch in lab-frame, it is therefore
necessary to evaluate the fields associated with the bunch in lab-frame. The EM fields
in bunch frame are denoted by (&, E1, Ez1), (Bys, By1, Bzr) and that in the lab-frame
by (£, E,, E;), and, (Bx, B,, B,).

yi Y
A A
X1 ' X
> 21 4—-» z
Bunch frame Lab frame
(Stationary) {moving with ¢’)

Fig. 2.4. A schematic of Lorentz transformation.
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The bunch moves at an energy of 3.5 GeV whereas the electrons from the EC have
kinetic energies of ~ 2 keV. Therefore, the electrons can be treated as stationary
compared to the bunch. In order to find the EM fields carried by an ultra-relativistic
bunch, we treat the lab-frame to be moving with a speed of -¢ along z-direction with
respect to the stationary bunch-frame (Fig. 2.4). The EM fields in the two inertial

frames are related by

E,=E;, E, = Y(Exl + c Byl) ) Ey = Y(Eyl - C Bxl) ’
B; =Bz, By = }’(Bxl ~ct Eyl) ) B, = Y(Byl + ¢t Exl)- (2.15)
In bunch-frame there is no magnetic-field associated with the bunch; By;, By and B,

are all = 0. Therefore, in lab-frame, the electromagnetic field, associated with the

ultra-relativistic bunch, is given by [from eq. (2.15)]

Ex =VEx1, Ey = YEyl ’ E,=YEn,

By =—yEy/c, By =yEx/c, B, =B, = 0. (2.16)

The Lorentz-transformation of the position coordinates is X1 =X, y; =y and z; = y(z—
ct), where ‘v’ is the proper-time, {xi, yi, z1} are bunch-frame position coordinates
and {x,y, z} are lab-frame coordinates.

The electric-field components in bunch-frame are given by

dp(x1,y1,z1) 0p(x1,v1,21) do(x1,y1,2z1)
Ba=-—0 1 =TT T =TT @D

The x-component of the electric-field in lab-frame is given by [using eqs. (2.14),
(2.16) and 2.17]
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__xt _ii _y@-cn))?

E, = T VX f dq . T 7 (2.18)
2m2ey 90 (q+20)2 (q+203)% (9 +2y%0P)?
The x-equation of motion of a test electron of the EC is given by
s _ (g B, ~ 1,B,)] = —eE, (1 -2 2.19
= = elEc + (oy B = viBy)] = ek (1), (219)

where v, and v, are the velocity components (all non-relativistic) of the test electron.
Under the ‘impulse-approximation’, the momentum change is obtained by integrating
the force equation over time assuming that the test electron does not move during the

bunch passage; i.e.

2

° -, oy

A f d dpx Nbez)/x \/_7; ( vz) fm e Qtioy e q+20'32,
- T —— = — ——— _—) .
Px J 2m32¢4 ye c/ ), Tq + 200032 (+ 2‘\73;;)3/2

(2.20)

An expression similar to eq. (2.20) can be derived for Ap,.

2.2.2 Bassetti-Erskine formalism

Let us set
q+ 20}

t2 =
q+ 202

in eq. (2.20), where / is another variable. After some algebra, one gets quantitatively,
the x and y kicks experienced by an electron at a position (x, y) with respect to the

origin centered at the passing positron bunch as
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1 2 2 )’2
x (1—17)(96 +'t—2

Vz Nbe2 f )
- (1 -2 - ,(2.21
Av (1 c ) 2TTEYMC ‘ oZ(1—12) exp 202(1—1?) (2.21a)

r

and

(- %) (x + {-;)
| 22D

exp|—

1
. N 2 tz
vz) be f it y/

Avy = - (1 T c 2n£0mecr 02(1—-712)
where oy and o, are the x and y standard deviations of the size of the bunch
respectively, 7 = 6, /0x (assuming ¢, < ox ), Ny the positron bunch population, v; is
the velocity of an electron in the EC before kick, m, is the test-mass of the electron,
and c is the velocity of light.

We combine the two expressions, given by eqs. (2.21a) and (2.21b), into one by
introducing a complex error function as

Avy— iAv, = N, VA [(1m{w (—VAx - VAy)} - F

2V gy cm,
X Im{W (—-\/Zxr— ivVA %)})

+1i (Re{W(—VAx~iVAy)}-F

x Re {W (—VAx 1~ ivVA };')} )] (2.22)

where

~ 1
T 202 (1-12)’

yZ
Fexp [A (xzr2 +y% —x% - 72—)]

A
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and, W, the complex error-function is

W(z) = e~ %" (1 + ‘2/—% fozd.f e‘fz>.

where z = o + i8. Comparing the real part of both the sides of eq. (2.22) gives the x-
kick and that the imaginary part gives the y-kick. A computer program for the
evaluation of W(z) was borrowed from CERN program library (in Fortran) [78] and
was converted to C language [79].

The beam-kick to an electron is primarily in the x-y plane, however, an expression for
a z-kick, which is similar to eq. (2.22) and much smaller than the x and y kicks, can be

written as

A, =7 -——L[v (1m{w (—VAx - VAy)} - F
2T ¢ U 2megem LT

x Im {W (—Azxr = iVA %)}) + v, (Re{W (—VAx — iVAy)}) - F

x Re {W (—VAxr - VA %)}] (2.23)

The expressions in eqs. (2.22) and (2.23) use the electric fields that do not consider
the boundary condition on the chamber wall. The beam-kicks, reduced to the well-
known Bassetti-Erskine formula [76], are therefore approximately valid in our

simulation model.

2.3 Generation of secondary electrons

An electron, originating at one end of the chamber wall, hits the opposite end

with an increased kinetic energy and is lost. Depending on its angle of incidence and
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the surface properties, it may generate one, more than one, or no electrons, usually
referred as secondaries. Fig. 2.5 shows a schematic drawing of a collision of an
electron with a surface, defined as an event, producing » secondaries with different
energies. Electron multiplication on the chamber wall is a key contributor to the EC
build-up.

It is parameterized by a secondary emission yield (SEY) of the chamber surface-wall.
SEY, usually represented by 4, is defined as a ratio of the emitted secondary electrons

per incident electron

[

6=I—0',

(2.24)

where I, is the measured emitted electron current from the surface and I is the
incident electron beam current. The yield is a function of kinetic energy E, of the
incident electron beam, its incident angle &) with respect to the inner normal of the

surface, i.e., 5= (Eo, &), the type of surface material and its state of conditioning.

Eo
E1

E2 En

Fig. 2.5. In an “event”, a single electron (with energy Ey) strikes a surface
and yields ‘n’ secondaries with energies E;, E,, ... E,.
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Fig. 2.6. SEY of alkali-etched Al alloy vs. primary electron energy Eq.

The average number of secondaries per incident electron is described by a universal
curve (Fig. 2.6), which is characterized by only two material parameters: the
maximum SEY for normal incidence, &y, which is defined as Gpugx =f (Eg,max,0), and
the energy at which this maximum occurs. From the Fig. 2.6, it is evident that Oy

occurs at £y =295 eV for alkali-etched aluminum alloy [80].

2.3.1 Probabilistic description of secondary emission

If a surface is bombarded with primary electrons (PE), electrons are released.
Fig. 2.7 shows schematically the energy distribution of these electrons released by PE
with energies 100 eV < Epg < 1 keV. According to their energy the electrons can be
divided into two groups: the secondary electrons (SE) with E < 50 eV and the
reflected electrons (RE) with 50 eV < E < Epg. The RE are further classified into a
narrow peaked elastically backscattered electrons and a broad zone of inelastically
backscattered electrons. Superimposed on the energy distribution are Auger electrons

having an energy depending on the surface material. The SE yield is up to 10? times
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higher than the Auger electron yield [71]. There is no fundamental distinction
between SE and RE; however, it is advantageous for the purposes of
phenomenological fits, to treat them separately. At the quantum level, of course, this

distinction is unphysical.

n(E)‘
o SE —ple RE .
Auger-E elastically RE _,
A
Ll 7
o 50 eV — Epg

E re —

\”AE
to— AE —»

Fig. 2.7. Schematic energy distribution of electrons which are emitted from a
surface bombarded with PE [71].

We adopted the Furman-Pivi model for the generation of secondary emission [81].
The input ingredients of the model are the measured data for SEY, i.e., 0 and the
emitted-energy spectrum, i.e., d8/dE of the secondary electrons. Consider an event of
electron-surface collision, which generates » electrons with kinetic energies E;, £,
.....E,. The directions of all the emitted electrons, given by (€, @), (62, #2), ....(6s,
#,) are uncorrelated. Furman and Pivi developed the most differential probability, i.e.
the joint probability for » electrons (0 < n < 10) to be emitted with kinetic energies £,
E,,.... E, into the solid angles £2=(8;, &r), £=(6, ¢),... and £2,=(6,, ¢) when a
primary electron strikes the chamber wall at a given incident energy Ep and an angle
&. The joint probability, represented by, P,(EE,, ... Ep,Q4,Q5, 00 8y), 18

expressed in its most general form as
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N dP,
T dE1dQ1 dE2dQ2 .....dEndQn’

P, (2.25)

The probability P, that in an event » electrons will be emitted with arbitrary energies
and directions for a fixed Ey and &) is obtained by integrating P, over the entire phase

space of the secondary electrons and is expressed as

Pn(Eo, 90) = f(dEl dEz ...... dEn)(dﬂl d.Q.z ...... dﬂn) Pn. (226)

The P,’s obey the conditions B, = 0, and [ B,=1. The total SEY is the average

electron multiplicity in an event and is given by

o0

§(Ey, o) = (n) = f nPB, (2.27)
0

The emitted-energy spectrum is given as

n
ds
== z f (dE, dE, ... dE,)(dS, dQ, .. dﬂn).’PnZ Spirac(Ex —E),  (2.28)
n k=1

where E} is the energy of the #” " emitted electron in an event generating n secondaries.

2.3.2 Model of SEY

Conventionally, the definition of the three components associated with the SEY
is based on the energies at which the secondaries are emitted [71, 82, 83]. As shown

in the schematic (Fig. 2.8), they are
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a) Elastically backscattered electrons at the wall surface [,;. These electrons are
emitted with energy equal to the energy of the incident electron.

b) Rediffused electrons I.4r, are the ones that are reflected out after being
scattered from one or more atoms inside the bulk material.

¢) True secondaries /;s , which come from the primary electrons that penetrated a

few tens of nanometers into the material. Their emission energy is a few eV.

PE RE

SN
T

Fig. 2.8. Schematic of currents that are used to define three
components of SEY.

The yields for each type of components are defined by 6¢; = Iei/lo, 6rar = Lrag/Io,
and 8, = Its/1j, so thatthe total SEY is
Iel + Irdf + ]ts

§ =2 = 5y + By + B (2.29)
0

However, there is no fundamental distinction between the backscattered and
rediffused mechanism. In practice, there exists a conventional criterion [83, 84], that

leads to this distinction, and hence to separate the measurements of 1, &,4, and .
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2.3.3 Mutual-exclusion assumption for SEY components

Assigning the three components of § s to the P, s is based on the assumption
that the elastic and rediffused electrons are only produced in one-electron events (n =
1), while the true-secondary electrons are produced in events with any number of
secondary-electrons (7 > 1). This means that in any given event backscattered and
rediffused electrons are never accompanied by true-secondaries, and, conversely,
when two or more true-secondaries are produced, they are never accompanied by
either backscattered or rediffused electrons.

Following this assumption, the three J.s can therefore be related to P, s by

Be1 = Pl,el ’

Srar = Piray

s = Pres+ ) Prs. (2:30)
n=2

In terms of /s, the energy distribution functions, we can write

fi=fet firar + fires

fo=fits, m=2. (2.31)

For emission angles of n secondaries, we adopted the experimental fact [84] that the
true-secondary electrons have cosé angular distribution, which is fairly independent
of the primary incident angle ) and incident energy £y. The elastically scattered and
rediffused electrons have a complicated angular distribution; however, in our
simulation model we followed the same emission-angle distribution for all electrons,

regardless of the physical mechanism by which they are generated.
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2.3.4 Model of SEY for true-secondary electrons

The SEY is dominated by the true-secondaries at low incident energies (Eo < 40
eV). The energy and the angular dependence of d;, were fitted experimentally [71, 82,
84] as

6ts(E0: 90) = 8(90) D [EO/E'(GO)]: (2.32)
where D(x), an approximately universal scaling function, is

SX

PO =5+

(2.33)

The fitting parameters for copper surface at normal incidence (6p = 0) are: §(0) =

1.8848, E(0)=276.8¢V and s = 1.54.

2.3.5 Model of SEY for elastically scattered electrons

Following the experimental data [83, 84], the incident-angle dependent

del(E9,60) can be represented by

8e1(Eo, 80) = 8¢1(E, 0)[1 + e1(1 — cos®26y)], (2.34)

where

B0 — Ee|>p
W

exp (-—
8e1(Eo, 0) = Pl,e(oo) + [Pl,e - Pl,e (oo)] P .

and, where the fitting parameters for copper surface at normal incidence (6, = 0) are:

Py o(0)=0.02, P ,=0496, E.=0eV, W=6086¢V,p=1,e;=026and e;=2.
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2.3.6 Model of SEY for rediffused electrons

Following the experimental the experimental data [83, 84] once again, the

incident-angle dependent d,4(£9,60) can be represented by
8rar(Eo,60) = 8rar(Eo, 0)[1+ 71(1 — cos™8y)], (2.35)
where

'5rdf (EO» O) = Pl,r(oo) [1 - exp(_(EO - Er)r)]-

The fitting parameters for copper surface at normal incidence (6y = 0) are: Py () =

02,E,=0.041eV,r=0.104,4=0.5,r;=026 and , = 2.

2.3.7 Model for the emission probabilities of true-secondaries

We chose a binomial distribution for P, ;5 given by

Pots = MCopn (1 =p)M, (2.36)

where p = (n)/M = §;5/M and 0 <n < M. In our simulation we chose M = 10,
which means that this distribution limits the number of emitted secondary electrons to
a maximum of 10. This limitation is not physical. However, it is sufficient for all the

materials.
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2.3.8 Comparison of fits to the experimental data

The emitted-energy spectrum, dd/dE, is modeled through f,’s, the energy
distribution functions for the emitted electrons by fitting parameters (ref. [81] and the
references there in). The mathematically self-consistent Aphenomenological
probabilistic model for the secondary-emission process ensures that the four input
quantities (3 d’s and do/dE) are recovered upon statistical average over a large
number of events. The abovementioned fitting parameters correspond t0 a Opax =
2.0817 for a chemically cleaned copper but not in situ vacuum-baked sample.

Based on the algorithm for photoelectron generation as mentioned in sec. 2.1 and the
Furman-Pivi [81} algorithm for secondary electron generation, we developed a code

to benchmark the P,’s and d6/dE, the emitted-energy spectrum.

0.40

0.35.] A Probability for emitting
| )\ 'n' secondary electrons

0.30 - 'I \\ (E, =295 eV, normal incidence)
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0.20 -: ! \><
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0.10 - ! X
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Fig. 2.9. Probability distribution of 10 secondary electrons emission.
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For benchmarking the P,’s, we started with 5 million electrons in a test simulation, all
at 295 eV energy striking the copper surface at normal incidence. The plot in Fig. 2.9
shows a probability distribution for an emission of a maximum of ten secondary
electrons. The result matched exactly with Furman-Pivi [81] model.

For benchmarking the emitted-energy spectrum, we started with 100,000 electrons in
next test simulation, all at 295 eV energy striking the copper surface at normal
incidence.

Fig. 2.10 shows the contributions of the three components of 8, when an electron
beam (£, = 295 eV) impinges on a copper surface. The do/JE spectrum from the
simulations matched quite well with the experimental data [85].

For benchmarking the SEY, we started with 50,000 electrons in another test
simulation, with energy 0 eV < Ejy < 1400 eV, striking perpendicular to the copper
surface.

Fig. 2.11 shows a plot of SEY as a function of incident electron energy normal to the
surface. The maximum SEY occurs at an energy Ep= 295 eV of the incident electron
as expected. A fluctuation in the plot is also observed at Ey = 200eV, which is
speculated to be due to poor statistics, and this diminished with an increase in the

number of test electrons in our simulation.
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Fig. 2.10. Emitted-energy spectrum for copper at 295 eV incident energy and
normal incidence on chemically cleaned but not in situ vacuum-baked samples.
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Fig. 2.11. The SEY for copper at 295 e¥ normal incidence.
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2.4 EC-space charge calculation

Previously we showed how the primary electrons are created (sec. 2.1.1),
accelerated to the beam pipe due to electron-beam interaction (sec. 2.2.2), and
multipactored by the secondary emission (sec. 2.3). However, the phenomenon of the
electron multiplication does not continue forever. When there is a sufficient
accumulation of the electrons inside the beam chamber, the electric potential due to
space charge of the EC balances the beam potential and restricts the secondary
electrons from being attracted by the beam, thus stopping them to collide with the
chamber wall for further multiplication.

To calculate the electric fields produced by the electrons inside the chamber, we
numerically solve the Poisson’s equation for the electrostatic potential of the EC. The
Poisson’s equation is

pxy)

VZu(x, y)= — s (2.37)
€o

where u(x, y) is the electrostatic potential of the EC. We represent ‘-p/£y’ by ‘f’. In

its discrete form the Poisson’s equation can be expressed as
— B2
Uj—1, + Uitr,j + Ujj-1 + U jr1 — 4 U ;= h ﬁ"j , (2.38)

where u; ; represents the electrostatic potential, and, f; ; the source-term, in the i" row
and the jth column on a square grid of size /. The u;;’s were solved by the alternating
direction implicit (ADI) method, an iterative technique [86].
The procedure of the ADI is as follows:
a) Assume any value of u; ;, for example 0 (since at any metallic boundary
the potential is zero, a Dirichilet boundary condition), and solve it for a

fixed row as
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—_ 2
Uijo1 = Ayt Upjen = RS = Uimgj — Uipn -

Repeat the step a) for all rows.

b) Solve for y; ; with modified values for a fixed column as
— B2
Uimg,j = Aij+ Wipj = RO fij —Uijog — Ui -

Repeat the step b) for all columns.
¢) Steps a) and b) resulted in a band matrix, which were solved by Gauss-
Elimination method.

d) Steps a) to c) were repeated till u; ;’s converged.

The EC is built up inside a 3-dimensional cylindrical volume of the beam-pipe. Once
it is saturated, it can be approximated to have a uniform longitudinal distribution i.e.
along the z-axis in a field-free (drift space) region. Under this approximation, it is

therefore justified to solve for a 2-D potential u(x,y) instead for a 3-D potential

\

u(x,y, z).

Fig. 2.12. The CBX was longitudinally divided into 4 zones for
space charge calculations. ‘’, the mesh size was chosen as 4.7 mm.

As shown in Fig. 2.12, we divided the CBX into four equal zones in our simulations.
Based on the z-coordinate of each macro-electron, they were assigned a zone. In a

given zone all the electrons were assumed to be located in one transverse plane
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bounded by a metallic boundary of the beam-pipe. Each of the four zones were
divided into identical square meshes (0.47 m x 0.47 m) for the calculation of u;;’s on
each mesh point of that zone. At the boundary of the beam-pipe the discrete form of

the 2-D Poisson equation is modified as

2[ Uy Up Up Ug ap + bq ]
o

V2p & + + + -
®" hZla(a+p)  bb+q) pl+a) qlqg+b) abpg

where a, b, p and g are the fractions (Fig. 2.13) of the mesh size.

P S S U SN TS

Fig. 2.13. Schematic of fractional mesh lengths near an arbitrary boundary
point O for the calculation of the modified potential. Both @ and b are less
than unity.

For space charge force calculations, electric fields {£.(x, ), E(x, y)} need to be
calculated at the position of each electron. We followed the steps, mentioned below,
to calculate the electric fields

a) Charge deposition: Place charges on a numerical grid.
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b) Field Solution: Solve for u;’s from ADI. The equivalent electric fields at

numeric grids are calculated from

U1 T Ui

EY; =
b 2h ’
Y = _ Uj—q,j = Uityj
Lj 2h :

c) Field Interpolation: Interpolate the fields at the positions of the macro-

electrons based on the field values at the grid locations.

For the charge assignment p;,; on each mesh point (i, /) of a given zone, we quantized
the charge density p (x, y). We followed cloud-in-cell (CIC) scheme, a popular
particle-in-cell approach for the electrostatic problems [87]. In 2-D CIC scheme, the
charge associated with a given charged particle is deposited on four mesh points that
make up the vertices of a square surrounding that particle. The amount of charge
deposited on each vertex is called the weight, and the sum of all the weights is unity.
The same weights were used during the interpolation phase to compute the
interpolated field value at the particle positions.

The simulations showed that the magnetic field carried by the moving EC is ~ 10° T.
The contribution of vXB term to the space-charge force was < 10°° N/coulomb, a
value that is negligible compared to that contributed by the electric field. It is
therefore justified to consider only the scalar potential to calculate the space charge

field of the EC.
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2.5 EC tracking

In sec. 2.1.1, we defined a macro-electron and a simulation parameter viz. fif,
which is not known a priori. In our simulations, we kept it as 405 to get a good
statistics of macro-electrons entering the RFA entrance once the EC build-up gets
saturated. With fif = 405, there are ~10,000 macro-photoelectrons generated per
bunch pass in the CBX length.

The generation of the photoelectrons depends on the bunch population. For easiness
in mathematical modeling, the bunch was assumed to have a 3-D Gaussian profile.
Therefore, the number of the photoelectrons per unit bunch-length, generated at the
pipe-wall inside the CBX, is non-uniform. In simulations, the bunch-length is usually
divided into a number of slices so that the I;hotoelectron generation per unit bunch-
slice-length can be approximated to a uniform. In our code, we divided the bunch-
length into ten slices. There is bunch separation of 6 ns in KEKB LER; accordingly,
the bunch gaps were also sliced longitudinally, typically into 550 slices. A bunch-
slice-length and a gap-slice-length, so chosen, are equal, each representing a time-step
of approximately 4.7 ps, which is a time step of the simulation when bunch slices stay
in the CBX (Fig. 2.14).
The one-meter-long CBX is divided into an integral number of cells such that each
cell-length is equivalent to 4.7 ps. The electron is tracked for every 4.7 ps in each
cell-length. We followed the below mentioned steps for the tracking of a macro-
electron:
a) The position of each bunch-slice entering the CBX was recorded at every
time-step. For instance, two bunch slices in the CBX at time step 2 are
shown in Fig. 2.15, where the slice # I is in cell # 2 and slice # Il is in cell

# 1, each generating macro-photoelectrons in respective cells.
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Fig. 2.14. Schematic of bunch-slices and intra bunch gap-slices.

Fig. 2.15. At =2 bunch slice # I and # 1I are in the first two cells of the CBX.

b) Each bunch-slice generates macro-photoelectrons in a CBX-cell occupied
by it. The slice imparts a kick to only those macro-electrons that share the
same CBX-cell. The rest of them continue drifting in the CBX with
unchanged velocities.

¢) While tracking, the macro-electrons might leave the CBX at any instant
before hitting the wall. To maintain the continuity of the electron flow,
they were made to reappear in the next time-step with the same transverse

position and energy at the other end of the CBX.

At any instant the velocity of a macro-electron changes depending on whether it
received a kick by a bunch-slice. The space charge calculation, done at every bunch

pass, gives the electric field that is experienced by the macro-electrons at their
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respective locations. Knowing the initial position and velocity of each macro-
electron, the force-equations meX = —e Ex(x,y), me¥ = —e Ey(x,y) and m,Z =
0 were solved numerically. We implemented a 3-D 4™-order Runge-Kutta algorithm
[88] in our code to solve the coupled second-order differential equations. The
resulting new set of position and velocity viz. (x,y,2, vy, 1y, v;) 1s used to replace
with the previous set for each macro-electron. The electrons are tracked at every time-

step following the same procedure.

2.6 Buffer management

All the macro-electrons, originating at one end of the beam-pipe, drift towards
the other end while being tracked inside the CBX. When it collides with the beam-
pipe, it is lost and generates secondary electrons there. At any time-step some macro-
electrons are lost, some are born as secondaries, while a fixed number of them are
always generated as macro-photoelectrons due to the incoming bunches. The
phenomenon continues at every time-step. As a result, the total number of macro-
electrons inside the CBX keeps changing at every time-step.

In simulations, the IDs of the macro-electrons (viz. its positions and velocities) are
stored in an array. An array of seven million size was kept as the main-buffer in our
code to store the position (x; ¥;, 2;) and velocity (vx; vy;, vz;) of the macro-electrons.
The IDs of all the electrons that are lost to the pipe-wall were stored in another array,
which we defined as the garbage-buffer. The size of the garbage-buffer-array was
kept as 30,000 in our code. The electrons that are lost must not be tracked again in
simulations. To accomplish this, we developed an efficient buffer management

technique, the procedure of which is mentioned in the following steps:
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b)

d)

The same procedure of the buffer management is followed when electrons are lost at

The IDs of all the macro-electrons, which hit the chamber wall, are stored
in the garbage-buffer.

Starting from the top-filled slot in the main-buffer, the survived electrons
are shifted to the emptied slots by the lost electrons. This results in an
arrangement of the survived electrons occupying the slots of the main-
buffer from bottom to top in a continuous manner.

The secondary electrons generated at that time-step are placed in the
newly arranged main-buffer over the top-filled slot.

The number of the macro-electrons, which are to be tracked in the next
time-step, is modified.

The garbage-buffer containing the IDs of the lost electrons at that time-

step 1s cleared.

the chamber wall during bunch-slices or gap-slices in the CBX at any time-step.

2.7

[28]. The plot in Fig. 2.16a shows a transient distribution of the photoelectrons after

Benchmarking of code

The first benchmarking of our code was done with a pioneer work by K. Ohmi

27 bunch passes for KEK photon factory (PF) ring parameters.

The plot in Fig. 2.16b shows our simulation results for the same beam parameters.

The difference in the plots is due to a 3-D velocity distribution of macro-electrons

consideration in our code.
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Fig. 2.16a. Ohmi’s result of an x-y distribution of the photoelectrons after
27 bunch-passes [28].
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Fig. 2.16b. x-y distribution of the photoelectrons from our code after
27 bunch-passes.
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For testing of our code, we chose .,y = 1.2, ig = 1 mA and a bunch train of 200.
Fig. 2.17 shows the EC build-up, resulted from our code, as a function of the number

of bunch passes.
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Fig. 2.17. EC build-up from our code. The average density of macro-
electrons (y-axis) saturates after 180 bunch passes (x-axis).
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The total charge of 1 mA4 positron bunch moving with 99.4 kHz revolution rate is ~ 10
nC. The volume occupied by a positron bunch inside the chamber, before arrival of
the next bunch, is 7rZmLpunch, 1.6, 0.0125 m’. Therefore, the positron bunch
neutralization density inside the KEKB LER chamber is ~ 5x10'? m™. The saturation
density of the EC from our simulations is ~ 5.3x10" m~ an order of magnitude less
than the beam neutralization density, thereby suggesting that for Ju.. = 1.2, the

number of electrons that are lost to the wall is quite high.
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A 3-D snapshot of x-y distribution of the macro-electrons, resulting from our code, is
shown in Fig. 2.18 for the same simulation conditions as mentioned above, at the end

of 200 bunch passes.

0
-40 :
-40 < ()

Fig. 2.18. A 3-D snapshot of transverse distribution of the EC after
200 bunch passes. Omax = 1.2, ip= 1 mA.
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Fig. 2.19. x-v, phase space distribution of the macro-electrons
after 200 bunch passes. Opgy = 1.2, ip =1 mA.
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Fig. 2.19 shows a x-v, phase space distribution of the macro-electrons resulted from
our code after 200 bunch passes. The range of the x~component of the velocity of the
macro-electrons is + 8x10° m/s within a radius of ~7 mm around the beam.

Similarly a y-v, phase space distribution shows that the range of the y-component of
the velocity of the macro-electrons is + 4x10° m/s within a radius of ~7 mm around
the beam.

Fig. 2.20 shows a potential distribution (V(x,0) vs. x) of the EC at an arbitrarily
chosen z, resulted from our code after 200 bunch passes. The horizontal axis is the
radial distance across the beam-chamber diameter (-47 mm < x < 47 mm; y=0 mm)

and the vertical axis is the potential due to space charge of the EC.
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Fig. 2.20. V(x,0) vs. x after 200 bunch passes. Gnax = 1.2, i =1 mA.

If the EC is assumed to be uniformly distributed inside the beam-pipe over the CBX
length, then analytically, the electrostatic potential inside a metallic cylinder with a

uniform charge distribution is given by
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P
V() = Et—g—o(rfhm —r?),

where r is the distance from the center of beam-pipe at which the potential is to be
calculated. Simulations revealed that after 200 bunch passes the average charge
density inside the beam-chamber is p ~ -54.4 nC/m’. The potential distribution by
analytic estimate is shown by dotted lines and that by simulations is shown by symbol
“+’ in Fig. 2.20. The two curves match quite significantly; for instance the analytic
estimate of V(r) at » = 0 is - 4.33 Volts and that by simulations is - 4.7 Volts. The
beam potential is ~ 16 Volrs, suggesting that the potential due to space charge of EC

is quite weak at ey = 1.2 and ip = 1 mA.
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Fig. 2.21. E,(x,0) vs. x after 200 bunch passes. &= 1.2, i3 =1 mA.

Fig. 2.21 shows a comparison of electric field due to space charge of the EC (shown
with “+* symbol) with that by analytic estimate (shown with dotted line), the two

curves match quite closely.
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Chapter 3: ANALYSIS OF THE MEASUREMENT

In this chapter, we present the method of measurement, an analytic formalism
to find the near-beam electron cloud density (ECD), modeling of the electron monitor
to calculate the yield of macro-electrons, comparison of an observed volume occupied
by the near-beam electrons in analytic formalism with that in simulations, comparison
of the near-beam ECD by the experimental data and analytic formalism with that by

the simulations, and finally the validity of the analytic formalism.

3.1 Method of the measurement

3.1.1 Measurement principle

Fig. 3.1 shows a schematic drawing of the electron monitor assembly installed
in a drift region in KEKB LER [67]. The assembly consists of an anode for collecting
the electrons and a retarding grid, which repels the electrons, whose energy is less
than eV, where V} is a bias voltage applied to the retarding grid.

Applying a bias potential to the retarding grid, e.g. -1 k¥, one collects only those
electrons at the anode whose energy is 1 keV or more. The electrons with energy
equal to eV} or above shall henceforth be referred as the “energetic electrons”. The
source of a high-energy component of the electrons is expected to have originated
from a region near the beam because of a strong electron-beam interaction near the
beam. Thus, the detection of the energetic electrons provides information of a region
around the beam where they stayed at the time of interaction. This region around the
beam defines a volume, which we call it as an observed volume (Fig. 3.2a).

Experimentally, one measures the current of the energetic electrons at the electron
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monitor, and hence the number of energetic electrons, by using a retarding field
analyzer (RFA) located on the chamber wall. Therefore, for the estimation of near-
beam ECD, the calculation of the observed volume is very essential. A unique feature
of the method 1s that it measures the density of the electrons as seen by the beam. It
has also an advantage of being non-destructive.

Shield Grid

#30 mesh, ¢0.25 wire s

Geometrical Transmission |{Beam i
Coefficient = 1/2

<
{70

Retarding Grid _Pump Port
#30 mesh, ¥0.25 wire

Retarding

Fig. 3.1. Schematic drawing of a KEKB LER pump port and the
RFA[67].

3.1.2 Structure of the electron monitor

Fig. 3.2b shows a worm’s eye view of the pump port in a field-free region of
the LER chamber. It has a rectangular metallic frame that consists of straight metallic
strips. These strips are covered by a set of 2-mm-thick angular metallic pipes placed
at right angles to them. The cage-like structure is thus divided into a mesh of
rectangular holes. The retarding grid and the anode assembly are mounted on a

stainless-steel flange.
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Fig. 3.2a. Schematic drawing of Fig. 3.2b. Photo of the RFA entrancemi‘:h a
near-beam observed volume [67]. field-free region of the LER chamber [67].

The length of the RFA entrance assembly along the LER chamber is Lgzy = 0.1 m.
The presence of the rectangular slot holes make the energetic electrons leave the RFA
éntrance from a restricted length defined by L,ps. There are ten horizontal slots, each
having fifteen holes. Each hole, 5 mm in length, is separated by a 2 mm thick angular

metallic pipe. Therefore, by geometry,

Lops = 0.072 m. (3.1)

i

Acceptance
far fast eleciron

Fig. 3.3. The hatched region
defines Fpore in the schematic
cross-section of the LER
chamber  containing RFA
entrance. The angular width of
each hole (shown by arrows on
the chamber wall) is 4 mm.

Fig. 3.4. Photograph of the electron monitor (left)
and dimensions of its holes (right) [67].
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The electron monitor is mounted on a vacuum pump port of the LER chamber
vertically down the beam axis, and the electrons enter it through an array of
rectangular boles, i.e., the RFA entrance, arranged along longitudinal slots on the
chamber wall. Each hole is 5 mm in length and 4 mm in angular width. The electrons
leaving the two central slot holes only (Figs. 3.2a and 3.3) are detected at the monitor.
This restriction introduces a cross-sectional area reduction factor represented by Fpor.
The radius of the LER chamber is 47 mm and each slot hole has an angular opening
of 4 mm. Therefore,
4mm

Fpore = 2 X 5 = 0.0271. (3.2)

Not all the electrons passing through the two central slot holes of the RFA entrance
contribute to monitor yield. Fig. 3.4 shows a photograph of an electron monitor. It
contains a fine mesh of holes. The electrons striking the monitor, that pass through
these fine holes, contribute to the yield. These fine holes on the monitor, therefore,
reduce the monitor current by a factor defined as monitor aperture reduction factor,

represented by Fouon. By geometry of the fine holes on the monitor, F,,, = 0.26.

3.1.3 Analytic formalism of the measurement method

In past the data taken by RFA with a multi-channel plate showed that the signal
had peaks coinciding with the bunch pattern if a high voltage of -2 £V is applied to
the retarding grid [67]. This suggests that a peak corresponding to high-energy
component of the EC is accredited to those electrons located near the beam and
kicked towards the center of the LER chamber by a passing bunch. If the beam is

assumed to have a uniform longitudinal line charge density with no transverse
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dimensions, then the kick experienced by an electron at a radial distance # from a

passing bunch is given by

27
Ap = —;— Npymec, (3.3)

where r, is the classical electron radius and 4p is the change in the momentum of the
electron after experiencing a beam kick. Since most electrons have a low energy [89],
if » is sufficiently small, the kick [eq. (3.3)] is the final momentum of the electron.
The electrons near the beam experience a strong beam kick that overcomes the space
charge repulsive force. We, therefore, neglected the effect hereafter.

The retarding bias voltage limits the detected electrons to those that gained a kinetic
energy more than or equal to eV after receiving a beam kick. ¥ and r are related by

2 2

Ap T
= 2r—"2-1v§mec2. (3.4)

2m,

eVb =

Assuming that the detected electrons were stationary at the time of experiencing a
beam kick and that they entered the monitor in a single kick, the volume occupied by
them immediately before receiving the kick, defined as an observed volume of the
detected electrons at the electron monitor, is given by [using eq. (3.4)]

2
m.C
Vors(Vy) = Amtr? = 2mAT2NE e;b , (3.5)

where 4 is the acceptance of the electrons at the monitor, and Vs, the observed

volume. Average ECD, represented by paye, is given by

Pave = Yn(Vb) /Vors(Vs), (3.6)
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where Y,, is the number of energetic electrons per bunch detected at the electron

monitor.

3.2 Simulation of the measurement

We discussed in sec. 3.1.2 that the energetic electrons detected by the monitor
are limited by its acceptance. As mentioned in sec. 2.5, we numerically tracked the
macro-electrons, which are much smaller in number than the actual electrons. The
acceptance of the real monitor is quite small and at low bunch currents, only a small
number of macro-electrons would be counted at the electron monitor, which might
lead to a numerical noise. We, therefore, did not model the actual electron monitor.
Instead, we considered the two central slot holes of the RFA entrance as monitor and
numerically counted the number of macro-electrons entering into it. Therefore, o, =
1. The value of 4, i.e., the acceptance of macro-electrons at the two central slot holes
of the RFA entrance, based on the effective length and the angular width of the slot

holes, is given by [using egs. (3.1) and (3.2)]
A = Lops. Fpore: Fnon = 0.072m X 0.0271 X 1 = 1.95 X 10~3m. (3.7)

In section 3.1.3, we discussed that the analytic estimate of an observed volume of the
detected electrons is based on certain assumptions. Since the energetic electrons
emanate from a near-beam region, therefore to validate the assumptions, the
backtracking of the detected electrons at the two central slot holes of the RFA

entrance is essential. It can be achieved by numerical simulations only.
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3.2.1 Numerical backtracking of the energetic electrons

We added a subroutine in our code to numerically backtrack the energetic
macro-electrons from the wall inside the LER chamber till their last interaction with
the beam. In Fig. 3.5, a transverse distribution, resulting from backtracking of the
macro-electrons from the entire periphery of the chamber wall till they received last

beam kick, is shown for V =-1 kV, ig=1.2 mA, a bunch train of 200, and S = 1.2.

¥ {me)
o

40

60 60

% (mm})

Fig. 3.5. x-y distribution of backtracked macro-electrons from entire chamber wall
inside the LER chamber till their last beam interaction. Vp =-1 £V, ipg = 1.2 m4.

Bulks of them seem to occupy a circular region around the beam within a radius of
less than 7 mm.

The bunch population A is related to bunch current ip by

ip = eNpfrev. (3.8)

Using eqs. (3.4) and (3.8), an expression for 7, the radius of a cylinder concentric with

the LER chamber, containing the electrons with energy > eV} is given by
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(3.9)

For Vy=1kV, ip=1.2 mA and fre, = 99.4 kHz, the value of r ~ 6.8 mm, which agreed
quite well with the simulation result (Fig. 3.5). In reality, the macro-electrons hitting
a fraction of the periphery of the chamber wall contribute yield to the electron
monitor. We shall discuss the backtracking of macro-electrons from the RFA entrance
till their last interaction with the beam, in the next section. Such electrons are

henceforth referred as the ‘backtracked’ electrons.

3.2.2 Observed volume in simulations

As stated earlier, the beam kick is assumed to be the final momentum of an
electron [eq. (3.3)]. This means that electrons can be treated as stationary at the time
of experiencing a beam kick. In the stationary electron approximation, the observed
volume of the backtracked electrons is expected to be a straight cone. To examine
this, we considered a hypothetical RFA entrance located exactly at the bottom of the
LER chamber. The model assumed an opening of 2 mm around the vertical axis and

a bias voltage of -1 £V as shown in Fig. 3.6.

Fig. 3.6. Cross-section of the LER chamber with a hypothetical
4 mm angular opening (shown as hatched area).
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All the electrons, that hit the hypothetical opening, were numerically backtracked

inside the LER chamber till they received the last beam kick. Fig. 3.7 shows an

example of the x-p distribution of the backtracked electrons detected at the

hypothetical opening. The background dots represent a uniform distribution of all the

stationary electrons in an arbitrarily chosen area. The shaded region represents a

distribution of the detected electrons immediately before receiving the beam kick. It

has a shape of a straight cone as expected.
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Fig. 3.7. x-y distribution of the backtracked electrons (shaded in black)

under stationary electron approximation.
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In reality, however, the electrons have nonzero velocities. Considering the finite
velocities of the electrons at the time of the beam kick, the x-y distribution of the
observed volume of the detected electrons has a highly deformed cone like structure,
as shown in Fig. 3.8. The model assumed the same hypothetical opening (Fig. 3.6)

and the bias voltage.

10 I ! I I I

y (mm)
Y

-6 -4 -2 0 2 4 6

X (mm)

Fig. 3.8. x-y distribution of the backtracked electrons considering their finite
velocities at beam kick.

It also reveals that the x-y distribution has two branches. This deformation in the

shape was examined analytically.
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We derive a general equation of the trajectory of an electron, which has a finite
velocity before getting a beam kick, and, that enters into an arbitrary RFA opening,
say (Xm, Vm), on the LER chamber. Consider an electron at a location (x, y) with a

velocity (vy, ) at the time of receiving the beam kick v; as shown in Fig. 3.9,

y (m)

6 -4 —2]

47 mm

V¥ OtmYm)

+ 2mm aperture

Fig. 3.9. Calculation of an area where detected electrons are located. v¢
is the velocity received from the beam kick. Curves bounding the
shaded region are plotted using eq. (3.11).

Let the kicked electron be detected at (tm, ). By relating the direction of the

resultant of two velocities (shown in dotted line in Fig. 3.9) with that defined by (, ¥)

and (¥, y) gives an expression

(2% + yz) [(y — YV — (x— xm)vy] + 2c7, Ny (xym — yxm) =0, (3.10)
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which is a general equation of the locus of a moving electron, which enters an
arbitrary opening (X,,, ) on the LER chamber wall after the beam kick. In Fig. 3.9,
the loci of kicked electrons entering the hypothetical opening between (-2, - 47 mm)
and (2, - 47 mm), are shown by two curves, which are obtained using eq. (3.10). A
shaded region bounded by these two curves represents an area corresponding to an

observed volume of the detected electrons.

10 T T T T T T T
P
..
,
B s Ty

y (mm)

S N A O X

electrons entering electrons entering
the left slot. the right slot. .

1
b

1 L 1 1

6 4 2 0 2 4 6
x (mm)

Fig. 3.10. x-y distribution of the backtracked electrons detected at the RFA
entrance with two central slot holes. The bias voltage is -1 £V.

If v, is taken to be negative, a mirror-symmetrical curve about y-axis is obtained. For
the RFA entrance with two central slot holes (Figs. 3.2a and 3.3) on the LER

chamber, the x-y distribution of an observed volume of the detected electrons, with a
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bias voltage of -1 £V, is shown in Fig. 3.10. For two slot holes, there are four
branches in the x-y distribution. The calculations further showed that v, does not

markedly deform the shaded region in Fig. 3.9.

3.2.3 Calculation of near-beam ECD by simulations

We added a module into our code to calculate the ECD as seen by the beam.
We chose a Syex = 1.2. We ran the code for 200 bunch passes under different bunch
currents ranging from 0.2 m4 to 1.2 mA. Experimentally one measures a time-
averaged near beam ECD density as seen by the beam. To get it from the simulations,
the EC was first allowed to build-up for 199 bunch passes. The density estimation
was done during the 200" bunch pass. As mentioned in sec. 3.2.1 the radius of the
cylinder 7, concentric with the LER chamber, containing the electrons with energy >
eV, is given by eq. (3.9). The volume of this cylinder of an arbitrary length L (for
example, L of 19.78 mm was chosen in our model) is Vy = 7 ¥L. We numerically
counted the number of macro-electrons confined in a cylinder of radius r and length L
during the 200™ bunch pass at different bunch locations (for example, 348 locations,
uniformly distributed inside the CBX, were chosen in our model) for V = -1 kV. Let
their average be represented by N,. The average density of the near-bunch EC is
obtained using

N
Pave = "77'7'1' (3.11)
d

Figs. 3.11a and 3.11b show the z-x and z-y distribution of the backtracked electrons
respectively at a time of the 200" bunch entering into the CBX. It is seen that the

near-beam electrons are mainly populated in the beginning of the CBX, and, as the
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bunch propagates the zone of the near-beam electrons also propagates along the beam

(Fig. 3.11a). This means

1 1 z'
I jp(0,0,Z, ty) dz # I fp(O,O,Z’,-C—> dz’', (312}

9.4 A 2. R

z (m) -> (along CBX)

Fig. 3.11a. z-x distribution of the backtracked electrons when the 200" bunch
just entered inside the CBX. V, = -1 kV, iz = 1.2 mA4 and S, = 1.2.

z (m) -> (along CBX)

Fig. 3.11b. z-y distribution of the backtracked electrons when the 200" bunch
just entered inside the CBX. V, =-1 kV, iz = 1.2 mA4 and S = 1.2.
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The z-y distribution of the backtracked electrons, however, does not support this fact.
The near-beam electrons are seen to be uniformly distributed along the CBX (Fig.
3.11b). The difference in z-x and z-y distributions, as shown in Figs. 3.11a and 3.11b,
is due to the fact that v, does not affect the observed volume as compared to .

Further, the method ensures to calculate the near-beam ECD as seen by the beam.

3.2.4 Comparison of the observed volumes

We now examine how the deformed observed volume of the macro-electrons
detected at the two central slot holes of the RFA entrance (Figs. 3.2a and 3.3)
obtained by the simulations deviates from that obtained using the analytic formula
[eq. (3.5)]. Instead of comparing the volumes, we compare V,p/iz’ since it is a
constant and easy to compare as a function of the bunch current i3.

From egs. (3.5) and (3.8), one can deduce an observed volume per unit square of
bunch current represented by ¥,z /is’, which is independent of bunch parameters and
is expressed as

Vobs(Vp) A
2= =100.795 X 1037, (3.13)

where Vy(Volt), A(meter), in(Ampere), Vop(meter’) are the bias potential, acceptance
of electrons at the two central slot holes of the RFA entrance, bunch current and the
observed volume, respectively. The analytic value of V,s/is” is [using egs. (3.13) and

(3.7)]
Vors(Vp)/i% = 0.197 meter3/Amp?, (3.14)

for Vy of -1 kV.
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As discussed in sec. 3.1.3, if ¥,, represents the number of macro-electrons per bunch
counted numerically at the two central slot holes of the RFA entrance, then the

simulated value of Vi’ can be expressed as [using eq. (3.6)]

Vobs (Vb) _ Ym/Pave
iZ i
B B

, (3.15)

where Py is calculated using eq. (3.11).
We calculated the simulated value of V,s/is’ [using eq. (3.15)] for different bunch
currents. Fig. 3.12 shows a comparison of the V.sslis’ values obtained by simulations

[eq. (3.15)] and using the analytic formula [eq. (3.14)], as a function of bunch current.
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Fig. 3.12. Observed volume per unit square of the bunch current obtained by
the simulation (shown with vertical bars). A dotted line shows the analytic
value [eq. (3.14)]. Opax = 1.2, V= -1 kV, and bunch separation = 6 ns.

Error bars are the statistical errors calculated from the number of the detected macro-
electrons. The dotted line is the value obtained from eq. (3.14). V.s5/i5°, obtained by

simulations is almost the same as that obtained by analytic estimation assuming that
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the electrons are stationary, despite the fact that the nonzero velocities of the electrons
deformed the shape of the observed volume. This leads to a conclusion that the
simple method of the measurement of the ECD near the beam can still be applied.

The simulations were repeated for Gy = 0.96 and Opay = 1.4.
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Fig. 3.13. Observed volume per unit square of the bunch current obtained by
the simulation (shown with vertical bars). A dotted line shows the analytic
value [eq. (3.14)]. Spax = 0.96, V5= -1 &V, and bunch separation = 6 7s.

P 0.40

=

ME u-as . SEY: 1-4
Pl

B 0.30 |

:

7] 025 | !
g 0.20 {» ‘[‘

E oas | | ' T 1
-

£ 010 |

=

B 0.05

2

S 0.00

0.00 020 040 060 080 100 120 1.40
bunch current{mA)

Fig. 3.14. Observed volume per unit square of the bunch current obtained by
the simulation (shown with vertical bars). A dotted line shows the analytic
value [eq. (3.14)). Gnax = 1.4, V3 =-1 k¥, and bunch separation = 6 71s.

71



Figs. 3.13 and 3.14 show a similar comparison for 8, = 0.96 and G = 1.4
respectively. From the plots we conclude that ¥,y / i5° obtained by simulations is

significantly consistent with the analytic formalism and that it is independent of SEY.

3.2.5 Validity of the analytic formalism

In sec. 3.2.4, it was shown that V,p/ i32 estimated by the numerical simulations
agreed quite well with the analytic formalism (Figs. 3.12, 3.13 and 3.14). The value
of V,ss/ i5° obtained by simulation relied on the validity of the expression given by
eq. (3.6). In this section we shall discuss the reason why the analytic estimate is valid
even the velocity distribution of electrons deforms the shape of the observed volume
(sec. 3.2.2).

Next, we examine the conditions under which the method in sec. 3.1 can be applied
more generally. For simplicity of the analysis, we discuss only the 2-dimensional
motion of electrons. We consider the length of the RFA entrance having any arbitrary
slot openings to be unity. Therefore, the formula, corresponding to eq. (3.6), which is

to be examined, is

Sobs = Ym/ Pave (3.16)

where S, is the observed area of the backtracked electrons from the RFA entrance in
the x-y plane calculated assuming initially stationary electrons. Let p (x, ¥, Vv, v, fp)
represents the phase space density of the electrons, where f; refers to the time
immediately before the last electron-beam interaction before the electrons are
detected. The two-dimensional average density of the EC near the beam can be

expressed as
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_ S5 st P(%, ¥, Ve, Uy, t)dx dy dvy dvy,

Pave = S, , (3.17)

where Sp is the area covered by the near-beam electrons with an energy larger than or
equal to eV at the time of the beam kick. The integration limit (v, v) in eq. (3.17)
corresponds to all possible velocities of the electrons confined in the area Sp. The
schematic of Sp is shown in Fig. 3.15a. The backtracked electrons from the RFA
entrance occupy a velocity dependent area, represented by S(#), which is shown in

Fig. 3.15b.

X 1oy

Fig. 3.15a. Schematic of Sp. Fig. 3.15b. Schematic of S(?).

The beam kick experienced by the electrons is a conservative force, therefore,
according to Liouville’s theorem; the density of electrons is same in Figs. 3.15a and
3.15b, which is given by eq. (3.17). The number of electrons per bunch that entered

the RFA, Y, is expressed as

Yim = f dx' dy’ Pave
S@)

I«,"} fs({,’) p(x: Y, Uy, vy; to)dx dy dvx dvy
dx' dy’

Sp SD

= f dv, dvy f p(%,y, vy, vy, t)dx dy, (3.18)
v 5@)
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where S(¥), included in Sp, is an area roughly corresponding to a region near the

bunch containing the electrons with energy > eV}. Let us define the function D(#) as

1
D(P) =
Pave Sp

f p(x, ¥, Ve, Uy, to)dx dy, (3.19)
Sp

where D (7)) satisfies the condition

f D(#) dvy dv, = 1. (3.20)
)

Using D (%), we define the function A(x, y, vy, V) as

P(%, 9, %, Uy, to) = Pave D(B) + A(x,y, Ve, vy), (3.21)
which satisfies the condition
j dvy dv, f A(x, y, vy vy )dx dy = 0. (3.22)
] Sp
Then, Y,, can be rewritten as
Y

= f dvy, dv,, f dx Ay [pave DB + A(x, 7,12, vy)]
v S@)

= pavef S(¥) D(¥) dvy dvy
v
+ f dvy, dv, j dx dy A(x,y, vy, vy). (3.23)
3 s

74



Equation (3.23) shows that, if the conditions

f S@) D) dvy dvy = Sy = Sype, (3.24)
v

and

. L dvy dv, fS(mA(x,y, Ve, 1) dx dy
Pave SO

<1, (3.25)

are satisfied, we obtain ¥, ~ pne Soas . So, a velocity-independent term in eq. (3.24), is
the observed area of the backtracked electrons from the RFA entrance under
stationary electron approximation, i.e., Sps. A schematic of S, is shown in Fig.

3.15¢c.

4 -4 X 6 3 4 &
N ifeem)

Fig. 3.15¢. Schematic of Ss.

To examine the conditions of eq. (3.24) in our case, the shaded area in Fig. 3.9 was
numerically integrated for v, and v,, varying between 0 to 1.4x10” m/s and -1x10° to
1x10° m/s, respectively, and compared with the arc in Fig. 3.8. An approximate

calculation, as shown in Fig. 3.16, tells that the difference in the areas is within +5%.

Thus,

j S(3) D (7) dve dvy = Spps f D(P) dvy dvy = Spps. (3.26)
¥ v
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Fig. 3.16. Effect of non-stationary electron consideration on observed
volume.

To examine the conditions of eq. (3.25), R was calculated using the ECD distribution
at a bunch current of 1.2 mA, and using S(vy,v,) for v, = 1x10” m/s and v, = 0 m/s,
respectively. Then, we obtained R = 0.01. The conditions of eq. (3.25) are also
reasonably valid in our case.

In this formalism the assumption by Kanazawa et al. is expressed as

D(vy, vy) = 6(vy) 8(vy), (327)

where & is the Dirac delta function and R ~ 0. Therefore, we obtain

S@) D (¥) dv, dv, = S(0), (3.28)

Ql\
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which shows that the left-hand side of eq. (3.24) is exactly the same as the observed

volume of stationary electrons.

3.2.6 Effect of the background electrons

It is possible that some electrons might be detected from outside the near-bunch
region. The number of such electrons, defined as the background electrons, introduces
a measurement error. To estimate this error, the energetic electrons detected at the

two central slot holes of the RFA entrance were backtracked at a bunch current of 1.2

mA and Spar=1.2.
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Fig. 3.17. x-y distribution of the backtracked electrons for iz=1.2 mA, Gpax=1.2.

Fig. 3.17 shows the electrons outside the near-beam region. The number of such

electrons, expressed as N(r), is estimated by integrating the number of backtracked
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electrons as a function of 7, where r is the radial distance measured from the central
region outside the near-beam up to the chamber radius. Analytically, N(r) is

expressed as

Tehm

NG = f dr Nojewsr (). (3.29)

Fig. 3.18 shows a plot of the number of backtracked electrons versus ». The number

of background electrons is estimated to be ~ 5% of the total backtracked electrons.
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Fig. 3.18. Number of backtracked electrons versus .
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3.2.7 Comparison of the near-beam ECD of measurements and
analytic formalism with the simulations

Fig. 3.19a shows a comparison of the near-beam ECD obtained by the
simulations with that obtained by the analytic formalism coupled with the
experimental data as a function of bunch-current. A bunch-spacing of 6 »s, a train of
200 bunches and &, = 1.2 were chosen for the comparison. We mentioned in sec.
2.1.4 that the sources of macro-photoelectrons from the reflected synchrotron light
were uniformly distributed on the entire circumference of the LER chamber with a
reflectivity of 20%. We, however, kept the reflectivity of the surface and the sources
of macro-photoelectrons as free parameters.

The red curve shows the measured density. The near-beam ECD curve increases
monotonously. The experimental data is available for bunch currents ranging from
0.2 mA to 1.1 mA. The blue curve shows a simulated ECD for a 20% reflectivity of
the photons from the LER surface that generated macro-photoelectrons uniformly
distributed on the entire circumference of the LER chamber. The simulated density
agrees well with the measurement till a bunch current of 0.7 m4. Beyond that the
simulated density saturates and decreased with an increase in the bunch current. The
simulation conditions were changed for the sources of the macro-photoelectrons from
the reflected light. The green curve shows a simulated ECD for a 20% reflectivity of
the photons that generate macro-photoelectrons uniformly distributed in a vertical
angular opening of 60 degree centered at the beam-axis. There was no change
observed in the simulated ECD from the previous case. Next, we changed the
simulation conditions with no sources of macro-photoelectrons from the reflected
light. The pink curve shows a simulated ECD for zero reflectivity of the photons. The
densities were slightly smaller than the ones in the previous two cases; however, the

trend of the ECD pattern did not change.
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Fig. 3.19a. Comparison of ECD between analytic calculation and
simulations. O, = 1.2, bunch spacing = 6 ns, no. of bunches = 200.
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Fig. 3.19b. Comparison of ECD between analytié calculation and
simulations. Radius of LER chamber = 0.047 m, 0.044 m and 0.05 m. Other
simulation conditions were kept same.
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All the three simulated densities show a saturation at iz = 0.8 mA, beyond which they
tend to decrease. The simulations confirmed that there is hardly any effect of the
reflectivity of the surface on the near-beam ECD calculations.

To understand the reason for saturation of density at iz = 0.8 m4 and beyond, the
simulations were carried out for two different choices of radius of the LER chamber,
viz, 0.044 m and 0.05 m, respectively. The other beam conditions were kept same as
earlier. The results are shown in Fig. 3.19b. The blue curve, corresponding to
chamber radius of 0.044 m, shows saturation in density at iz = 0.8 mA4 whereas, the
green curve, corresponding to chamber radius of 0.05 m, shows saturation in density
atipg=1.0mA.

In simulations, we assumed that the beam is always on the center of the LER
chamber; however, in reality there can be an offset in the beam position, which could

change the results on near-beam ECD as seen in Fig. 3.19b.
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Chapter 4: CONCLUSION

We analyzed the method of the measurement of the near-beam ECD developed
by Kanazawa ef al. The conclusion of the work is summarized below:
® A detailed analysis for the validity of near-beam ECD has been carried out

with a newly developed simulation code by the author at KEK laboratory.

e Backtracking of the detected electrons and ECD as seen by the beam are the

main features of our code.

e It was found that the shape of Vs near the beam was highly deformed by the
horizontal velocity distribution of electrons; nevertheless the analytic formalism was
still applicable to obtain the EC density. This agreement was well understood by

detailed analysis.

e According to this analysis and the data taken in KEKB LER, EC density is
determined to be 1x10'? m™ in drift region without solenoid field at bunch current of
1 mA within an accuracy of 10%. A density of 5x10' m7 is (roughly) a threshold
value for single bunch instability to occur for KEKB beam parameters. This work will

contribute to develop the mitigation techniques against the EC.

The ECD measured near the beam with the analytic formalism was compared with
that calculated by the simulation. The result showed that
1) The simulated ECD agreed well with the measured values for bunch
currents lesser than 0.8 m4 for a Opax = 1.2.
2) The fact mentioned in 1) was also observed at different &, values, with

no significant change in the density values.
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3) The positions of the macro-photoelectrons from the reflected synchrotron
light did not affect the ECD.

4) The choice of reflectivity of the surface also did not affect the result.

5) The disagreement of 1) was not caused by the method of the
measurement but by some other physical reasons, possibly due to non
consideration of the offset of the beam, because we showed that the
analytic formula to calculate the observed volume can be applied at least

up to a bunch current of 1.2 mA.

A detailed comparison between the measurement and the simulation is a subject of
future study. The measurement of the near-beam electron cloud density in a
quadrupole magnet is going on in KEKB LER. The analysis of the measurement

method in a quadrupole will be interesting and important to interpret the data.
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