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Robots have proven powerful tools in the predictable environments of factories and
manufacturing plants. However, they have been far less successful in human environments
characterized by a higher degree of uncertainty and change. Each response of today's industrial
robots has to be programmed in advance. This approach is ill suited for robots in human
environments, which require a’ vast amount of knowledge and the specification of a wide set of
behaviors for successful performance. Typically robots in human environments are placed in very
restricted worlds because then the environment can be controlled. If a robot is taken in a unknown
home, that approach just doesn't hold anymore. Moreover when the user or environment changes
frequently the robotic system should be able to adapt to new user or environment rapidly to take
correct action. This has int‘roduced the need for building robotic systems able to adapting to user
and environment in an engaging way by using their observed sensory information.

The recent trend in robotics is to develop a new generation of robots that are capable of
adapting to new user, interacting with user and participate in our daily lives. Adaptive behavior
plays an important role in the assistance of different user with different needs. Therefore, such
robots should be able to rapidly adapt to user preference, user policy and have interaction skills to
communicate with user. In this thesis user’s preference indicates variation of behavior decision by
the user even though identical sensor is observed. And user's policy is defined by the mapping
from observation to action. The problem of learning a policy, a task representation mapping from
world states to actions, lies at the heart of many robotic applications. One approach to acquiring a
task policy is learning from demonstration, an interactive learning approach based on
human-robot interaction that provides an intuitive interface for robot programming. In this
approach, a teacher performs demonstrations of the desired behavior to the robot. The robot
records the demonstrations, typically as state to action mappings, and learns a policy imitating the
teacher’s behavior.

Learning from demonstration is an incremental online learning process in which the robot
begins with no knowledge about the task, and acquires training data until a fully autonomous
policy representing the complete task is learned. If the user changes his preference or policy the
system should adapt to the new preference or policy rapidly. This thesis contributes an interactive
approach to demonstration learning that enables the robot to rapidly adapt to user preference or
policy. These algorithms enable the robot to identify the need for and request demonstrations for
specific parts of the state space based on confidence thresholds characterizing the uncertainty of
the learned policy. In our evaluation, we show that this approach significantly reduces the number

of demonstrations and can rapidly follow user preference or policy.

Demonstrations provide the robot with a dataset consisting of state-action pairs representing
examples of the desired behavior. The robot’s goal is to use this information to adapt to a policy,
which enables the robot to select an action based upon its current world state. Our policy should

map from the robot’s state to a discrete set of action primitives. And due to the interactive nature
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of learning from demonstration, policy adaptation must occur in real time.

The state-action mapping represented by a policy is typically complex. One reason for this
complexity is that the desired observation-action mapping is unknown. A second reason for this
complexity is the complications of policy adaptation in real world environments. Traditional
approaches to robot control model the domain dynamics and derive policies using mathematical
models. Though theoretically well-founded, these approaches depend heavily upon the accuracy
of the model. Not only does this model require considerable expertise to develop, but
approximations such as linearization are often introduced for computational tractability, thereby
degrading performance. Other approaches, such as (reinforcement learning), guide policy learning
by providing reward feedback about the desirability of visiting particular states. To define a
function to provide these rewards, however, is known to be a difficult problem that also requires
considerable expertise to address. Furthermore, building the policy requires gathering information
by visiting states to receive rewards, which is non-trivial for a mobile robot learner executing
actual actions in the real world. We chose Bayesian network for rapid policy adaptation because it
can represent degree of confidence for behavior decision as probability and can provide a
confidence even with a small number of observations. Also Bayesian network is suitable for
online interactive learning. ‘

This thesis presents a Bayesian network based framework to address rapid behavior adaptation.
The performance of Bayesian learning strongly depends on the quality of the demonstration
dataset. When the dataset included significant data, the learning would be a success. But it is
difficult to evaluate data to be insignificant because when the data become insignificant for
learning process is not known a priori. We propose a method for. evaluating significance of data
based on a concept of change in the degree of confidence. A small change in the degree of
confidence can be regarded as an insignificant data for learning, so that data will be evaluated as
insignificant.

For evaluating the significance of demonstration, the experience data is assigned to distribution
parameters. The distribution represents not only event probability among behaviors, but also
degree of confidence for the output probability. The system calculates the degree of confidence by
integrating the area around peak of the distribution after each demonstration. The change in the
two consecutive degrees of confidence can be regarded as the importance of the observation to the
learning process. When the change in the degree of confidence in two consecutive time steps is
small, this situation is regarded as familiar; the experience data is considered insignificant for
learning and discarded. In contrast, when the robot detect a large change in the degree of
confidence in two consecutive time steps, this situation is considered unfamiliar; the experience
data is considered significant for learning and be accepted.

With this significance evaluation method we introduce multiple rapid behavior adaptation
algorithms that enable the robot to evaluate demonstrations based on the change in the degree of
confidence. The rapid adaptation algorithm enables the robot to evaluate demonstrations in real

time as it interacts with the user.
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