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Abstract

In cosmic inflation at the early universe and dark energy at the present universe, our universe
is exponentially expanding with the respective cosmological constants. To investigate the
quantum effects on these universes, we need to understand the quantum field theory in
de Sitter space. Exploring the quantum infra-red effects specific to de Sitter space, we may
better understand inflation and dark energy. In investigating them, we divide the momentum
scale into the two regions, inside the cosmological horizon and outside the cosmological
horizon. The quantum effects inside the cosmological horizon respect the de Sitter symmetry,
while the quantum effects outside the cosmological horizon break it. So the contributions to
physical quantities are vastly different between these two regions. In this thesis, I summarize
the quantum infra-red effects due to the degrees of freedom at the two regions.
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Introduction

Concerning inflation in the early universe and dark energy of the present universe, the past
and current exponential expansions of the universe are likely to be driven by the effective
cosmological constant of the order of GUT and neutrino mass scales respectively. We have
not understood why the huge disparity exists between their energy scales, and in addition,
why they are so small compared with the Planck scale. Phenomenologically it appears
that the cosmological constant has evolved with time. Although we may parametrize it by
adopting a suitable potential, a microscopic perspective is totally lacking.

The quantum field theory in de Sitter (dS) space is necessary to investigate the above problem
from a microscopic viewpoint. However our understanding of it is so sparse. There is still
plenty of room which should be explored.

In investigating interacting field theories on a time dependent background like dS space, the
standard Feynman-Dyson formalism breaks down. To investigate them, we need to employ
the Schwinger-Keldysh formalism [1, 2]. The Feynman-Dyson formalism is the backbone not
only in relativistic field theories but also in statistical mechanics for equilibrium systems. So
it indicates that the quantum field theory in dS space belongs to nonequilibrium physics.
A. M. Polyakov has proposed that we can evaluate the particle creation effects by using the
Boltzmann equation, which is a standard tool in nonequilibrium physics [3].

There is a long history of studying Boltzmann equations in Schwinger-Keldysh formalism
starting from Kadanoff-Baym [4, 2, 5]. In these studies, Boltzmann equations in Minkowski
space have been investigated. Well inside the cosmological horizon where a particle descrip-
tion is valid, we have derived a Boltzmann equation in dS space from a Schwinger-Dyson
equation [6]. The derivation of the Boltzmann equation in curved space-time has been stud-
ied to the leading order of the derivative expansion of the Moyal product in the Wigner
representation [7]. However only the energy conserving process has been identified in such a
limit. We go beyond the leading order of the expansion to investigate the particle creation
effects due to energy non-conservation in dS space. As a result, we have found that the
apparent time dependences of the physical quantities probed by the Boltzmann equation
disappear after expressed by the physical scales.

We should note that the constant shift of the cosmic time: ¢ — ¢+ ¢ can be compensated by
rescaling the spatial coordinate: x — e~ °x to leave the metric of dS space invariant. So in
investigating time dependences of physical quantities, the important issue is whether there
is a mechanism to break this dS symmetry. The local physics probed by the Boltzmann
equation respects the dS symmetry since the degrees of freedom inside the cosmological
horizon are time independent.

On the other hand, the degrees of freedom outside the cosmological horizon increase with
cosmic evolution. This increase gives rise to a growing time dependence to the propagator of
a massless and minimally coupled scalar field and gravitational field [8, 9, 10]. It is a direct
consequence of their scale invariant fluctuation spectrum. In some field theoretic models on
dS space, the dS symmetry is dynamically broken and physical quantities acquire time de-
pendences through such an quantum infra-red (IR) effect. In particular, R. P. Woodard and
N. C. Tsamis have pointed out that this IR effect may be relevant to resolve the cosmological



constant problem [11].

In the Schwinger-Keldysh perturbation theory, the IR effects at each loop level manifest as
polynomials in the logarithm of the scale factor of the universe loga(t), a(t) = et [12].
At late times, the leading IR effect comes from the leading logarithm at each loop level.
For example in A¢? theory, the leading IR effect to the potential is the 2n-th power of the
logarithm at the n-th order of the coupling constant A [13]. Their growing time dependences
mean that the perturbation theory eventually breaks down after a large enough cosmic
expansion. In order to understand such a situation, we have to investigate the IR effect
nonperturbatively.

Remarkably in the models with interaction potentials, the leading IR effects can be evaluated
nonperturbatively by the stochastic approach [14, 15]. Furthermore it has been found that
the equilibrium solution in the stochastic approach can be rederived in an Euclidean field
theory on Sy [16]. However in a general model with derivative interactions, we still don’t
know how to evaluate the nonperturbative IR effects. Especially such a tool is required to
understand the quantum IR effects of gravity. It is because the gravitational field contains
massless and minimally coupled modes with derivative interactions.

As a simple model with derivative interactions, we have investigated the non-linear sigma
model in [17, 18]. The global symmetry guarantees that it contains massless minimally
coupled scalar fields. In addition, we can perform some nonperturbative investigations as it
is exactly solvable in the large N limit on an N-sphere. Another point is that there is some
similarity to the Einstein action as it consists of the derivative interactions of the metric
tensor field. Here we have investigated the contribution to the cosmological constant by
evaluating the expectation value of the energy-momentum tensor.

From the perturbative investigation, we have found that the coupling constant of the non-
linear sigma model becomes time dependent at the one loop level in agreement with power
counting of the IR logarithms. In contrast, the leading IR effects to the cosmological constant
are canceled at the two loop level beyond the power counting [17]. In the further studies
[18], we have shown that the cancellation of the leading IR effects works to all orders on an
arbitrary target space. In fact even if we consider the full IR effects, the effective cosmological
constant is time independent in the large N limit on an N-sphere. Although the sub-leading
IR effects could arise at the three loop level in a generic non-linear sigma model, we have
shown that there is a renormalization scheme to cancel it.

This thesis is divided into the following three parts. In Part I, we review a scalar field
theory in dS space. Specifically we introduce propagators in dS space and the formalism to
deal with the interacting field theories in a time dependent background. We investigate the
quantum effects inside the cosmological horizon in Part II. In this region, the characteristic
property in dS space can be investigated perturbatively from that in Minkowski space. Here
we explain how to derive a Boltzmann equation in dS space from a Schwinger-Dyson equation
and describe the local physics probed by this Boltzmann equation in ¢3, ¢* theories. In Part
ITI, we investigate the quantum effects from degrees of freedom outside the cosmological
horizon. Unlike inside the cosmological horizon, the quantum IR effect in dS space breaks
the dS symmetry. Firstly, we review the perturbative and nonperturbative investigation of
the dS breaking effects in the models with interaction potentials. Secondly, we evaluate the
dS breaking effects in the non-linear sigma model as a model with derivative interactions.



Part 1

Scalar field theory in de Sitter space

1 Propagator in de Sitter space
In dealing with the quantum field theory on a certain background, we need to know the
propagator on it. Here we introduce the propagator in de Sitter (dS) space.
In the Poincaré coordinate, the metric in dS space is
ds? = —dt* + a*(t)dx?, a(t) = ", (1.1)

where the dimension of dS space is taken as D = 4 and H is the Hubble constant. In the
conformally flat coordinate,

1
2
G = 0 (T)Nyw, a(T) = ~g- (1.2)
Here the conformal time 7(—oco < 7 < 0) is related to the cosmic time ¢ as 7 = —4eH%.
In a general case, the quadratic action for a scalar field is written as
1 v
Sp=73 / V=gd'z [=g" 0,0y — m** — ERy 7). (1.3)

Here m? is the mass square and R, is the Ricci scalar of the space-time. From this, the
equation of motion is

» 20 Gg_mg/H2+12§}¢(x):O 1.4

-om 7o Tox =

The corresponding wave function for the Bunch-Davies vacuum is

ou(@) = YO H(—r) HO(—pr) o, (15)

3 2
oG

where H,Sl)(z) is the first kind of the Hankel function, p is the comoving momentum and
p = |p|. The normalization factor \/mH /2 has been decided to satisfy

V=gV (Tp(x)p(a) = i6(x — '), (1.6)

where V? = \/%—gau(\/—gg“”&,) and T denotes the time ordering.




The physical momentum P is defined as
P=p/a(r). (1.7)

At the large P limit, (1.5) approaches to the wave function in Minkowski space except for
the scale factor

1 ) .
¢p(x) ~ HT X \/—2_pe_””+2p'x. (1.8)
We expand the scalar filed as

o(x) = / (;ZTP;S (apgbp(x) + angb;(a:)) . (1.9)

If we consider the Bunch-Davies vacuum |0) which is annihilated by all the annihilation
operators Vap|0) = 0, the propagator for such a vacuum is

d3p

(pla)e@) = [ 555 dplaloy(a). (1.10)

By performing the momentum integration, the propagator is written as

(P)ole)) = gD+ TG —w) 2R (o +vs —w21 =), )

where 5 F7 is the hypergeometric function and y is defined as

—(r=7)+ (x —x')?
7! '

Yy (1.12)

We call it the dS invariant distance since it has the following ten symmetries which leave the
metric of dS space invariant:

' =Cr, 2'"=C2, (1.13)

;o T i v — B, : (1.14)
120027 + 0707 x,,a 1 — 20729 4 60709 x, am

" =t b (1.15)

" =R, R'R =1, (1.16)

where 7 is the spacial index.

In this thesis, we mainly investigate the massless and minimally coupled case: m* =0, £ = 0.
In the case, the wave function is

H o
6o () = V—leu _ %) emivTipx (1.17)



and the propagator is

d3 Hr ]- 1 —ip(T1—T2)+ip-(x1—X%
<¢<x1)@(x2>>:/(2£3 g Ll e, (11g)

2p pTI pT2
From (1.11) or (1.18), it is found that the propagator for a massless and minimally coupled
field has an IR divergence. To investigate how the IR divergence contributes to physical
quantities, we focus on the quantum effects outside the cosmological horizon P < H in Part
III. Besides the IR divergence, we investigate the quantum effects well inside the cosmological
horizon P > H in Part II.

2 Schwinger-Keldysh formalism (in-in formalism)

We evaluate the contributions from the interactions in Part IT and III. Here we introduce the
Schwinger-Keldysh formalism, which is necessary to deal with the interacting field theories
in a time dependent background like a dS space.

Let us represent the vacuum at t — —oo as |in), and ¢t — +o0o as |out). In the Feynman-
Dyson formalism, the vacuum expectation value (vev) is essentially given by the transition
amplitude between |in) and |out)

(Op(x)) = (out|T[U(+00, —00)Or(z)]|in), (2.1)

where Oy and O; denote the operators in the Heisenberg and the interaction pictures re-
spectively. U(t1,ts) is the time translation operator in the interaction picture

Uty t2) = exp {i /tt1 V=gdtd*z AL (x)}. (2.2)

It is because [|in) is equal to |out) up to a phase due to the time translation invariance.

On the other hand, there is no time translation symmetry in dS space, and so we can’t prefix
lout). In this case, we can evaluate the vev only with respect to |in)

(Op(x)) = (in|Te|U(—o00,00)U (00, —00)Of(z)]|in). (2.3)

Here we have adopted the operator ordering T specified by the following path instead of
the time ordering T’

+007 (2:4)

/dt:/ dt+—/ it
C —00 —00



Because there are two time indices (+, —), the propagator has 4 components

Here T denotes the anti time-ordering.

After performing the momentum integration, each propagator in (2.5) is distinguished by
specifying the distance y as follows

yij = H?a(r)a(T) Ay, 0=+, -, (2.6)
Az’ = —(r =7 —ie)* + (x — x)?, (2.7)
Aa?, =—(1—7" —ie)’ + (x = x)?,

Az = —(1— 7 +ie)* + (x — x')?,
Ar?_ = —(Jr — 7| +ie)* + (x — X')?,

where e is an infinitesimal constant.

For example, in investigating the effects of the interaction to the two point function, the
Schwinger-Dyson equation is written as

é(%l, .CL’Q) = éo(l‘l, LCQ) (28)
. 1 0
+ / V=g3d*zsy/—gad'zy Go(z1, x3) (0 _1>
. 1 0\ =
x Y(z3,74) G(74, 72),
0 -1
where Gy is the free propagator, G is the full propagator, and ¥ is the particle’s self energy.

Especially, we focus on the (—+) component of the propagator
G (z1,79) = Gy (21, 22) (2.9)
+ / V=gsd*zsy/—gad'zy Gy F (w1, 23) 57 (w3, 24) G (24, 2)

- / vV —93d4$3\/—g4d4$4 G5+($1,I3)2+_($37$4)G_+($4,$2)
— / V=g3d* w3/ —gad vy Gy~ (21, 13) 5 (03, 24) G (24, 22)
+ / V=g3d' /= gad zy Gy (21, 23)E 7 (23, 24) G~ (24, 22)

= G5+(1'1>$2)



+ / V—=g3d*zs\/—gad vy G (zy, 23) 58 (23, 14) G (24, 72)
+ / V—g3d*z3\/—gad x4 Gé%(l“l, x3) X (s, 934)GA($4, Tg)
+ / V=g3d*zsv/—gad s Gyt (21, 23) S (23, 24) G (24, 2).

Here we have introduced the retarded and the advanced propagators as follows
GR(x1,19) = 0(t; — 12)[G T (21, 22) — G (w1, 13)], (2.10)
Gz, 9) = —0(ty — 1) [G™ (w1, 13) — GT (21, 22)].
In the same way, the following identity also holds
G (xy,m9) = Gy T (21, 79) (2.11)

+ / V=03d*T3y/—gad s GE (1, 23) 58 (13, 24) Gy T (24, 72)

+ / V—=03d* T3/ —gad*zy GE(xy, 23) 5 (23, 24) GEH (24, 72)

+ / V=03d' t3/—gad vy G~ (21, 23) S (23, 24) G (24, 22).

In (2.9) and (2.11), we observe that a retarded or advanced propagator exists at each vertex.
It is because of the causality. That is, the integrands are zero outside the past light corn.

In this formalism, the integrations over time are manifestly finite due to the causality. This
formalism is called the Schwinger-Keldysh formalism. In order to understand the effects of
the interaction, we derive a Boltzmann equation on the dS background from a Schwinger-
Dyson equation in Part II.

Part 11

Quantum effects from inside the
cosmological horizon

3 Boltzmann equations from Schwinger-Dyson equa-
tions

In Part II, we investigate the quantum effects well inside the cosmological horizon. Since the
particle description is valid in this region, we can evaluate how the particle creation effects
in dS space emerge to physical quantities.

10



Here we redefine the scalar field as ¢ — H7y for a convenience. We can simply scale it
back to find the original scalar field. In terms of the rescaled field, the quadratic action for
a massless and minimally coupled field becomes

1 2
Sy = §/d4x @ <—83 + 92 + ﬁ) ®, (3.1)
and the wave function is
1 . 1 —ipT+ip-X
Op(r) = —=(1 —i—) e PTTPX, (3.2)

\/2p pT

In a time dependent background, we need to consider excited states in general. For such a
state, the expectation value of the number operator (a'a) is non-vanishing. We introduce a
distribution function f for scalar particles as follows

(afaq) = f(p) x (2m)*6®) (p — q). (3.3)

One of our main objectives in this section is to understand the time dependence of the
distribution function f(p) due to the interaction. We utilize a Boltzmann equation for this
purpose. Boltzmann equations govern the time evolution of the distribution functions. They
are widely used to study non-equilibrium physics. In fact there is a long history of the
microscopic derivation of Boltzmann equations in non-equilibrium physics using Schwinger-
Keldysh formalism [4, 2, 5]. In this section, we systematically investigate the propagator in
dS space from a Schwinger-Dyson equation.

We assume that the full propagator in dS space has the following form

G Hanan) = [ b5 [0+ F0.m) 20, m)0 () ) (3.4
+ 1077 (0, 7)) 0]

ded®p 1 . ,
F 3 —ie(T1—72)+ip-(x1—%2)
+/;>0 (27T)4 25[ +(57p77_) €

L (8,p, Tc) 6+i6(7'1—72)—ip~(x1—xz)]‘
The propagator depends on the average and the relative time:

T = n ;— 7—2, T=7 —To. (3.5)

It consists of the on-shell part and the off-shell part. In the on-shell part, we have introduced
the wave function renormalization factor Z(p,7.). The off-shell part depends on the spectral
function Fy (g, p, 7.). We assume that f, Z, F evolve with the average time 7.. We investigate
the propagator in the region:

el > 17, el > 1/p. (3.6)

The second assumption implies that we investigate the propagator well inside the cosmolog-
ical horizon.

11



From (2.9) and (2.11), we can derive the following identity
Gy WG (w1, 22) — Gy [2GF (21, 2) (3.7)
=tV / V=gsd'zs (w1, 23) G (23, 75)

+vV—0 / vV —g3d*zs E_+($1>$3)GA($3, )
— V=92 / V—gzd'zs GR($1,$3)27+($3,$2)
— V=92 / V—gsd'z3 G_+($17$3)2A($3, Tg).

By substituting the expression for the full propagator (3.4) into the left-hand side of the
Schwinger-Dyson equation (3.7), we obtain

Go G~ (21, 29) — Go ' 2G™F (21, 22) (3.8)

dgp - Z 82 —ipT+ip-X
- / (27T)3 |:(8_7-c * Eﬁ){(l T f<p’ TC))Z(pa Tc)} X e
— o i
aTc P 877'87'6
d€d3p o i 02 s
i /6>0 (277')4 |:(8_7-c T gaf—aTc)FJr({%p? Tc) X e
0 i 02

- (aTC - 0707,

V(072" (. 7)) x €779

JF-(e,p.m) x €T,

Here we recall the following definitions

- . 2
Gyl =i(0? — 02 — ﬁ)’ (3.9)

Go_l‘lGR<.’IL'1, xg) = 5(4)(.T1 — 33’2),
Gal‘zGA(:C]_,xQ) = 5(4)(.]71 — .fL'Q).

In (3.8) we have shown the leading terms in the power series expansion of 1/pr..

The right-hand side of Eq.(3.7) corresponds to the collision term C[f]. In this section, we
investigate the effects of the interaction in g3 theory at the one loop level. We subsequently
find that this theory captures the essential features of more generic field theories such as Ap*
theory. The self-energy is

04 . (3.10)

(—ig)?
2

1 3

Zij(x?” CC'4) - Gij(x?)a I4>Gij(x37 .ZTJ4)7 Z)] - +; -

To the leading order in perturbation theory, we can approximate that f(p,7.) = f(p),
Z(p,1.) = 1, Fi(e,p,7.) = 0 in the collision term. We also expand the collision term

12



by the power series in 1/|p7.| type factors which can be justified well inside the cosmological
horizon. It is a kind of the derivative expansion of the Moyal product in the Wigner repre-
sentation. We indeed find the particle production effects due to the non-conservation of the
energy in this expansion.

In this investigation, we need to perform the following integrations at the interaction vertices.

/ dry —e'E peN, i=1,2 (3.11)
—o0 3

where € = +p; &+ po. We evaluate these integrations in the assumption |(¢ + p)7;| > 1. For
our purpose, it suffices to evaluate them to the next leading order

Ti 1 . . 1 -n
d i) o iEtp)T o . 3.12
[ e ‘ iCEp)m " cxpprT 12

i

By using these approximations, we derive a Boltzmann equation in dS space. In what follows,
we investigate the collision terms and their properties in detail.

We henceforth suppress the following integration factor in the propagator

/éﬁyﬁ. (3.13)

In other words we work in the momentum space by performing the Fourier transformation
with respect to the spacial coordinate X.

3.1 The structure of the collision term

From the Schwinger-Dyson equation (3.7), we observe that the collision term has the on-shell
part and the off-sell part. Firstly, the on-shell part comes from the following contributions

Conlf] =+ \/—_91/ V=g3d w3 X (x, 23)G T (23, 29) (3.14)
BV / Vo gadby G (a1, 23) S (3, )

ox et

We evaluate the on-shell part to the leading non-trivial order O(1/73) as

2

Conlf] = = (L f())e 1o (3.15)

[/wﬁ( LI )ii+( b1 )__1}
, 2mrie—p e+p T3 (e—p)? (e+p)? 73
ctp

< [ {0 F)) (L = p) - Fo0 S - )

4
2
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+2/pd5(1 n 1)2'7"+( 1 }
0 2T e—p e+p T3 (e — p)? (€+p T3

X /5: dpr {(1+ f(p1))f(p1 —€) — f(p1) (L + f(p1 —©))} ]
+ f(p) e tipT 92

1672 H?
e 1 1 —ir 1
[/p o (e—p+a+p> 73 +((8—p)2_(5+p 73}
< [ {0+ F)) 1+ = p) - Fo0 S - )
Pe 1 1 —ir 1 11
+2/0 P +((6—19)2_(6+p)2)7_é”}

X /io dp {(1+ f(p))f(p1 — ) = fF(p1) (1 + f(p1 — 2))} ]

See Appendix A for the details of the calculation.

Secondly, the off-shell part originates from the following contribution
Cotlf] =+ V-0 / V=gsd*zs T (w1, 23) G (23, 22) (3.16)
V9 / V=gsd'zs G (21, 23)5 7 (3, 22)

p1+D
/ dp, / dpy ¢~ EnER)T
|p1—p|

The off-shell part is also calculated to O(1/73) as
2

Conl] =+ 167592}[2 % (3.17)
= d€ —ieT 1 1 -1 E+7p
AT e oo RS VIR ()
P de —ieT 1 1 —1 >
+2/0 o ¢ ((s—p)2 - (6+p)2) T3 /? dpy (1 + f(p1))f(p1 —¢€)
9
167mp2 H?

[ /poo o S - e <5+1p>2>;31 / dpr fp) e =p1)

Pde .. 1 1 =1 ™
w2 [ e )2>—/E;pdp1 )+ f(pr <)

We note that the both on-shell (3.15) and off-shell (3.17) collision terms have infra-red
divergences at ¢ = p. There is a standard procedure to deal with this problem in massless

14



field theory and we find that it also works here. First of all, we need to recall that any
experiment has a finite energy resolution Ae. So we need to add the on-shell and off-shell
collision terms within the energy resolution Ae. We first divide the integration range of

Cost[f] as follows
S 00 p+Ae P p—Ae D
[ =L [ =] [ (3.18)
p p+Ae p 0 0 p—Ae

We then redefine the on-shell term C! [f] and the off-shell term C’4[f] by transferring the
contribution of Cug[f] within the energy resolution p — Ae < e < p+ Ace to Cyu[f]. The
explicit expressions are shown in Appendix A.

When f(p) = 0, we find that infra-red divergences cancel out in this procedure. In the
next subsection, we investigate the case when f is a thermal distribution. For a generic
distribution, the cancellation does not take place and we seem to face linear IR divergences.
However there is no real infra-red divergence in our problem since the time integration range
in (3.12) is bounded by 7.. We thus argue that the linear divergence should be cut-off at

p — el ~1/]7|.

Before investigating the thermal distribution case, we point out the difference between
Minkowski space and dS space with respect to the collision term. In Minkowski space,
the collision term does not have the off-shell term due to the time translation symmetry

Co| f] x / ;Z_jr 218(e — p)eTT = TP = C'L[f] = 0. (3.19)

On the other hand, as we observe in (3.17), the collision term in dS space has the off-shell
term due to the absence of the time translation symmetry. This is why we have introduced
the spectral function F.(e,p, 7.) in the full propagator (3.4).

3.2 Thermal distribution case

We focus on the case that the initial distribution function is thermal in this subsection

fp) = # (3.20)

where we introduce an inverse temperature $ as a free parameter. In Minkowski space the
thermal distribution is obtained as the solution of the Boltzmann equation. On the other
hand, we find that the collision term in dS space is non-vanishing even for the thermal
distribution.

The off-shell collision term can be evaluated as follows

2

' g
ol =+ 5 (3.21)
> d€ —ieT 1 . ]- —_1
[/HAE% (1+ f(e))e ((8_p)2 <€+p)2) 3 (1+Gl(e,p, B))

15



[ A e (s — ) G )

2 (e—p)2 (e+p?2 13
__ 9
16mpH?
*© de Lier 1 1 -1
_ 1ET _ 1 + G : 7
[ 5 1O (g~ ) sy G )
p—Ae de o 1 1 1
_ +ieT . G
* /0 2 f<€)€ ((5 _ p>2 (5 n p>2) 7_03 (57]97 B) :|7
where
2 1 — e B
G &, D, = —1lo =l |- 3.22
(e,p,5) 5 g<1_eﬁ2p> (3.22)
We note that the above expression is of the following form
d{f —1eT * 1ET
ol f] = / 5 (1+ FE)AE P 7)™ — f()A"(e.p, )" (3.23)
e>0
It is consistent with our ansatz for the full propagator (3.4).
Finally the on-shell collision term is evaluated as follows
g° -
onl ] == o 24
Conlf] 16an2<1 + f(p))e " x (3.24)
* de 1 I 1 1 —1
9 3 - 1+ G
|:/P+A€ QW{(E —p * €+p)T§ * ((5 -p)? (e —I—p)2) 3 }( + G(e,p, B))
e S| 1 T 1 1 -1
9 ) - G
+/0 27 (5—p+€+p)rc3+((a—p)2 (g_|_p)2)7_c3} (5719,5)}
2
9 +ipT
+ 16mpH? I(p)e x
> de 1 1 —iT 1 1 1
9 — 1+ G
|:/p+Ag 27r{(€ —p + €—|—p) T3 + ((5 —p)? (€+p)2) 73 }( +G(e,p, B))
A e 1 1 —if 1 1 -1
9 - G
+/o 27 (€—p+6+p) T3 +<(6—p)2 (g+p)2)7_03} (572975)]
-l - 2 .
s log|Aer| [(p)e™ " — T = Clog|Aer| f/(p)et .

+ 32m2pH? 13 32m2pH? 73

The details of its derivation can be found in Appendix A.
Here we have cut-off the IR log divergences when |e —p| ~ 1/|7.| because our time integration

(3.12) does not diverge even when € = p. From the on-shell collision term (3.24), we observe
that it is necessary to introduce the wave function renormalization factor Z(p,7.). In the
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last line, we find that the remaining logarithmic IR contribution leads to the modification
of the thermal distribution function o f(p, 7.).

So far, we have focused on the IR singularities due to the interaction. Of course, there are
also the ultra-violet (UV) divergences in the collision term. The off-shell part (3.17) does
not have the UV divergences because of the exponentially oscillating factor. We also assume
that a generic distribution function vanishes exponentially at the UV region like the Bose
distribution

1

[ ~ < = 0. (3.25)

From these facts, the UV divergences in the collision term is estimated as follows

Clflov = Co,lf] (3.26)
2 Ayvet? =
g —ipF de 1 1 7
S e see [ s
16mpH ptAe 2T E—p  E+4p T
2 o (e de 1 —ir
e T [ )T
167mpH? pire 2T e—p e+p T3
2 - Ht
. g 27' AUV{E 1 =
- 1 - —ipT
1672 H?13 x (11 1)) 2176

2 27 A Ht 1 o
oy S f(p) e

T 1672 H273 ©8 q 2p

Since the integral is logarithmically divergent, we need to introduce a UV cut-off. We argue
that we need to cut-off the integral at a fixed physical energy scale Ayy. As the physical
energy is e H|7|, this prescription leads to a time dependent UV cut-off Ayy/H|7| = Ayyellt
in the above expression. We believe that this is a physically sensible prescription which is
consistent with general covariance. In this prescription, the degrees of freedom inside the
cosmological horizon remain the same with respect to time. The IR cut-off is provided by our
energy resolution Ae in (3.26) as the IR singularity is canceled by the off-shell contribution.

The final expression logarithmically depends on the virtuality ¢* = (p + Ae)? — p*.

This UV divergence is renormalized by introducing a mass counter term in the action which
leads to the following collision term

. 27T 1,
C[f]6m2 =+ ZHTT35m2 X (1 + f(p))Q—pe P (327)
y 27_- 1pT
zH2736m2 X f(p)—etT,
2 A Ht
Sm2 — 9 _log Uve 7
167 7

where p is the renormalization scale. After the renormalization, we obtain the following

effective mass
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including the finite temperature correction. In the zero temperature limit, it agrees with the
renormalized mass in the flat space.

The IR logarithm in the collision term (3.24) leads to the change of the distribution function
as we solve the Boltzmann equation

2

g /
= log |A 2
5f(p7 TC) 647T2p H27—C2 Og’ ch‘f (p> (3 9)
A2 1 15} efp
= T Ganp 22 08 Aol G T 1
The wave function renormalization factor is determined as
2
_ g
0Z(p,7.) = S2rpIl? X (3.30)
< de 1 1 1
a9 - — (1 +G y Yy
[/ng 27T((e—p)2 (8+p)2)73( g
RS de 1 1 1
— — —G
<[ e - Tt
The off-shell part of the propagator is determined in terms F. as
2
g
F = 1 31
+(€7pa7—c) + 327TpH2( +.f<€))>< (33 )
[0 —p) (5~ —5) 5 (1 + Clep.B)
e=pr " Evp?' 22 ’p’
1 1 1
O(p — — —G
=)~ ) CEn ) |,
P
F(epm) =+ g ) (332
[0 —n) (5 — )5 (1 + Clep.B)
Pe=pr " Erp' 2 ’p’
1 1 1
O(p — — —G .
H0 =)~ ) 2 CEr )

We observe that the on-shell weight represented by the wave function renormalization factor
Z is reduced from the unity in a consistent way with the off-shell spectral weight. In this
sense unitarity is respected by the interaction.

We have thus determined the full propagator inside the cosmological horizon to the leading
order of the perturbation theory. We have found that the full propagator which is character-
ized by (3.29), (3.30), (3.31), (3.32) depends on 7.. At first sight, it appears to change with
cosmic evolution. More and more off-shell states are created with a lapse of time as on-shell
states are correspondingly reduced. However we may represent (3.29), (3.30), (3.31), (3.32)
by the physical quantities,

x

1
XEW7 P=H|rlp, AFE = H|7|A¢, TEHME, M = H|r|p. (3.33)
-

18



In terms of the physical quantities, the full propagator of the original scalar field at the equal
time 7 = 0 is

G+ (21, 22) :/(Q;l_)% (1 +2f +00) 462 {1+ (1 - T T ArE (334)

dEd3P -
F F_ 1P X
*/Ew @myig Fr T

2 2 00 _ o~ (E+P)/2T
, g Q* 2T 1 1 1—e
Melt = 372 (10 M2 F/O Eg—ptEyps\imemrr ) 49

2
_g° ofypT) AE
=P oP 8T (3:36)

of

2

g
67 = — 55 =% (3.37)

[ L1 >+/°° 4B A O et
N —_— — — —_— _— [ O —_—
o 'AE 2P’ Jpap2r (E—P2 (E+PR2 P P\1_o 5%

+/PAE dE< 1 1 )le 1— e 57 ]
o awm(E-PE (E+P P B\ %E) )
2

F, :3297TP(1+f(E,T))>< (3.38)

[0 = P~ O+ B (1:—»

2T

1 1 oT 1— e 57
=B e~ me ) P8 (H—PTE> }

2

F :32g7TPf(E,T)>< (3.39)
1 1 2T 1—e 2r
[Q(E_P)((E—P)Q RN JEACE (W»
1 12T 1—e o7
OB e me ) P8 (1_6P2TE> }

We find that the explicit 7. dependence disappears in these expressions. If we focus on the
physics at the fixed physical energy scale F, it remains the same with cosmic evolution. It is
a very sensible conclusion as we do not expect physics such as particle mass to change with
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cosmic evolution. For a fixed ¢, the physical energy E decreases with time evolution. So the
cosmic evolution is identical to the evolution under the renormalization group. We recall
here that the radial coordinate in AdS space corresponds to the energy scale in AdS/CFT
correspondence. Since the radial coordinate in AdS space is related to the time coordinate
in dS space by analytic continuation, dS space seems to be related to AdS space in this
respect. The only physical time dependence appears through the temperature T" as it cools
down linearly with 7. for a fixed .

We do find a non-trivial modification of the distribution function from the Bose distribution
due to a large IR effect. The effect of the interaction on the distribution function (3.29) is
such that it reduces the particle density in comparison to the Bose distribution. This effect
can be understood as follows. A single particle can turn into two particles due to the cubic
interaction. So such off-shell two particle states are created while the on-shell state weight
is reduced by the same amount due to unitarity. The off-shell states cost more energy and
so are less numerous due to the Bose distribution function. The net effect is the further
reduction of the particle density.

In this section, we have investigated the effects of the interaction on the propagator well inside
the cosmological horizon. The spectral weight of the off-shell states increases with time while
the weight of the on-shell states decreases due to the interaction. The modification of the
Bose distribution is analogous to QCD where the logarithmic divergence requires the scale
dependent modification of the parton distribution function. In term of the physical energy
and momentum variables, explicit time dependence disappears and the time evolution may
be identified with the renormalization group evolution. So we find that the effects of the
interaction in dS space parallel to those in flat space. As it is explained in Appendix B,
these features are also shared by A¢* theory. We thus expect they are the universal features
of the interacting field theories in dS space.

Nevertheless we should keep in mind that we have investigated the propagator near flat
space and the expansion in terms of 1/p7. breaks down near the cosmological horizon. To
fully understand the behavior of the two point function in dS space, we have to extend our
work to the region |p7.| ~ 1 and |p7.| < 1. We investigate the quantum effects outside the
cosmological horizon in Part III. In this region, the dS symmetry can be broken and the
time dependence which is not absorbed by physical quantities can be induced.

Before concluding this section, we briefly investigate the non-thermal distribution case. The
modification of the distribution function d f(p, 7.) by the cubic interaction is roughly of the
following magnitude

0f(p. 11, 72) <péﬁ’72> Q—L de—t (3.40)
Te p H?*7} p+|1/7] (e —p)?
g 1
P H27-2’
g 1

o ~ — .
f(p, 71, 72) p Her,

So it is O(1/p|7.|) in a generic case instead of O(1/(p7.)?) for the thermal case. While it is
much larger than the change of the thermal distribution when p|7.| > 1, it becomes only
important near the cosmological horizon. Although the thermalization may take place when
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the coupling is strong enough g > H, it could only occur near the cosmological horizon. At
the higher loop level, the thermalization could also take place through the effective n point
couplings. We find this is a very interesting problem which requires further investigations.

Part 111

Quantum effects from outside the
cosmological horizon

4 Infra-red divergence of propagator

As mentioned in Section 1, the propagator for a massless and minimally coupled field has an
IR divergence. The origin of the IR divergence is the scale invariant fluctuation spectrum.
It is dominant outside the cosmological horizon P < H:

() ~ —2

e

In this section, we explain how to regularize the IR divergence.

(4.1)

For simplicity, let us estimate the magnitude of the quantum fluctuation by taking the
coincident limit of the propagator. It consists of the contributions from inside and outside
the cosmological horizon as follows

P 1 3P 1
~ —— + H? —_— 4.2
) /H @ryp2P /PH (2m)7 2P .
The UV contribution (P > H) is quadratically divergent just like in Minkowski space. It

can be regularized and renormalized in an identical way. The logarithmic IR divergence due
to the contributions from outside the cosmological horizon (P < H) is specific to dS space.

To regularize this IR divergence, we introduce an IR cut-off £ which fixes the minimum
value of the comoving momentum as in [19]:

/8 toap (4.3)

oa=1(7)

Note that the equation of motion is not satisfied if we fix the minimum value of the Physical
momentum. With this prescription, more degrees of freedom go out of the cosmological
horizon at P = H with cosmic evolution. On the other hand, the UV cut-off Ayy fixes the
maximum value of the physical momentum:

/ " ap (4.4)

H
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+ / V—=g3d*zs\/—gad vy G (zy, 23) 58 (23, 14) G (24, 72)
+ / V—g3d*z3\/—gad x4 Gé%(l“l, x3) X (s, 934)GA($4, Tg)
+ / V=g3d*zsv/—gad s Gyt (21, 23) S (23, 24) G (24, 2).

Here we have introduced the retarded and the advanced propagators as follows
GR(x1,19) = 0(t; — 12)[G T (21, 22) — G (w1, 13)], (2.10)
Gz, 9) = —0(ty — 1) [G™ (w1, 13) — GT (21, 22)].
In the same way, the following identity also holds
G (xy,m9) = Gy T (21, 79) (2.11)

+ / V=03d*T3y/—gad s GE (1, 23) 58 (13, 24) Gy T (24, 72)

+ / V—=03d* T3/ —gad*zy GE(xy, 23) 5 (23, 24) GEH (24, 72)

+ / V=03d' t3/—gad vy G~ (21, 23) S (23, 24) G (24, 22).

In (2.9) and (2.11), we observe that a retarded or advanced propagator exists at each vertex.
It is because of the causality. That is, the integrands are zero outside the past light corn.

In this formalism, the integrations over time are manifestly finite due to the causality. This
formalism is called the Schwinger-Keldysh formalism. In order to understand the effects of
the interaction, we derive a Boltzmann equation on the dS background from a Schwinger-
Dyson equation in Part II.

Part 11

Quantum effects from inside the
cosmological horizon

3 Boltzmann equations from Schwinger-Dyson equa-
tions

In Part II, we investigate the quantum effects well inside the cosmological horizon. Since the
particle description is valid in this region, we can evaluate how the particle creation effects
in dS space emerge to physical quantities.
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Here we redefine the scalar field as ¢ — H7y for a convenience. We can simply scale it
back to find the original scalar field. In terms of the rescaled field, the quadratic action for
a massless and minimally coupled field becomes

1 2
Sy = §/d4x @ <—83 + 92 + ﬁ) ®, (3.1)
and the wave function is
1 . 1 —ipT+ip-X
Op(r) = —=(1 —i—) e PTTPX, (3.2)

\/2p pT

In a time dependent background, we need to consider excited states in general. For such a
state, the expectation value of the number operator (a'a) is non-vanishing. We introduce a
distribution function f for scalar particles as follows

(afaq) = f(p) x (2m)*6®) (p — q). (3.3)

One of our main objectives in this section is to understand the time dependence of the
distribution function f(p) due to the interaction. We utilize a Boltzmann equation for this
purpose. Boltzmann equations govern the time evolution of the distribution functions. They
are widely used to study non-equilibrium physics. In fact there is a long history of the
microscopic derivation of Boltzmann equations in non-equilibrium physics using Schwinger-
Keldysh formalism [4, 2, 5]. In this section, we systematically investigate the propagator in
dS space from a Schwinger-Dyson equation.

We assume that the full propagator in dS space has the following form

G Hanan) = [ b5 [0+ F0.m) 20, m)0 () ) (3.4
+ 1077 (0, 7)) 0]

ded®p 1 . ,
F 3 —ie(T1—72)+ip-(x1—%2)
+/;>0 (27T)4 25[ +(57p77_) €

L (8,p, Tc) 6+i6(7'1—72)—ip~(x1—xz)]‘
The propagator depends on the average and the relative time:

T = n ;— 7—2, T=7 —To. (3.5)

It consists of the on-shell part and the off-shell part. In the on-shell part, we have introduced
the wave function renormalization factor Z(p,7.). The off-shell part depends on the spectral
function Fy (g, p, 7.). We assume that f, Z, F evolve with the average time 7.. We investigate
the propagator in the region:

el > 17, el > 1/p. (3.6)

The second assumption implies that we investigate the propagator well inside the cosmolog-
ical horizon.
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From (2.9) and (2.11), we can derive the following identity
Gy WG (w1, 22) — Gy [2GF (21, 2) (3.7)
=tV / V=gsd'zs (w1, 23) G (23, 75)

+vV—0 / vV —g3d*zs E_+($1>$3)GA($3, )
— V=92 / V—gzd'zs GR($1,$3)27+($3,$2)
— V=92 / V—gsd'z3 G_+($17$3)2A($3, Tg).

By substituting the expression for the full propagator (3.4) into the left-hand side of the
Schwinger-Dyson equation (3.7), we obtain

Go G~ (21, 29) — Go ' 2G™F (21, 22) (3.8)

dgp - Z 82 —ipT+ip-X
- / (27T)3 |:(8_7-c * Eﬁ){(l T f<p’ TC))Z(pa Tc)} X e
— o i
aTc P 877'87'6
d€d3p o i 02 s
i /6>0 (277')4 |:(8_7-c T gaf—aTc)FJr({%p? Tc) X e
0 i 02

- (aTC - 0707,

V(072" (. 7)) x €779

JF-(e,p.m) x €T,

Here we recall the following definitions

- . 2
Gyl =i(0? — 02 — ﬁ)’ (3.9)

Go_l‘lGR<.’IL'1, xg) = 5(4)(.T1 — 33’2),
Gal‘zGA(:C]_,xQ) = 5(4)(.]71 — .fL'Q).

In (3.8) we have shown the leading terms in the power series expansion of 1/pr..

The right-hand side of Eq.(3.7) corresponds to the collision term C[f]. In this section, we
investigate the effects of the interaction in g3 theory at the one loop level. We subsequently
find that this theory captures the essential features of more generic field theories such as Ap*
theory. The self-energy is

04 . (3.10)

(—ig)?
2

1 3

Zij(x?” CC'4) - Gij(x?)a I4>Gij(x37 .ZTJ4)7 Z)] - +; -

To the leading order in perturbation theory, we can approximate that f(p,7.) = f(p),
Z(p,1.) = 1, Fi(e,p,7.) = 0 in the collision term. We also expand the collision term
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by the power series in 1/|p7.| type factors which can be justified well inside the cosmological
horizon. It is a kind of the derivative expansion of the Moyal product in the Wigner repre-
sentation. We indeed find the particle production effects due to the non-conservation of the
energy in this expansion.

In this investigation, we need to perform the following integrations at the interaction vertices.

/ dry —e'E peN, i=1,2 (3.11)
—o0 3

where € = +p; &+ po. We evaluate these integrations in the assumption |(¢ + p)7;| > 1. For
our purpose, it suffices to evaluate them to the next leading order

Ti 1 . . 1 -n
d i) o iEtp)T o . 3.12
[ e ‘ iCEp)m " cxpprT 12

i

By using these approximations, we derive a Boltzmann equation in dS space. In what follows,
we investigate the collision terms and their properties in detail.

We henceforth suppress the following integration factor in the propagator

/éﬁyﬁ. (3.13)

In other words we work in the momentum space by performing the Fourier transformation
with respect to the spacial coordinate X.

3.1 The structure of the collision term

From the Schwinger-Dyson equation (3.7), we observe that the collision term has the on-shell
part and the off-sell part. Firstly, the on-shell part comes from the following contributions

Conlf] =+ \/—_91/ V=g3d w3 X (x, 23)G T (23, 29) (3.14)
BV / Vo gadby G (a1, 23) S (3, )

ox et

We evaluate the on-shell part to the leading non-trivial order O(1/73) as

2

Conlf] = = (L f())e 1o (3.15)

[/wﬁ( LI )ii+( b1 )__1}
, 2mrie—p e+p T3 (e—p)? (e+p)? 73
ctp

< [ {0 F)) (L = p) - Fo0 S - )

4
2
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+2/pd5(1 n 1)2'7"+( 1 }
0 2T e—p e+p T3 (e — p)? (€+p T3

X /5: dpr {(1+ f(p1))f(p1 —€) — f(p1) (L + f(p1 —©))} ]
+ f(p) e tipT 92

1672 H?
e 1 1 —ir 1
[/p o (e—p+a+p> 73 +((8—p)2_(5+p 73}
< [ {0+ F)) 1+ = p) - Fo0 S - )
Pe 1 1 —ir 1 11
+2/0 P +((6—19)2_(6+p)2)7_é”}

X /io dp {(1+ f(p))f(p1 — ) = fF(p1) (1 + f(p1 — 2))} ]

See Appendix A for the details of the calculation.

Secondly, the off-shell part originates from the following contribution
Cotlf] =+ V-0 / V=gsd*zs T (w1, 23) G (23, 22) (3.16)
V9 / V=gsd'zs G (21, 23)5 7 (3, 22)

p1+D
/ dp, / dpy ¢~ EnER)T
|p1—p|

The off-shell part is also calculated to O(1/73) as
2

Conl] =+ 167592}[2 % (3.17)
= d€ —ieT 1 1 -1 E+7p
AT e oo RS VIR ()
P de —ieT 1 1 —1 >
+2/0 o ¢ ((s—p)2 - (6+p)2) T3 /? dpy (1 + f(p1))f(p1 —¢€)
9
167mp2 H?

[ /poo o S - e <5+1p>2>;31 / dpr fp) e =p1)

Pde .. 1 1 =1 ™
w2 [ e )2>—/E;pdp1 )+ f(pr <)

We note that the both on-shell (3.15) and off-shell (3.17) collision terms have infra-red
divergences at ¢ = p. There is a standard procedure to deal with this problem in massless

14



field theory and we find that it also works here. First of all, we need to recall that any
experiment has a finite energy resolution Ae. So we need to add the on-shell and off-shell
collision terms within the energy resolution Ae. We first divide the integration range of

Cost[f] as follows
S 00 p+Ae P p—Ae D
[ =L [ =] [ (3.18)
p p+Ae p 0 0 p—Ae

We then redefine the on-shell term C! [f] and the off-shell term C’4[f] by transferring the
contribution of Cug[f] within the energy resolution p — Ae < e < p+ Ace to Cyu[f]. The
explicit expressions are shown in Appendix A.

When f(p) = 0, we find that infra-red divergences cancel out in this procedure. In the
next subsection, we investigate the case when f is a thermal distribution. For a generic
distribution, the cancellation does not take place and we seem to face linear IR divergences.
However there is no real infra-red divergence in our problem since the time integration range
in (3.12) is bounded by 7.. We thus argue that the linear divergence should be cut-off at

p — el ~1/]7|.

Before investigating the thermal distribution case, we point out the difference between
Minkowski space and dS space with respect to the collision term. In Minkowski space,
the collision term does not have the off-shell term due to the time translation symmetry

Co| f] x / ;Z_jr 218(e — p)eTT = TP = C'L[f] = 0. (3.19)

On the other hand, as we observe in (3.17), the collision term in dS space has the off-shell
term due to the absence of the time translation symmetry. This is why we have introduced
the spectral function F.(e,p, 7.) in the full propagator (3.4).

3.2 Thermal distribution case

We focus on the case that the initial distribution function is thermal in this subsection

fp) = # (3.20)

where we introduce an inverse temperature $ as a free parameter. In Minkowski space the
thermal distribution is obtained as the solution of the Boltzmann equation. On the other
hand, we find that the collision term in dS space is non-vanishing even for the thermal
distribution.

The off-shell collision term can be evaluated as follows

2

' g
ol =+ 5 (3.21)
> d€ —ieT 1 . ]- —_1
[/HAE% (1+ f(e))e ((8_p)2 <€+p)2) 3 (1+Gl(e,p, B))
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[ A e (s — ) G )

2 (e—p)2 (e+p?2 13
__ 9
16mpH?
*© de Lier 1 1 -1
_ 1ET _ 1 + G : 7
[ 5 1O (g~ ) sy G )
p—Ae de o 1 1 1
_ +ieT . G
* /0 2 f<€)€ ((5 _ p>2 (5 n p>2) 7_03 (57]97 B) :|7
where
2 1 — e B
G &, D, = —1lo =l |- 3.22
(e,p,5) 5 g<1_eﬁ2p> (3.22)
We note that the above expression is of the following form
d{f —1eT * 1ET
ol f] = / 5 (1+ FE)AE P 7)™ — f()A"(e.p, )" (3.23)
e>0
It is consistent with our ansatz for the full propagator (3.4).
Finally the on-shell collision term is evaluated as follows
g° -
onl ] == o 24
Conlf] 16an2<1 + f(p))e " x (3.24)
* de 1 I 1 1 —1
9 3 - 1+ G
|:/P+A€ QW{(E —p * €+p)T§ * ((5 -p)? (e —I—p)2) 3 }( + G(e,p, B))
e S| 1 T 1 1 -1
9 ) - G
+/0 27 (5—p+€+p)rc3+((a—p)2 (g_|_p)2)7_c3} (5719,5)}
2
9 +ipT
+ 16mpH? I(p)e x
> de 1 1 —iT 1 1 1
9 — 1+ G
|:/p+Ag 27r{(€ —p + €—|—p) T3 + ((5 —p)? (€+p)2) 73 }( +G(e,p, B))
A e 1 1 —if 1 1 -1
9 - G
+/o 27 (€—p+6+p) T3 +<(6—p)2 (g+p)2)7_03} (572975)]
-l - 2 .
s log|Aer| [(p)e™ " — T = Clog|Aer| f/(p)et .

+ 32m2pH? 13 32m2pH? 73

The details of its derivation can be found in Appendix A.
Here we have cut-off the IR log divergences when |e —p| ~ 1/|7.| because our time integration

(3.12) does not diverge even when € = p. From the on-shell collision term (3.24), we observe
that it is necessary to introduce the wave function renormalization factor Z(p,7.). In the
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last line, we find that the remaining logarithmic IR contribution leads to the modification
of the thermal distribution function o f(p, 7.).

So far, we have focused on the IR singularities due to the interaction. Of course, there are
also the ultra-violet (UV) divergences in the collision term. The off-shell part (3.17) does
not have the UV divergences because of the exponentially oscillating factor. We also assume
that a generic distribution function vanishes exponentially at the UV region like the Bose
distribution

1

[ ~ < = 0. (3.25)

From these facts, the UV divergences in the collision term is estimated as follows

Clflov = Co,lf] (3.26)
2 Ayvet? =
g —ipF de 1 1 7
S e see [ s
16mpH ptAe 2T E—p  E+4p T
2 o (e de 1 —ir
e T [ )T
167mpH? pire 2T e—p e+p T3
2 - Ht
. g 27' AUV{E 1 =
- 1 - —ipT
1672 H?13 x (11 1)) 2176

2 27 A Ht 1 o
oy S f(p) e

T 1672 H273 ©8 q 2p

Since the integral is logarithmically divergent, we need to introduce a UV cut-off. We argue
that we need to cut-off the integral at a fixed physical energy scale Ayy. As the physical
energy is e H|7|, this prescription leads to a time dependent UV cut-off Ayy/H|7| = Ayyellt
in the above expression. We believe that this is a physically sensible prescription which is
consistent with general covariance. In this prescription, the degrees of freedom inside the
cosmological horizon remain the same with respect to time. The IR cut-off is provided by our
energy resolution Ae in (3.26) as the IR singularity is canceled by the off-shell contribution.

The final expression logarithmically depends on the virtuality ¢* = (p + Ae)? — p*.

This UV divergence is renormalized by introducing a mass counter term in the action which
leads to the following collision term

. 27T 1,
C[f]6m2 =+ ZHTT35m2 X (1 + f(p))Q—pe P (327)
y 27_- 1pT
zH2736m2 X f(p)—etT,
2 A Ht
Sm2 — 9 _log Uve 7
167 7

where p is the renormalization scale. After the renormalization, we obtain the following

effective mass
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including the finite temperature correction. In the zero temperature limit, it agrees with the
renormalized mass in the flat space.

The IR logarithm in the collision term (3.24) leads to the change of the distribution function
as we solve the Boltzmann equation

2

g /
= log |A 2
5f(p7 TC) 647T2p H27—C2 Og’ ch‘f (p> (3 9)
A2 1 15} efp
= T Ganp 22 08 Aol G T 1
The wave function renormalization factor is determined as
2
_ g
0Z(p,7.) = S2rpIl? X (3.30)
< de 1 1 1
a9 - — (1 +G y Yy
[/ng 27T((e—p)2 (8+p)2)73( g
RS de 1 1 1
— — —G
<[ e - Tt
The off-shell part of the propagator is determined in terms F. as
2
g
F = 1 31
+(€7pa7—c) + 327TpH2( +.f<€))>< (33 )
[0 —p) (5~ —5) 5 (1 + Clep.B)
e=pr " Evp?' 22 ’p’
1 1 1
O(p — — —G
=)~ ) CEn ) |,
P
F(epm) =+ g ) (332
[0 —n) (5 — )5 (1 + Clep.B)
Pe=pr " Erp' 2 ’p’
1 1 1
O(p — — —G .
H0 =)~ ) 2 CEr )

We observe that the on-shell weight represented by the wave function renormalization factor
Z is reduced from the unity in a consistent way with the off-shell spectral weight. In this
sense unitarity is respected by the interaction.

We have thus determined the full propagator inside the cosmological horizon to the leading
order of the perturbation theory. We have found that the full propagator which is character-
ized by (3.29), (3.30), (3.31), (3.32) depends on 7.. At first sight, it appears to change with
cosmic evolution. More and more off-shell states are created with a lapse of time as on-shell
states are correspondingly reduced. However we may represent (3.29), (3.30), (3.31), (3.32)
by the physical quantities,

x

1
XEW7 P=H|rlp, AFE = H|7|A¢, TEHME, M = H|r|p. (3.33)
-
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In terms of the physical quantities, the full propagator of the original scalar field at the equal
time 7 = 0 is

G+ (21, 22) :/(Q;l_)% (1 +2f +00) 462 {1+ (1 - T T ArE (334)

dEd3P -
F F_ 1P X
*/Ew @myig Fr T

2 2 00 _ o~ (E+P)/2T
, g Q* 2T 1 1 1—e
Melt = 372 (10 M2 F/O Eg—ptEyps\imemrr ) 49

2
_g° ofypT) AE
=P oP 8T (3:36)

of

2

g
67 = — 55 =% (3.37)

[ L1 >+/°° 4B A O et
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o 'AE 2P’ Jpap2r (E—P2 (E+PR2 P P\1_o 5%

+/PAE dE< 1 1 )le 1— e 57 ]
o awm(E-PE (E+P P B\ %E) )
2

F, :3297TP(1+f(E,T))>< (3.38)

[0 = P~ O+ B (1:—»

2T

1 1 oT 1— e 57
=B e~ me ) P8 (H—PTE> }

2

F :32g7TPf(E,T)>< (3.39)
1 1 2T 1—e 2r
[Q(E_P)((E—P)Q RN JEACE (W»
1 12T 1—e o7
OB e me ) P8 (1_6P2TE> }

We find that the explicit 7. dependence disappears in these expressions. If we focus on the
physics at the fixed physical energy scale F, it remains the same with cosmic evolution. It is
a very sensible conclusion as we do not expect physics such as particle mass to change with
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cosmic evolution. For a fixed ¢, the physical energy E decreases with time evolution. So the
cosmic evolution is identical to the evolution under the renormalization group. We recall
here that the radial coordinate in AdS space corresponds to the energy scale in AdS/CFT
correspondence. Since the radial coordinate in AdS space is related to the time coordinate
in dS space by analytic continuation, dS space seems to be related to AdS space in this
respect. The only physical time dependence appears through the temperature T" as it cools
down linearly with 7. for a fixed .

We do find a non-trivial modification of the distribution function from the Bose distribution
due to a large IR effect. The effect of the interaction on the distribution function (3.29) is
such that it reduces the particle density in comparison to the Bose distribution. This effect
can be understood as follows. A single particle can turn into two particles due to the cubic
interaction. So such off-shell two particle states are created while the on-shell state weight
is reduced by the same amount due to unitarity. The off-shell states cost more energy and
so are less numerous due to the Bose distribution function. The net effect is the further
reduction of the particle density.

In this section, we have investigated the effects of the interaction on the propagator well inside
the cosmological horizon. The spectral weight of the off-shell states increases with time while
the weight of the on-shell states decreases due to the interaction. The modification of the
Bose distribution is analogous to QCD where the logarithmic divergence requires the scale
dependent modification of the parton distribution function. In term of the physical energy
and momentum variables, explicit time dependence disappears and the time evolution may
be identified with the renormalization group evolution. So we find that the effects of the
interaction in dS space parallel to those in flat space. As it is explained in Appendix B,
these features are also shared by A¢* theory. We thus expect they are the universal features
of the interacting field theories in dS space.

Nevertheless we should keep in mind that we have investigated the propagator near flat
space and the expansion in terms of 1/p7. breaks down near the cosmological horizon. To
fully understand the behavior of the two point function in dS space, we have to extend our
work to the region |p7.| ~ 1 and |p7.| < 1. We investigate the quantum effects outside the
cosmological horizon in Part III. In this region, the dS symmetry can be broken and the
time dependence which is not absorbed by physical quantities can be induced.

Before concluding this section, we briefly investigate the non-thermal distribution case. The
modification of the distribution function d f(p, 7.) by the cubic interaction is roughly of the
following magnitude

0f(p. 11, 72) <péﬁ’72> Q—L de—t (3.40)
Te p H?*7} p+|1/7] (e —p)?
g 1
P H27-2’
g 1

o ~ — .
f(p, 71, 72) p Her,

So it is O(1/p|7.|) in a generic case instead of O(1/(p7.)?) for the thermal case. While it is
much larger than the change of the thermal distribution when p|7.| > 1, it becomes only
important near the cosmological horizon. Although the thermalization may take place when
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the coupling is strong enough g > H, it could only occur near the cosmological horizon. At
the higher loop level, the thermalization could also take place through the effective n point
couplings. We find this is a very interesting problem which requires further investigations.

Part 111

Quantum effects from outside the
cosmological horizon

4 Infra-red divergence of propagator

As mentioned in Section 1, the propagator for a massless and minimally coupled field has an
IR divergence. The origin of the IR divergence is the scale invariant fluctuation spectrum.
It is dominant outside the cosmological horizon P < H:

() ~ —2

e

In this section, we explain how to regularize the IR divergence.

(4.1)

For simplicity, let us estimate the magnitude of the quantum fluctuation by taking the
coincident limit of the propagator. It consists of the contributions from inside and outside
the cosmological horizon as follows

P 1 3P 1
~ —— + H? —_— 4.2
) /H @ryp2P /PH (2m)7 2P .
The UV contribution (P > H) is quadratically divergent just like in Minkowski space. It

can be regularized and renormalized in an identical way. The logarithmic IR divergence due
to the contributions from outside the cosmological horizon (P < H) is specific to dS space.

To regularize this IR divergence, we introduce an IR cut-off £ which fixes the minimum
value of the comoving momentum as in [19]:

/8 toap (4.3)

oa=1(7)

Note that the equation of motion is not satisfied if we fix the minimum value of the Physical
momentum. With this prescription, more degrees of freedom go out of the cosmological
horizon at P = H with cosmic evolution. On the other hand, the UV cut-off Ayy fixes the
maximum value of the physical momentum:

/ " ap (4.4)

H
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If not, the UV divergence is associated with time dependence and not renormalizable by the
counter term. Thus the degrees of freedom inside the cosmological horizon remains constant,
while the degrees of freedom outside the cosmological horizon increases as time goes on. The
contribution from outside the cosmological horizon gives a growing time dependence to the
propagator

(p()o(o) = (UV const) + 45 [ 5 (45)

H? H
= —log (— .
(UV const) + 13 o8 (60a(7))

Physically speaking, we consider a situation that a universe with a finite spatial extension or
a finite region of space starts dS expansion at an initial time ¢;. The IR cut-off g is identified
with the initial time ¢; as

log (ga(ﬂ) = logeft=t) ¢, = %log %O. (4.6)
Henceforth we adopt the following setting for simplicity
co=H <t =0. (4.7)
In this setting, the propagator at the coincident point is
2
(p(x)p(x)) = (UV const) + i log a(T). (4.8)

This time dependence breaks the dS invariance as has been pointed in [8, 9, 10].

In order to evaluate the quantum loop effects, more details about the propagator in dS space
are necessary. That is, we need to know the explicit form of the propagator at the separated
points and how to regularize the UV divergences of the loop amplitudes. Here we adopt the
dimensional regularization. In D = 4 — ¢, the wave function in (1.5) is generalized as

dp(T) = ﬁﬂ¥(—7)%ﬂ<l>(—m) ePx, (4.9)

The corresponding propagator is

[asry

 HPT(BE )P (BFE —v) D-1 D-1 Dy

<90($)90(1’/)>— (47r)g F(%) 2 F ( 5 —I/;E;l—z). (4.10)

Note that the propagator for a massless and minimally coupled field has an IR divergence
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in any dimension. For convenient analyses, we expand (4.10) by y:

_ HP—2 1 1 Dy

(plaeta) = o {15~ D) RG Hng 25D (a.11
DA —n)D(EL +0)P(1-2) D-1 D-1 Dy
* TC+ (L —v) e R A
B D2 D B é D (% + V)(% — I/)F(%) Yy2-2
= aE GG ey ()

Introducing the IR cut-off is equivalent to subtract the following term from (4.10)

G D—177(1) (1)* N ip-(x—x")

)P ZH (—=7)" T H (—pr)H,” (—p1)e (4.12)
p<eo

HP=  T(mr@2v) (a(r)a(r))” >

@m)e DT +3)  v=29

~

In the second line, we consider the case (D—1)/2—v < 1 and set ¢g = H after neglecting the
terms at O(gg). By taking the massless and minimally coupled limit after the subtraction,
the propagator is written as follows [20, 21]

(p(x)p(z')) = Aly) + Blog(a(r)a(r")), (4.13)

where A(y), B, 0 are defined as follows:

Aly) = HD_j {F(Q —~ 1)(5%_1 - F<7—+Dl)(%)2_§ PRAC AP (4.14)

— n n F% n nto_D
+Z[M<y) _( (£ +14+n) )'(Z) 2}}’

_ HPI(D —nT)
(4m)7 ()

D D—-1
0=yl =) +d(——

)+ (D —=1)+4¢(1), ¢(z) =1"(2)/T'(2).

Since (4.10) is a function of the dS invariant distance y, the dimensional regularization for
the UV divergences doesn’t break the dS symmetry (1.13)-(1.16). In contrast, the IR cut-off
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breaks the scale invariance (1.13) and the spatial special conformal symmetry (1.14) and
induces the growing time dependent term log(a(7)a(7")).

We should note that (4.14) has infinite power series of y at D = 4 — ¢, while it reduces to
finite power series in the limit ¢ — 0. The propagator for a massless and minimally coupled
field at D = 4 is written as
H?> 1 1 1
G(x,2') = m{; b logy + 5 loga(r)a(r') +1—~}, (4.15)
where v is the Euler’s constant. At the finite loop level, the higher series are necessary only
when they are multiplied by the UV divergent terms like 1/e.

We also refer to the case that a field has a mass m?/H? < 1. In this case, the propagator
(4.11) behaves as follows at the IR region:

(ole)pla)) =~ H- LDV H

T (4n)F DDy m?
So the IR cut-off is not necessary in terms of avoiding the IR divergence. Nevertheless,

the IR cut-off is necessary since there is no smooth massless limit. The problem is clear in
considering the vev of the mass term which emerges in the energy-momentum tensor

HP T(D)
) = ==
(4m)= I'(3)
Of course, this term is zero in the massless case, while is not zero in the massless limit

of (4.17). We need the IR cut-off to resolve the difference. From (4.11) and (4.12), the
propagator is written as

(4.16)

(4.17)

(P(e)ola) = L g s {1 = ool s losata ). (4
By substituting this, the mass term is
m? (g (z)) ~ (4[1)[2) ?Eg;{ — exp(—%% log a(T))}. (4.19)

The mass term approaches zero in the massless limit by introducing the IR cut-off. If a field
has a finite mass, the value (4.17) is defined as a saturation value at t — oc.

Thus if a nearly massless and minimally coupled field exists, the propagator is time dependent
beyond the dS invariance and physical quantities can acquire time dependences through the

quantum loop corrections. In the subsequent sections, we investigate how the dS symmetry
breaking contributes to physical quantities.

5 Energy-momentum tensor

We investigate the expectation value of the energy-momentum tensor as we are interested
in how the IR logarithms contribute to the cosmological constant. The energy-momentum
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tensor appears on the right-hand side of the Einstein equation

1
R, — §gw,R + A9y = KT, Kk =28nG, (5.1)
— _2 (5Smatter
T V=g ogm

where A is the cosmological constant and G is the Newton’s constant. As far as the dS
symmetry is preserved, the vev of the energy-momentum tensor is proportional to g,, with
a constant coefficient

T,

(Tw) = guT (5:2)

On the other hand, if the dS symmetry is broken down to the spatial translation and rotation
symmetries, the coefficient of g, becomes time dependent. We should note that the energy-
momentum tensor is covariantly conserved as far as the equation of motion is satisfied:

5Sma er —1
0= /d4x B Lep = 7/\/—gd4x T Legu (5.3)

0
= /\/—gd% D, T*¢,
= D", =0,

where L, denotes the Lie derivative. So in this case, the term which is proportional to 5u05uo
emerges to preserve the covariant conservation law of the energy-momentum tensor

(Tuw) =g T (1) + a*(7)8,%8,°U(T), (5.4)

U(r) = T3/d7' TS%T(T).

Since the time dependence is caused by the IR logarithms, 7" is logarithmically larger than
U. It is in this sense that the matter quantum IR effect could induce the time dependent
effective cosmological constant

Aeﬁ: =A-— HT(T). (55)

In the free field theory, the vev of the energy-momentum tensor is

() = (0,7 — 509”) (By0r). (5.6

From (4.13) and (4.14), we find that the two differential operators cancel the IR logarithm
0,00 log(a()a(r")) = 0. (5.7)

Of the dS invariant part, only the linear y term contributes and its contribution is UV finite

lim 9,0,y = —2H?g,,. (5.8)
' —=x
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Thus the contribution from the free field is the following time independent one

3H! 3H*
Tiwd = ggmatu A=A =g

(5.9)

In this thesis, we work with the Poincaré coordinate. The propagator and the energy-
momentum tensor for a free field is investigated by using the global coordinate in [22, 23].
The result is a little different from (5.9). However the difference rapidly vanishes at late times
with the spatial expansion. So we believe the Poincaré coordinate is sufficient to investigate
the IR effects which grow with time. It is necessary that there exist interaction terms
which contain undifferentiated scalar fields to identify the IR logarithms. In the subsequent
sections, we investigate the models which satisfy this necessary condition.

Before investigating the interaction effects, we refer to the conformal anomaly. The conformal
anomaly also contributes to the vev of the energy-momentum tensor [24]. In the case of the
minimally coupled scalar field in dS space, it leads to the following energy-momentum tensor
in addition 00171
Tw) = ———=09u-
L) = 15 a9

This contribution has no time dependence because the conformal anomaly is the UV effect.
In the subsequent discussion, we focus on the time dependence of the effective cosmological
constant induced by quantum IR effects.

(5.10)

6 Field theory with an interaction potential

In this section, we consider a scalar field theory with an interaction potential

1
St = [ V79 =30 D0~ V@) (61

Here the energy-momentum tensor is given as follows

1
THV = (5,up5ug - 59#1/9'00)8/)908090 - QWV(SO) (62)

As we have recalled in the previous section, the propagator of a massless minimally coupled
scalar field contains the time dependent term log(a(7)a(7’)). So the vev of the potential be-
comes time dependent. log(a(7)) = Ht factor grows with cosmic expansion which eventually
gives rise to a large IR quantum effect.

6.1 Perturbative IR effects

By using the Schwinger-Keldysh perturbation theory, we can evaluate the quantum IR effects
at each order. In the case of the polynomial interaction, each propagator could produce a
single IR log factor. Although the retarded propagator resulting from the commutator in the
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Schwinger-Keldysh perturbation theory does not contain any IR log factor, the associated
time integration produces a single IR factor nevertheless. Thus, the maximum power of the
IR logarithms can be estimated by counting the number of the propagators in a diagram.

In this way, the leading IR contributions coming from the potential are estimated as

9 V() = ~9uV (1) = g0 3 Vi log™ a(r), m e N, (6.3)
n=1

Here ~ means that we extract the leading logarithms at each order. They are dominant at
late times when loga(7) > 1. At the n-th order of the coupling constant in A¢p*™ theory,
we retain the term of order (Alog™(a))™ where the power of the IR logarithm is maximum.
Even if X is small, higher order terms cannot be neglected as Alog™(a) approaches O(\Y).
Thus we need to sum these leading logarithms first in order to understand the IR effects non-
perturbatively. Sub-leading terms are suppressed by powers of A just like the resummation
of IR logarithms in QCD. Since the contribution from the potential is proportional to g,
it gives rise to a time dependent effective cosmological constant.

Next, we refer to the contribution from the kinetic term. (09,¢0,¢) possesses the following

structure
4

3H
(0,00,p) = ~9pr553 + a2(7)5p0500K1 (7) + g0 K*(7), (6.4)
K'(1) ~ Z K!\"log™ ' a(r),

n=1

K*(1) ~ Z K2\ log™ ' a(r).
n=1

Here the first term is the the free field theory contribution at the one loop level. Note that
the kinetic term is sub-dominant in comparison to the potential term except at the one
loop level. It is because taking two derivative operations weakens the IR effect. So in the
energy-momentum tensor, we can neglect the contribution g,,{3K*(r) — K*(7)}. That is,
we estimate the vev of the energy-momentum tensor as follows

4

3H
(Ty) =~ I35 + a2(T)5M05V0K1(7') — 9, V(7). (6.5)
In this approximation, From (5.4), the following identity is satisfied
d
K'(r) = 2V(r) & Kir) = =5 Va(7). (6.6)

We summarize the IR effects to the expectation value of the energy-momentum tensor here.
At the one loop level, the contribution is identical to that of a free field and there is no IR
effects. At O(A\") (n > 1) when the effect of the interaction becomes important, the potential
term becomes dominant at late times in dS expansion. The dominant term is proportional
to g and so contributes to the effective cosmological constant

3H*
Aeg = A — Rood + RV (7). (6.7)

The kinetic term at O(A™) (n > 1) is sub-dominant and contains the term which is pro-

portional to (5#05,/0. Such a term is related to the effective cosmological constant due to the
conservation law.
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6.1.1 Perturbative IR effects in ¢* theory

Before starting the next subsection, we review the perturbative IR effects in ¢* theory as a
concrete example [13]. To focus on the IR effects from ¢* interaction, we set the bare mass
of the scalar field zero.

Vip) = %w“- (6.8)

The simplest IR effects in this model is the effective mass at the one loop level

2 _ At
m”+dm* = §G (x,x), (6.9)
where dm? is the counter term for the mass square. From (4.13) and (4.14), the propagator
at the coincident point is UV divergent

Gz, 2) = (P (2)) = Zw)_g F(é)(;)l) (2loga(T) +9). (6.10)

To renormalize the UV divergence, we set the counter term as follows

, HP2T(D-1)
om? = 7 o) . (6.11)

The effective mass square at the one loop level is

m* = log a(7). (6.12)

2

Next we evaluate the potential term of the energy-momentum tensor at the two loop level.
From (6.10) and (6.11),

— gV () + dm*(?)} (6.13)
= _ gW{%GJ“JF(x, )G (z, x) + om*G T (2, 7))}

AH* A H?P=4T2(D — 1)
=— " Jog? Z 21
gMV{277T4 08 a(T) + 2 (47T)D FQ(%) 0 }

Note that the cross term between the IR logarithm and the UV divergence is canceled by
the the counter term for the mass square. The remaining UV divergence is renormalizable
by the counter term for the cosmological constant

SA AHPATXD-1)
oA _ A , 14
K 2 (4m)P  T2(2) g (6.14)
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As a result, the contribution from the potential term is

AH?
~ 9w log® a(7). (6.15)

The evaluation for the kinetic term is not so simple. The kinetic term at the two loop level
is written as follows in the Schwinger-Keldysh formalism

(0,00:0) |1 = — i= / V—gdPz {GTH (2, 2") + dm?} (6.16)
x [0,G" " (2,2")0,GH (z,2") — 0,G* (2,2")0,G (z,2")].
From (4.13) and (4.14), we find
4D 2H2D 2 D

0,G(z,2)0,G(x,a") = (i) (= 5 Ya*(7) (6.17)
Az,Az, Az, Axy
X HH%%’)% +(4— o) H% 2 (r )%
Az, 00+ Ax,6°
+ H2a2(7/)—Axp2AxU +2Ha(T") Te0q - Lo
y g

0 0 050

Az,0," + Arso, N 0,05 ]
y2 y2—5 ?

where we abbreviate the indexes ++4,+— because the above identities work out in both

cases. Note that we have only to evaluate (6.16) up to O(e?). By substituting (6.10), (6.11)
and (6.17) to (6.16),

+ Ha(7")

4D 2H3D 4

D
<3pg080g0>h = - WF(D - 1)”5

x/d4_5x’ () loga(r Z o

where the integrands are as follows

Ya*(7) (6.18)

Az, Az, Azx,Azx,
H,, = 4H%a* (1) [~ =7 — — 4=, (6.19)

Yt Yyt

Az, Ax, Az,Ax,
HY, = (4—e)Ha*(1')[—5=—F — —5—=—7], (6.20)

Y+ Yq—

Az,Az, B Az,Az,

yis yi-

Hg’a = H?a*(7)| ], (6.21)

Az,0,° + Axgd,° B Az,0,° + Axyd,°

H), =2Ha(7")] B (6.22)

it Y-
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Az,0,” + Ax,d,° B Az,0,” + Axgd,°

Yie Vi

H;’U = Ha(7')| ], (6.23)

9, 05,0 60
Hp, = [P — A7), (6.24)
vy Y-

We explain how to calculate these integrals containing H )y, in Appendix D. Here we simply
list the results:

/d45x’ a**(7") loga(7')H}, (6.25)
& Ty X 4iW2H4{%(% + log i[ )loga(r) + %log a(T)}
+0,00,% x din*H{ - ;(% + log %) log a(r) },
/d4_5x' a*=*(r") log a(r')H?, (6.26)
1, m s H%

—|—10g2—)10ga( )+ 1loga(T)}

1 X A 2H—4{ TR
lpor > ST Q(F(1—2)e H 8

1
+6,06,7 % 4i7r2H_4{ ~5 log CL(T)},

/d4x’ a*(7")loga(v')H, (6.27)
1 1
-~ c 27r—4) L 050 s 2r7—4) _ —
~ 1y X dim*H { 12loga( )}+5p d, X dir“H { 6loga(7)},
/d453c’ a*=*(7") log a(7')H;, (6.28)

. _ 3 20
~ 5,00500 X 4Z7T2H 4{(m —l—log ﬁ) lOg(Z(T)},

1
/d4x’ a'(t")loga(t')H), ~ 66,0 ¥ 4z'7r2H’4{§ log a(r)}, (6.29)
/d4€x’ a*=*(7") log a(T’)Hfi7 (6.30)
1 T 2M—5H28

20 1
>~ 0o X M H ™ {4(m+log H)loga( T)+ éloga(r)}
, 1 w2 H* 2u
050 2pp-af LT PR HT 2K
+6,00,0 x dir*H { Q(F(1—2) +10gH)loga( )}
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where p is the mass parameter and we extract the contributions which contain the IR loga-
rithm. The total of (6.25)-(6.30) is

/d4€x’ a*~(7") loga(r Z (6.31)

1

5H25
~ 1y X din?H- { _ —(L

P(1—3)e
—l—époégo x dim® H {——loga }

loga(r) + 1 log a(T)}

20
+ log 5

&)

W

By substituting (6.31) to (6.18),

4D_27T2 )\H3D—8 D
(0p0050) N = =G0 1D - 1DI'() (6.32)
(4m)2 2
T2 H* 20 2 0e o MNH?
X {(W —|—logﬁ) loga(r) — gloga(T)} —a*(r 7)d, 0, 56 3 log a(7).
Including the prefactor,
1
(3,287 = 300"V 0p00) s (6.3)
4D—-2.2\3D-8 D D W—%M—EHQE 2/~L
~ g ——1)I'DO -1 (=) (———— +1log—)1 —1
(5 ~ U2 = DI (g + loe 37) o a(r) ~ loga(r)}
\H*
050
- ( )5M 5u 26—37T410ga(7).

We should note that the kinetic term contains the IR logarithm with the UV divergent
coefficient at the two loop level. The UV divergence is not renormalizable by the counter
term for the cosmological constant dA. To renormalize it, we introduce the following counter
term

ScL = S6C(R, — D(D — 1)H?)p>. (6.34)

Since R, = D(D — 1)H? on the dS background, the contribution from this counter term is
non-zero only when it is differentiated with respect to g,,. That is, it contributes only to
the energy-momentum tensor:

0c(Tyw) = = 26C{ g ((D — ) H (%) + V¥(¢")) = V,. V. (¢") } (6.35)
4H” T(D) log a(7)
(4m)2 T(3) |

To renormalize the UV divergence of (6.33), we set 6C' as follows

— g‘ul/

4D_37T2)\H2D_8 % -1 D Wf%N—EHQa 2:“
- P22 g Yy L .
o¢ @mP D1 (2){< I1—%e o8 77) } (6.36)
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As a result, the contribution from the kinetic term is

—a?(1)6,5° A

H V26,37-‘-4

log a(T). (6.37)

From (6.15) and (6.37), we can explicitly check (6.6) and (6.7) in ¢* theory. The effective
cosmological constant increases as time goes on
3H* AH*

3051 T 5T

Ag=A—k log® a(T). (6.38)

Nevertheless the energy-momentum tensor is covariantly conserved

3 AH* d \H*
D, (TH) =6{ - ~56. 3.4 loga(r) — p log”a(r)} = 0. (6.39)

Here the sub-leading IR effects are canceled by the counter terms (6.11) and (6.34).

6.2 Stochastic approach

Perturbation theory eventually breaks down when Alog™ a(7) ~ H~?™%, So we need a tool
to investigate the non-perturbative effect in such a regime. There is a stochastic approach
for investigating such a non-perturbative effect [14, 15]. It can be regarded as a resummation
procedure of the leading IR logarithms due to an interaction potential. Here we briefly recall
this prescription.

In a minimally coupled scalar field theory with a potential, the equation of motion is
1
¢+ 3Hp — ;afgo +V'(p) =0, (6.40)

where ¢ = 2

= 5,¢. The equation of motion can be integrated as

t
plo) = nla) =i [ dtad(e) [ o 6"V pla)), (6.41)
0
where og(1) denotes a free field and G (z, 2') is the retarded propagator

Gz, 2") = 0(t — ') [{o(x)po(2)) — (wo(a")¢0())]. (6.42)

As we are interested in the dominant IR effect at late times, we extract the contribution
from outside the cosmological horizon

o) ~ / (;gg O(Ha(t) — p) (ap——

2p3

e-HP'X + CLI’

e P, (6.43)

H
\/ 2p3
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For the same reason, we extract the leading IR contribution of the propagator

R .2 ~ Y d3p __Z 1 _ 1 e+ip-(x—x')
G 0t 1) [ (2n) 3H (aS(tf) a3<t>) (644)

:_—Z ;_L — "B (x — x'
3H (a3(t’) a3(t)) Ot —1)0( )- (6.45)

By substituting (6.43) and (6.44) to Eq.(6.41),

o) = (o) = 37 [ A Vil ), (6.46)

where we have neglected the term : a=3(t) [J dt'a®(t')V (¢(t,x) because it is sub-dominant.

By differentiating Eq.(6.46) with respect to ¢, we obtain the Langevin equation with the
white noise

. . 1 ) . H?3
P(x) = go(x) — 2 V'(0(2),  (Po(@)po(a)) = ot —1'). (6.47)
3H 47
It describes a random walk in the field space. Since the fractal dimension of the random
walk is two, the propagator grows linearly with the cosmic time Ht = loga(t) at the initial
stage. The Langevin equation is equivalent to the Fokker-Planck equation

H3 52

LY [V'(@)n(t, ¢)] +@a_¢2p(t’ ), (6.48)

p(t, @) = 3H 00

where p(t, @) is the probability density. The vevs of the operators are given by

(Fet)) = [ " dw Fw)p(t,w), (6.49)

oo

where F is a function of ¢(z).

We can reproduce the leading log terms in the perturbative expansion in this approach.
Furthermore it allowed us to determine the non-perturbative effect at t — oo when we
assume that an equilibrium state is established at ¢ — oo : p(t,¢) — peo(p). In this
assumption, the Fokker-Planck equation is

- H 0
0= 3_HV (©)poolp) + Q%Poo(@)- (6.50)
The solution is
(0) = Nesp ~ 5 v(y) (6.51)
pooli0) = Nexp ( =2V (9) ) -

where N is the normalization factor : [*° dw po(w) = 1. From (6.49) and (6.51), we can
evaluate the vevs of the operators at ¢ — oo, especially the vev of the potential.
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For example, in ¢* theory, the probability density is

o) (22 n (20 52). o2

The vev of the potential is

V(o) = ooy

As we observe in (6.15), the 2-loop effect increases the vev of the potential as time goes
on. It is because the magnitude of ¢ field grows due to a random walk in a stochastic
approach. Eventually the drift force due to the potential becomes important and reaches an
equilibrium. Thus the following consistent picture emerges, namely the effective cosmological
constant increases at the initial stage and the growth is eventually saturated at a constant
value.

(6.53)

To evaluate the vev of the energy-momentum tensor, we also need to consider the kinetic
term. Note that we retain only the leading IR effect in the stochastic approach. The kinetic
term is sub-dominant in comparison to the potential term except at the one loop level.
So we can’t calculate the kinetic term directly in the stochastic approach. Nevertheless
the structure of the kinetic term is constrained by the conservation law. As the potential
term approaches a constant at ¢ — oo, the dS symmetry breaking contribution from the
kinetic term also vanishes. That is, the term which is proportional to 6#051,0 approaches
to 0. Of course, it is possible that the sub-leading terms give a finite contribution to the
cosmological constant. However these contributions are (9()\%) at most. We can neglect
them if A < H~2m+4,

From (6.53), the effective cosmological constant at ¢ — oo is as follow in ¢* theory

3H* 3H?
39,2 + K93 = A. (6.54)

The contribution from the kinetic term at the one loop level and the non-perturbative con-
tribution from the potential term cancel out each other. It is an accident in ¢* theory. In
©*™ (m # 2) theory, there remains a finite contribution to the cosmological constant:
3H* N 4 3H!

K— .
3272 2m 3272

Aeff:A—li

Aeﬂ‘ =A—k (655)

This stochastic approach has been applied to investigate non-perturbative IR effects in
Yukawa theory [25] and Scalar QED [26, 27]. These models reduce to a scalar field the-
ory with a potential (6.1) after integrating out the conformally coupled scalar fields, Dirac
fields or vector fields.

6.3 In the large N limit

Another non-perturbative approach to investigate IR effects is to consider the large N limit
where N counts the number of scalar field. In such a limit, we can solve the model by a
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saddle point approximation. The action for ¢* theory with O(NN) symmetry can be expressed
as follows . N

— v i i X/ i
Smatter = / —gd4l' [_égu @Lgo vP — 5(()0 )2 + 5?(2]7 (656>

where ¢+ = 1--- N and x is an auxiliary field. By differentiating the action with respect to
X, we find that y represents a composite operator

(7 =20x (657

In the large N limit, we can neglect the fluctuation of y. So the action (6.56) reduces to a
free massive scalar field theory plus the constant term Ny?/2\.

Here y acts as the mass of scalar fields m? = x. From (4.18) and (6.57), m? is self-consistently
determined as
, A 3H* 2m?

m° e o % W{l - exp(—3H2 loga(T))}, (6.58)

where we have assumed that m?/H? is small. At the initial stage, m? grows with time:

H2
m? = x ~ A\— loga(7). (6.59)
82
It is consistent with (6.12) up to O(N). From this, the contribution from the potential term
1s
m? AH*

N
7<g02(x)) + 5X2) ~ _gquW log a(T). (6.60)

It is consistent with (6.15) up to O(N).

G (—

Furthermore, we find that (6.58) eventually approaches the following identity

3H*
o ad— .61
mn 1672m?2’ (6.61)
From this,
V3\H?
m? =y~ o (6.62)
T

Thus the assumption m?/H? < 1 is valid as far as A < 1. Recall that the propagator
of a massive scalar field eventually becomes the dS invariant. Therefore the vev of the
energy-momentum tensor is written as follows

Guv

(T,,) ==~ (T,”). (6.63)
4

The trace of the energy-momentum tensor is

2N

(T") = (=g 0,0'0¢" — 2m*(¢")* + ==X°) (6.64)

)
1 . . . . 2N
= (5 V) + 'V =2 (¢) + = =X7)
1 A : 2N
= SV~ mA(E)) +

35



In the third line, we have used the equation of motion
Vo' —mPp' = 0. (6.65)
By substituting (6.57) and (6.62) to (6.64),
(T,") =0, A=A (6.66)

This result is consistent with that in the stochastic approach (6.54). However this is an exact
non-perturbative result in the large N limit beyond the leading logarithmic approximation.
Note that we extract the term which is proportional to H?/m? in the right hand side of

(6.61). Subsequent terms give O(A2) shift to the cosmological constant.

Of course, we can confirm the consistent result with (6.55) in Ap®™ theory

3H* 4 eN 4 3H*
kN — .
3272 2m 322

Aot = A — KN (6.67)

6.4 Association with Euclidean field theory on S5,

At the last in this section, we refer to the association with the Euclidean field theory. dS
space is wick rotated to a sphere S;. Since the Fuclidean field theory can’t describe non-
equilibrium physics, it doesn’t deal with all physics which are described in the Lorentzian
field theory. However the field theory on Sy can describe an equilibrium state in dSy [16].

In the Euclidean field theory on Sy, the quadratic action for a massless scalar field which is
minimally coupled to the background is

1 g
s,= 1 [ vatte dioeoye, i=1a (6:68)

In the following discussion, we adopt the path integral method. When we expand the field
by the spherical harmonics Yz, (),

p(r) = ouYu(x), (6.69)

where L is the angular momentum: L = (L, Ly, Ly, L3), L > Ly > Ly > L3 > 0 and we
normalize the basis as follows

[ Vs Vi)Y o) = (6.70)

By using the expansion (6.69), (6.70), the quadratic action is written as

Sy = % > L(L+3)H¢ré}. (6.71)
L
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Here we have used the following identity
V2Yy(z) = —L(L + 3)H*Yy,(2). (6.72)
From the quadratic action (6.71), the propagator is

Dol — L% p(x)p(a')e
(p(x)p(a')) = ngo o

Y irram T ).

(6.73)

This propagator has an IR divergence at the zero mode L = 0. Note that if a field is massive,
the corresponding propagator is not IR divergent because its denominator is L(L+3)H?+m?.

The IR divergence in (6.73) means the breakdown of perturbation theories. If we adopt an
interaction potential, the action is written as

Somatter = ZL (L +3)H?pr¢5, + / Vad'z V(). (6.74)

The perturbation theory is applicable as far as the linear term is dominant compared with
the non-linear terms. Here we assume that the coupling constant A is much smaller than
1. In this setting, the linear term is dominant compared with the non-linear terms except
for the zero mode. At the zero mode, the linear term is zero and so the non-linear term is
dominant. Considering the above, we have to treat the non-linear terms nonperturbatively
at the zero mode. Focusing on the zero mode, the action is

Srnatter =~ /\/§d4$ V(¢0Y0) (675)
B 872

= @V(%Yo)-

Here we have used the fact that Yy is constant and so the integral over the space is

872

( )’ I C (7)

J D(¢oYo) F(¢oYo)exp (— ;};4 V(¢oYo))
fD(%Yo) exp ( - % (%Yo)) '

It corresponds with the saturation value in the stochastic approach.

(F(p())) =

(6.77)

We may reflect on the result as follows. In a time dependent background like dS space,
the Schwinger-Keldysh formalism is necessary to evaluate the perturbative effects [3]. Our
problem belongs to nonequilibrium physics in this sense. However if an equilibrium state is
eventually established, it may be described by an Euclidean field theory on S;. From this
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reason, the correspondence between the saturation value in the stochastic approach and the
Euclidean evaluation is reasonable.

It should be noted that we consider only the zero mode to obtain the result (6.76) and it
corresponds with the saturation value in the leading logarithm approximation. It is a natural
question whether the corresponding is true up to the sub-leading IR effect. For example, in
©* theory on S, the vev of the potential up to the sub-leading IR effect is

(V(e(x))) (6.78)
- fD(¢OY0) (<Z50Y0) eXp( 9H4 (¢0Y0) )
B [ D(¢oYo) exp (— 9H4 % (¢0Yo)?)
J D(¢0Yo) TT1.0 D(PLYL) 5 (d0Y0)* (X0 orYL)? exp (— Sa — Z (d0Yo)?)
fD(¢OY0> HL;EO (oY1) eXP( Sy — 9H4(¢0Y0) )

3H*  3X2H2T(3) 1
~ Yi(2) Y (x).
3202 dn F(i)ZL(LJrs)H? L(0)¥E ()

L+£0

The sub-leading IR effect is proportional to Az. It is consistent with the stochastic approach
where the sub-leading IR effect approaches O(Az): A" log™ a(7) ~ Az.

Unlike the scalar field theory with an interaction potential, we don’t know how to evaluate
the non-perturbative IR effect in a generic model with derivative interactions. Non-linear
sigma model is such an example while quantum gravity is another. It is very important
to investigate IR effects in these models. With this motivation, we consider the non-linear
sigma model in the next section. We can investigate some non-perturbative effects also since
it is exactly solvable in the large N limit.

7 Non-linear sigma model

In this section, we investigate the IR effects of the non-linear sigma model in dS space. There
are two reasons why we are interested in the non-linear sigma model. Firstly the non-linear
sigma model contains massless and minimally coupled scalar fields due to the reparameter-
ization invariance of the target space. Secondly we can investigate nonperturbative effects
as it becomes exactly solvable in the large N limit.

The action of the non-linear sigma model is
1 /- v 7 )
Smatter = 2_92/ —gd4£L' Gij ((10)(_9“ a,ugp 81/90])7 (71)

where g, is the metric of the dS space, ¢* is the coupling constant and G;j(i = 1--- N)
is the metric of the target space. The reparameterization invariance of the target space is
the important symmetry of the non-linear sigma model as it follows from the consistency as
a quantum theory. The dimensional regularization respects this important symmetry. We
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adopt the background field method which is manifestly covariant. The action is expanded
as follows [28]

S =377 | VI [ColP) 0,505 — Rua PEE 9 0,50,5 (7.2)
= 112D Dy Reia(? )+3Rcangebf( @)l g 0,8' 0,0
S Raa(@)EE G (D)0,
- %DeRcidb<90)€c§d€eguV(Duf)bal,gpi

gD, (D) — 5 R P)EE g™ (D) (D)
D Rua(@)ccetery W(D ) (D,6)"

6
+ (= 210D D Reaan(¢ )+45Rcangebf(@))chdgegfgw(Dug)a(Dyg)b+m},

where ¢ are the background fields, & are the quantum fluctuations. Here Ryj is the
Riemann tensor * and the covariant derivative are

D& = 0,8 +T",,0,8¢". (7.3)

By using the vielbein e;*, we can work in the flat tangential space Ey instead of the target
space

§ = ejagi) ( u§> ug + w; aba,u90§ (7'4>

where w,? is the spin connection. Henceforth we rescale the quantum fluctuations £¢/g — €2
for convenience.

Since we are interested in the contribution to the cosmological constant, we can set the
background fields @' zero. The vev of the energy-momentum tensor is

1
(Tuw) = (0,00, = 599" )% (7.5)
2
< 5‘18 é-a cadbgcgda gaaafb - ED Rcadbf gdfe gaaagb
4
2q*
+ (_Q_ODEDchadb + — 15 —R Cangebf)é“ngfegfapgaaagb 4. >

A propagator left intact by differential operators (£(x)¢(z")) can induce a single IR logarithm.
The power counting procedure for the leading IR logarithms in the expectation value of the
energy-momentum tensor is explained in Appendix C. The conclusion is that the leading IR
effect of the energy-momentum tensor at the n-th loop level is log” ' a. It also predicts the
log" 2 a(7) factor as the sub-leading effect. We investigate the leading IR effect in Subsection
7.1, 7.2 and the sub-leading IR effect in Subsection 7.3, 7.5.

*QOur convention is Rijkl = 6kriﬂ - 81Fijk + -+ and R;; = Rkikj
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Before investigating the effective cosmological constant, we refer to the effective cosmological
constant. The quadratic part of the action ¢"’d,¢'0,%’ acquires the following quantum
correction at the one loop level

1 , .
_2_g2{G1J(¢) o g2Rij(@)G++($a x)}gw/au@lau@]' (76)

As seen in (6.10), the propagator at the coincident point has the UV divergence. To renor-
malize it, we introduce the following counter term:

op in HP=2T(D -1)
R O, 5 = g 77
5g2 i (9)9" Oup v ST (D) (7.7)
Considering this, (7.6) is evaluated as
1 ) 2 o
_@{sz(@) -9 Rz‘j(@)mlog a(t)}g" 0,8'0,%. (7.8)

In the case that the Ricci tensor R;; is proportional to G;; just as the maximally symmetric
space, the effective coupling constant is found as follows

1 1 R H?
— = — — ———= loga(T). 7.9
= &y g osal) (79)
The effective coupling constant increases with the cosmic evolution in the non-linear sigma
model on Sy. On the other hand, the effective coupling constant decreases with cosmic
evolution on a hyperboloid Hy.

As is well known, the non-linear sigma model on Sy is asymptotically free in 2-dimensional
Minkowski space. The propagator at the coincident point is

1 .2

(E(z)¢(x)) = e @’ —~ +logdrm}. (7.10)

We find ) . R1

o + N on log . (7.11)
The effective coupling constant increases as the mass scale p is decreased in an analogous
fashion. Although there are similarities between the non-linear sigma models in 4 dimensional
dS space and in 2 dimensional Minkowski space, there are important differences. Namely
the coupling constant in the non-linear sigma model in 4d dS space changes with time
while that in 2d Minkowski space remains the constant. Its evolution takes place under the
renormalization group not under the time evolution. If the dS invariance is maintained, the
time evolution in a comoving coordinate can be related to the scale transformation and thus
the renormalization group. However the dS invariance is broken by the IR quantum effects.

7.1 Leading IR effects at the two loop level

At the beginning of this section, we have found that the coupling constant of the non-
linear sigma model becomes time dependent at the one loop level in agreement with power
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counting of the IR logarithms. In this subsection, we investigate the leading IR effects to
the cosmological constant at the two loop level.

The contributions to the energy-momentum tensor consist of the two terms. One is the vev
of the twice differentiated propagator, the "propagator” term. The other is the vev of the
non-linear term, the "vertex” term. In the model with an interaction potential, the ”vertex”
term is equal to the vev of the potential. In the non-linear sigma model, the ”propagator”
and "vertex” terms at the two loop level are written as follows in the Schwinger-Keldysh
formalism:

(0,6"056") g2 (7.12)
— /\/—_g’de' {Z%QRG++(:(;',:¢’) —i(68 + 267)R}

x g™ (1) [(9,)(9&G++(I, 1')0,05G T (2, 2") — 0,0,GT (2, 2")0,0,G" (x, x/)}

+ / V—gd’z z'%QRx;;Lnx, LG (2!, 2"

x g8 (7') [0,GT (2,2")0,G* (x,2") — 0,GT (w,2")0,G (,2")]

- / V—gdP i%R@;G++(aj’,x’)

X gaﬁ(v’)a’ﬁ [8,)G++(x, ")0,G (2, 2") — 0,GT (2,2")9,G7 (x, x’)],

2

— %Rcadb@cgdapgaaggb) |0 + (68 + 267) Rup (9,670, 0 (7.13)

2
— {%RG++<x, z) — (58 4 207)R} lim 8,0,G*(x,2)
2
+ L RO,GH (2,2)0,G7 (x,2),

where we have introduced the counter term (7.7) and also renormalized the quantum fluc-
tuations

g — &+ 0vR,(p)E. (7.14)
Here we set 6+ as follows to renormalize the UV divergence of (7.12):

¢ HP2T(D-1)
66 +20y =3 ? T 5. (7.15)

In each contribution in (7.12) and (7.13), there exists a propagator which is not affected by
the derivatives. So the leading IR effects in the energy-momentum tensor are proportional
to g,,9* loga(7) at the two loop level. To evaluate them, we have only to calculate the terms
which are proportional to g,,9*log a(7) in (7.12) and (7.13). As we have explained in Section
5, there could be no 6,°9, g% log a(r) type term in the energy-momentum tensor due to the
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conservation law. From (7.5), it indicates that the 0,°5,%g*log a(7) type terms are canceled
between (7.12) and (7.13). The leading IR logarithms come from the following terms:

<aﬁgaa¢7£a>|g2 (7.16)
2
~ / V—g'dPx {z’%RG**(az’, ') —i(6B + 26v)R}
x ¢’ (1) [0,0,GT (2,2))0,0,G* (x,2) — 0,0,G" (x,2')0,0,G" (z,2')],

2

- %Rcadb<605d0pﬁaﬁa£b>!g0 + (05 4 207) R{0,£" 058" | g0 (7.17)

2
2—{%30”@Jﬂ—wﬁ+%wR}mn@dc+mufy

From (4.13) and (4.14), we find

HP T(D)
lim 0,0, G (x,2') = — G5 (T), 7.18
9*°(7)0,0,G(z, 2')0,04G (x, 2') (7.19)
4D—2H2D ) D )
— WF (E)G (1)
4 4(1-9  (1-9)7 r4—-:5) 1 I'(4—e) 45
x {npa[y4_5 + y3—e + y2—s + 4P(2 _ %) y2—e B 2F(3 _ %)F 2 _ g) y2—§ }
32(1—3e) 4(1—1Tg) -9
+ az(T’)H2Aprxg[ ( 57546) + ( 47826) + zﬁi
Yy Yy
—3)

We have neglected the terms which are proportional to § ° or §.° in (7.19) since they are not
necessary to evaluate the leading IR effects. Henceforth we assign the indexes ++, +— in
(7.19). To be exact, we should assign these indexes before the differential operators are acted.
Only when we consider the twice differentiated time-ordered propagator 9,0, G**(x,z’), the
difference emerges as

—i0P(z — ')

We don’t consider it for the same reason above.

From (6.10), (7.15), (7.18) and (7.19), (7.17) is evaluated as

2H6

2
_%Rcadb<€cfdap£aaagb>|go + (56 + 257)R<8p€a80§a>|90 = +gp0927—ﬂ_4 1Og a<T)> (7'21)
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and (7.16) is written as

,92R 22D73H3D72

(008" 05" ) g2 = i

X /d4_€x' a**(7") log a(7")

Here the eight tensors I are written as follows:

3D

3 (4m)=2

S

I'(D—1)I(

3
Il

(]~
EN

3

S

Ja*(7)

4 4
Loy = Moo [ == = —1=<],
++ Y-
A1—2) 4(1-¢
Iga = 771)‘7[ ( 3—54) o ( 3—54)j|’
Y+t Yt-
I3 =y [( i _2)2]
po P y-2|:§-6 yi—_s
L r(4-5) . 1 I'(4—e¢) 42 45
[pa = Tpo 4F<2 _ g) [ 2— 2—8] o 2F<3 _ §)I‘(2 — §) |: 2—5 2_§] ’
2) Yiv  Yyo 2 2) Yyt oy
I, = a*(7TH*Ax,Az, - 32(1 3 )[—51_8 51_8},
S AR T
6 — 20 I\ 2 7 1 1
I, =a (T H Az,Az, - 4(1 — —6)[ — — 4—_5};
27y
9 (1 1
Lo = a*(T)H? AupAny - —se[—— — =],
Y+ Y4-
I, = d*(7")H? Az, Az,
rd4-£) . 1 1 T'(4-ce) 43 48
x —(4—¢) AT(2 _Qg)[ 3—¢ 3—5} - 20(3 - S)I(2 - 9) [ 3-5  3-5
2) Y+ Yi- 2 2 Yyt oy’

(7.22)

(7.23)

(7.24)

(7.25)

(7.26)

(7.27)
(7.28)

(7.29)

(7.30)

The integrals containing I} except with m = 4,8 can be performed by the process which is

introduced at the former part in Appendix D. We list the results:

/d4_5x'a4_5(7’) log a(7")1}, ~ 4im® H~*log a(T) 1, - 0,

/ d*=*2'a* (") log a(r') I,
1 ﬂ.f%,u—aH%

SR
2T -z Tloe

~ 4im* H *log a(7) 1y - {
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/d4_5m’a4_€(7') log a(7') I3, (7.33)

o 1 m s cH* 2, 1
~ 4im*H*1 g —= log ==) + —
i oga(t) n, { 2<F(1 5 —|—0gH)—|—4 ,
/d4€x'a45(r’) log a(7')1, (7.34)
. _ 1, 7 2ucH* 21
~ 4im®H 1 o3 —(—=——————+log—)+0
i oga(t) n, { 4( M=% —|—ogH)—|— },
/d4_5:p’a4_5(7") log a(7") 15, (7.35)

1 n 2 H* 2 3
~ 4in?’H *log a(r) npa-{ A +1 —M)——},

i T(l—-2)e ' °H 1

9
I
The evaluation of the integral containing I, and I, is a little different from others. We
explain it in Appendix D.2. Here we simply show the result

/d4€x’a45(7’) log a(7') I, ~ 4ir*H*log a(T) nps - (7.36)

—€ —€ ; — 3
/d4 2'a* = (7") log a(7') (I, + I5,) ~ 4im>H *log a(T) nyo - 6 (7.37)
The total of these eight contributions is
8
3
4—e 4—e m -2 —4
/d a'a”*(1") log a(7) ;]W ~ 4im*H " log a(T) 1y - 3 (7.38)

In this way, the quantum expectation value of the quadratic kinetic term is found as follows
up to the two loop level
3H* g*RH®

(0,€70,€°) ~ _gpaN@ BRLarTere

Note that unlike in the scalar field theory with an interaction potential, the ”propagator”
term is of the same order with the ”"vertex” term. It is because the differential operators act
on not only the "propagator” term but the ”vertex” term.

loga(T). (7.39)

By combining (7.21) and (7.39), we find that there is no time dependence of the vev of the
energy-momentum tensor up to the two loop level.

3H*
(Tiw) = N5 9y (7.40)

Although there are time dependent IR logarithms in each contribution in agreement with the
power counting arguments, they cancel out each other. The contribution to the cosmological
constant is identical to that in the free field theory

3H*
3272’
Note that we have neglected the sub-leading IR effects which is time independent at the two
loop level.

Aepp A — KN

(7.41)
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7.2 Cancellation of the leading IR effects to the cosmological con-
stant

In the previous subsection, we have confirmed that the leading IR effects to the cosmological
constant cancel out each other at the two loop level from the explicit calculation. It is natural
question whether the cancellation takes place at the higher loop level. However the explicit
calculation becomes more hard as the loop level increases. In fact, the cancellation at the
two loop level can be confirmed by a partial integration method. Furthermore by using this
method, we can prove that the cancellation of the leading IR effects to the cosmological
constant takes place to all orders. Here we explain how to prove it.

As pointed out in [15, 27|, the partial integration is very useful to evaluate the time dependent
contributions in the diagrams with derivative interactions. First, we reconfirm the cancella-
tion at two loop level by using the partial integration. By using the partial integration, the
"propagator” term (7.16) is written as

(0p€"05€") | g2 (7.42)
~ /d%’ a;{z'%zRG++(x’,x’) —i(08 + 26v)R}

x /=g 9" (1) [0,G" (2,2")0,0,G* T (z,2") — 9,GT (2, 2)0,0,GT (z,2')]

- /dD:c’ {ig;RG”J“(x’,x') —i(68 + 267)R}

x [0,GTH (2,2")0,/—g' VG (2,2") — 0,GF (2,2))05/—g'VGH (2, 2')].

Note that the surface term is zero because 7 — 0 is outside the past light corn and log a(7) =

0 at 7 = —+%. The first term doesn’t induce a single logarithm and so we neglect it. By

using the following identities
V=g VGt (z,2)) =idP(x — o)), /=g V*GT(2,2") =0, (7.43)
the "propagator” term is
(0,6"056%) g2 (7.44)
2
z/dDa;’ {%RG++(£IZ’/, ') = (68 + 207)R} x 9,GF (2, 2)0,0P) (x — 2')
2
:{%RG++ (z,x) — (68 + 267)R} xl/linm 0,00G*H (z, 2
2
+ / dPa’ 0{ %RGH@’,:@ — (68 + 267)R}0,G " (x,2')
2
:{%RG++($, z) — (68 + 207)R} xl/linm 0,00 G (z, o).
Here we have used the partial integration and neglected the term which doesn’t induce a

single logarithm. From (7.17) and (7.44), the contributions from the ”vertex” term and the
"propagator” term cancel out each other up to the leading IR effect

2

(0,690, |2 — %Readb@cgdapgaaagbngo + (88 + 267) Rap (0,670, o ~ 0. (7.45)
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The above prescription is easily understood by using the Feynman diagrams. The leading
IR contributions from the ”propagator” term and the ”vertex” term are represented by the
following diagrams

<8P£aacr£a> |g2 = ’ (7.46)

2

_%Rcadb<§‘:£d8p§aaafb>‘go + (55 + 257)R<8p5a805a>’90 = C@a (747)

where the dot denotes the location of the energy-momentum tensor x. The short line seg-
ments on the propagator denote the differential operators. By using the partial integration,
the "propagator” term is

=92 — % (7.48)

We neglect the first diagram because it doesn’t induce a single logarithm

-1

Here the double line segments denote /—¢’V’?. By using (7.43) and the partial integration,

S 2D - O = - O, (7.50)

In the last process, we neglected the first diagram since it doesn’t induce a IR logarithm. As
a result, the "propagator” term cancels out the "vertex” term up to the leading IR effect.

The diagramatic investigation is useful beyond the two loop level. We can indeed confirm
that the leading IR effects cancel between the ”propagator” terms and the ”vertex” terms.
Let us recall that the interaction terms in the non-linear sigma model contain two derivatives.
Each diagram with the leading IR logarithms contains a closed loop of the twice differentiated
propagators which runs through the vertex located at the external point x. The other
diagrams are obtained if we remove any of the differential operators from the closed loop
and let them act on the other propagators outside the loop. We can show that such diagrams
always have reduced powers of the IR logarithms. We explain the details of the IR power
counting in non-linear sigma models in Appendix C.

Therefore in the "vertex” terms, the diagrams with the leading IR logarithms contain the

following structure:
(The ”vertex” terms) ~ % + m (7.51)
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To evaluate the leading IR effects of the "propagator” terms, we have only to consider the
diagrams where 0,£0,¢ is inserted to one of the propagators of such a loop:

(The ”propagator” terms) ~ % + m (7.52)

When the closed loop consists of a single propagator, we obtain

% ~ — % (7.53)

The important point is that there are equal number of the propagators and the vertices in
a close loop. The ”vertex” terms count the vertices while the ”propagator” terms count the
propagators. The "propagator” terms cancel the corresponding ”vertex” terms. To prove
the cancellation in general, we focus on a pair of the corresponding terms:

m = F/\/—_g’d%' 9“5(7')289n(+,i) (7.54)

e a;///@pgl—i—(x////’ x)800&G+i($, x’)@’ﬁﬁg’Gi’“(x’, ZL‘”/) -

m - ZF/ /‘_g//le,/// \/__g,de/ gvé(T//)gaﬁ(T/) Z sgn(j, +)sgn(+, )

1,j==%
% .- '82///agGlj (ZL‘H”, x//)@(/s/apGj-f—(x//’ x)&,@&G”(m, x’)%@é”Gik(x’, JZW) e
(7.55)

Y

where F' is a common coefficient between the ”propagator” term and the ”vertex ” term
which is a function of covariant tensors such as R..q and sgn(i, j) is defined as

+1 for (i,7) = (+,4+), (=, —),

-1 for (i,5) = (+, =), (=, +). (7.56)

sgn(i,j) = {

Note that (7.55) has the extra prefactor —i compared with (7.54). It is because the ”propa-
gator” terms have one more vertex than the ”"vertex” terms. By using the partial integration,

(7.55) is

m 2_|_z'F/dD;1g/// /[ZgdPa’ g*8 (7)) Z sgn(j, +)sgn(+,1) (7.57)
ij=t

e 8;/”Glj($lm, x//)ap\/__g,,vlanJr(x//’ x)&,&;G“(a:, x/)alﬁaé//sz (l‘/, x///) e
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where we neglected the diagrams which don’t induce the leading IR effects. By using (7.43)
and the partial integration,

m o~ —F/\/—_g’de’ go‘ﬁ(T’)ngn(+,i) (7.58)

X - O D,GI (2" )0, 0L, G (, ) ROL G (! 2 -

Here we neglected the diagrams which don’t induce the leading IR effects again. From (7.54)

and (7.58), we obtain

This concludes the proof that the leading IR logarithms cancel in non-linear sigma models
to all orders.

7.3 Sub-leading IR effects at the two loop level

In this section, we investigate the sub-leading IR effects to the cosmological constant at the
two loop level.

To perform the calculation efficiently, we note that the dS invariance is preserved up to the
two loop level. It is because the leading IR effect: loga(7) is absent. So the vev of the
energy-momentum tensor is written as

(L) = 2(1,7). (7.60)

We have only to evaluate the trace of the energy-momentum tensor.

In the non-linear sigma model, the trace of the energy-momentum tensor is

D 2
(T, = (5 — 1){(—{1+ (68 + 207)R}¢""9,£D,£" + %Rmdbgcgdgwaugaayg% (7.61)

= (2~ ({1 + (38 + 207) R} g V(E€°) + {1+ (56 + 20) RYE"V2¢°

2
+ %Rcadbgcgdg;wauga V£b>

= & -1+ 08+ 20mR) VR

2
+ %(Rcadb + Rcbda)fa\/%—gau(fcfd\/__ggw ugb»'
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In the third line of (7.61), we have used the equation of motion

2
1
{1+ (68 + 207 RYV?E" — L (Renay + Retta) ———=0, (€ V=g 0,€") (7.62)
6 V=9
2
5 (Reats + Ronaa) €' 0,6°0,6" = 0.
Up to the two loop level,
D 1
(T, == (5 = D5 {1+ (05 + 207 R}V (€°¢?) (7.63)
D g°

+ (5 = D (Reads + Robaa) (§°0,8°€ 9" 06" + £°€°0,£9" 0,€").

2 6
D D _ 2¢°RH*-2T%(D —1)

1 a¢-a
g-RHT loga(r) — ngHG.
2574 26 . 374
In the third line of (7.63), we have used (7.15). To evaluate the sub-leading IR effects, we
have to calculate the two point function up to g®loga(7). In Appendix D.3, it is evaluated
as:

(D —1)6

+

2RH4
(€7€%) | g2 ~ 35—%{ —log”a(r) +6(—2 +log 2 + ) log a(7) } (7.64)
2g°R H*P=4T%(D — 1)

3 (4mP 12(D)

dloga(r).

From (7.63) and (7.64), the trace of the energy-momentum tensor up to the two loop level is

3H* n (D )gZRHQD*2 I'(D-1)
82 2 (4m)P (%)
92 R H6
2674
At the two loop level, we have confirmed that the matter contribution to the cosmological
constant is time independent. To obtain the time dependence of the effective cosmological
constant, we have to investigate the sub-leading IR effects beyond the two loop level. In
Subsection 7.5, we investigate the sub-leading IR effects at the three loop level on an arbitrary

target space. Before investigating it, we consider the non-linear sigma model on an Sy in
the large N limit in the next section.

(T =N (D—1)8 (7.65)

(13 —6log2 — 6).

7.4 Non-linear sigma model on Sy in the large N limit

In the case that the target space is an Sy, by introducing the auxiliary field y, the action of
the non-linear sigma model is written as

1 . . .
Smatter = / \% _gd4x [_ égwjau(pz I/QOZ - %((@1)2 - _)]7 (766)
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where ¢ = 1--- N 4 1. The field x imposes the following constraint

() = . (7.67)

In the large N limit, we can neglect the fluctuation of y. So the action reduces to a free
massive scalar field theory plus the constant term y/g?. Here the auxiliary field is identified
as the mass term: y = m?.

In ‘order to satisfy the constraint (7.67), we have to introduce the classical expectation value
(¢ (x))? in addition to the quantum one ((@*(x))?):

(¢")* = (a())” +{(¢'(2))*) = g—lg- (7.68)

It is because 1/g% is a constant and even if a scalar field is massive, its propagator is time
dependent until ¢ ~ 3H/2m? [8, 9, 10]. From (4.10) and (4.12), the propagator for a massive
field at the coincident point is written as

(¢'(x)%) = (N +1) 1 (7.69)

+ (N +1)

HD™2 (V)F(
(4m) 7 D(5H)T

where we have adopted the assumption: m?/H? < 1.

The classical expectation value (p%(z))? is identified with the effective coupling constant:

i 2 _ L
(pa(x))” = a (7.70)

From (7.68) and (7.69), the effective coupling constant up to the one loop level is

1 1 H?
% = ? — (N -+ 1)@ loga(T). (771)

Here we have renormalized the UV divergence in (7.69) up to the one loop level by the
coupling constant renormalization:

og® HP=2T(D — 1)
=+ 1)(4W>% R 5

(7.72)

The effective coupling constant increases with time. It agrees with the one loop result (7.9)
up to O(N).

From (5.4), the g,, term is always dominant in the energy-momentum tensor irrespective of
whether the dS invariance is respected or broken

(T, ~ %(Tpp). (7.73)
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The trace of the energy-momentum tensor is

D va in 4 D i 1 dg°
(T,") =(=(5 = Dg" 00" — S m*((¢")° = (5 — =) (7.74)
2 2 g g
D 1 , ,
= (5 — D= VAP + ()
D 1 4g°
= (= —1)m?*(= — =
(5~ Um?(; — %)
Here we have used the constraint (7.67) and the equation of motion
V2" —m?p' = 0. (7.75)

First, we confirm the result (7.65) in the leading order of N. To do so, we expand (7.69) up
to O(m?/H?)

(F@) = -+ ) Mo Clogatr) (7.76)
+(N+1)ZQ[ ZQ{log a(r )+2(2—log2—7)10ga(7‘)}+X]

Here X denotes the UV divergent constant at O(m?/H?). To evaluate the two loop effect,
we don’t need to know its value. To renormalize the UV divergence up to the two loop level,
we choose the counter term as

g HP=2T(D —1) m?
i (N+1)(47T)% R §+ (N + )HQX (7.77)

i 1 2HP-2T(D — 1)
(@) = = N+ D ey

; 2{log a(t) 4+ 2(2 —log2 — v) loga(r) }.

log a(T) (7.78)
+ (N +1) 5
By substituting (7.78) in the equation of motion
Vi —mpy =0, (7.79)
we evaluate the mass term
, HP T(D) (N +1)%'HS
(4m)z 0(5) 207

The value at O(g?) is consistent with the result in [29]. Note that the assumption m?/H? < 1
is consistent if Ng?H? < 1. From (7.74), (7.77) and (7.80),

=(N+1)g (13 — 6log2 — 67). (7.80)

(T = (N + 1)% +¢*(N + 1)%% — 1)51%); L 1(5(2_)1) (D —1)6 (7.81)
gV +1)*H®

564 (13 —6log2 — 67).
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As we recall R = N(N — 1) on an Sy, the result coincides with (7.65) in the leading order
of N.

Our interest is whether the effective cosmological constant becomes time dependent if we
consider the higher loop effects. From (7.74) we find that the effective cosmological constant
is time independent as long as the effective mass is time independent. If the effective mass
becomes time dependent, the energy-momentum tensor has the UV divergent term whose
coefficient is time dependent. The counter terms are highly restricted in the non-linear
sigma model on an Sy in the large N limit. Since ¢'¢’ is constrained to be a constant,
possible scalar field dependent counter terms must contain g"9,¢'0,¢". In the large N limit
they must be bilinear in ¢’ with the indices i contracted. Time dependent UV-divergences
cannot be renormalized by the cosmological constant or possible other counter terms such
as Ryg"0,0'0,¢" where R, is the scalar curvature of dS space. The significance of this kind
of counter term will be explained in the next section. On the other hand, we expect the
renormalizability to hold if we allow all possible counter terms. Therefore we argue that the
effective cosmological constant is time independent on an Sy in the large NV limit even if we
consider the full IR effects.

7.5 IR effects at the three loop level

Following the result in the previous section, it is natural to ask whether the effective cos-
mological constant has time dependence on a generic target space. As we have shown the
cancellation of the leading IR logarithms to all orders, there is no log® a(7) type term at the
three loop level. However there could still exist a sub-leading log a(7) type term in a generic
non-linear sigma model. In this section, we investigate such IR effects on a generic target
space.

From (7.5), the vev of the energy-momentum tensor up to the three loop level is

1
<T,LLI/> = (6#;)5”0 - §gm/gpg)x (782)

2
a a g (& a
<ap£ o'f - chadbg gdapé- acrgb
94 294 g cedeerf a b
+ (_Q_ODeDchadb + 4_5R Cangebf)f 5 6 5 apg 805 >
The contribution at the three loop level consists of the three kinds of diagrams
1
(Tw) = (6,/9,7 — §gu,,gp”)>< (The chain diagrams) + (The circle diagrams) (7.83)
+ (The clover diagrams)].

These diagrams are represented as

4
(The chain diagrams) = —i%R“bRab[ + () +-- } : (7.84)
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4
(The circle diagrams) = —i%Rcadmedb [C@ + @ +
: 294 ab cadb 2
(The clover diagrams) = (ER Rap —|— R Reaay — —D

Unlike in Subsection 7.2, we explicitly factor out the coefficients which are combinations of
RabRaba RcadbRcadba DQR

First, we reconfirm the cancellation of the leading IR effects of O(log”a(7)). By using the
partial integration, we find

O(loga(T)), (7.85)

g = O(log a(T)),
% O(loga(r)),

O(loga(r)),

§4--
i1
-4
g
D+ E3-+() - -otearn. 39

From (7.85), (7.86) and (7.87), we can show that the total of the diagrams in (7.83) doesn’t
have the leading IR effect. Note that the leading IR effects cancel pairwise between a
"propagator” term and a "vertex” term in accord with our proof in Subsection 7.2.

Next, we investigate the sub-leading IR effect. In Subsection 7.4, we have shown that the
vev of the energy-momentum tensor has no time dependence on an Sy in the large N limit
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where
RPRy = N(N — 1) = O(N®), R“®R.q =2N(N —1)=0O(N?), D?*R=0. (7.88)

Therefore, the result in the large N limit implies the cancellation of the time dependence
between the following diagrams

g9* 2¢g*
—igRabRab + () +-- ] + ERabRab[ + + - ] = const. (7.89)

In order to investigate the sub-leading IR effect, we only need to consider the remaining
diagrams. By using (7.86) and (7.87), the remaining diagrams are written as follows

@ @ @—3@ (7.90)
- @ —2@%—2@}
(15RcadbRcadb - —D2 % +2£ }& _6}&

By using the partial integration, we find

A=A H

From this identity, the clover diagrams of (7.90) are written as follows

(3R“dme ——DR g& A }& (7.92)

The third diagram in the right hand side does not induce an IR logarithm:

}& = const. (7.93)

We can confirm its time independence without an detailed calculation as explained in Ap-
pendix C. Thus the clover diagrams are estimated as

(%RcadbRcadb - %4D2R) [% - A} . (794)

o4

cadb
R Rcadb



In a similar way, we investigate the circle diagrams of (7.90). By using the partial integration,

SO

A

From this identity, the circle diagrams are evaluated as
@—1—@4—@%—32’}& (7.96)

- @ + @ + 3 @ .

In addition, we find the following identities by using the partial integration

DDk
5-6-8-h-h-h -

From the above relations and (7.91),

(7.96)
i RwdbRwd,, A —2i }LW }& (7.99)
(D563

By using the power counting in Appendix C like in (7.93), we can confirm the time indepen-
dence of the following diagrams

@ _ @ _ @ _ const, (7.100)

So the circle diagrams are estimated as

_chadbRcadb[% _A} (7.101)
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From (7.90), (7.94) and (7.101), we conclude that the vev of the energy-momentum tensor
at the three loop level is

1
< ,uy>|g4 ~ (5 9(5 o _ §g/wgw D2 & % (7102)

Here ~ denotes the equality with respect to the time dependent terms. The sub-leading IR
effects which are proportional to R R, cancel out each other. Unlike the leading IR
effects, this cancellation takes place between the different kinds of diagrams, between the
clover diagrams and the circle diagrams. On the other hand, only the clover diagrams have
the coefficient D2R. That is why the sub-leading IR logarithm is proportional to D?R. Note
that D?R vanishes on symmetric spaces such as an Sy. Therefore the time independence
of the cosmological constant on an Sy also holds with finite N at the three loop level.
Furthermore, we point out that the identity (7.89) can be confirmed also by using the above
diagramatic investigation.

From (6.10), (6.17) and (7.18), the contribution from the second diagram in (7.102) is eval-
uated as

1 H?
_ !Q = —ZG++(x,x)8pG++(m,x)80G++(x,x) ~ —a*(1 )5/30(50028 loga(r), (7.103)

and the contribution from the first diagram is written as

k —2/\/_dD "G 2 )g™ (') lim 9L05GT (2, 2") (7.104)

z!—x!

[0,G7F (2,2")0,GT (x,2") — 0,GT (x,2")0,G (x,2')]
22D73H4D74

~ iW(D—1)F2(D—1)a2(7)/d4_5:p’ () log a(r Z

Since g (7') limgr_q 9,04G* T (2',2”") = const, the contribution from the second term is
equal to (6.16) up to an overall coefficient. From (6.31),

92D—32 [y4D~8
~ D—1I?*D-1 1
k gpa (47T)2D ( ) ( ) (7 05)

T 2,U —¢ []2%
o
From (7.103) and (7.105),

2u 2 9 0 0 HE
—I—logH)loga( )—gloga(f)}—l—a( )6, 5028—10ga( 7).

22D73,ﬂ_2 H4D78

(D—-1)I*(D —1) (7.106)

_ >~ Gpo (4m)?D

X {(% —i—log%) loga(r) — gloga(T)}.
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As a result, the contribution from the two diagrams is

1 4
(Tu)lgt = (0,00, = 599" X —% D? R[ & - A} (7.107)

22D—4 2H4D—8

~ glwg4D2R (477)2D (D _ 1)F2(D o 1)
{(T&M—_E;E + log QH) log a(t) — gloga(f)}
- gMVg4D2R(D - 1)2(D = Zﬂ);f - (Fl()g_) . {é loga(r) — glog a(T)}.

Note that the coefficient of loga(r) is UV divergent and it is not renormalizable by the
existing counter terms (7.7), (7.14). The time dependent diagrams arising from (7.7) and

(7.14) are
2%2(55+257)R“b1~2ab [2% + 8 + 8 + 8 + C?;C?z] (7.108)

= 1Ra"Raw[ + O,

1
2 _D2
+ 085D R - 3

where a small dot denotes the counter term insertion. By using the partial integration, we

B g e

From these identities, the total contribution from (7.7) and (7.14) is time independent

04 (Tw)|gs = 0. (7.110)
It is why (7.107) is not renormalizable by (7.7) and (7.14).

This time dependent UV divergence can be renormalized by introducing the following counter
term

do . )
0oL = ?(RQ — D(D — 1)H?)Rij(gp)g’“’@ugpZ L (7.111)

where R, denotes the Ricci scalar of space-time. As seen in (6.34), the necessity of this kind
of Counter term in Ap? theory has been pointed out in [13]. The only effect of the counter
term is to modify the energy-momentum tensor as:

S0 (L) = —20a{ g, ((D — 1)H?*K + V’K) — V,V,K }, (7.112)
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g’ g’
K= <Rabgwaufaau§b + (gDchRab )
In a similar way to the leading IR effect at the two loop level, we find that the following part

of (7.113) has no time dependence

R g Ren)E°€ g 0,6 0,€"). (7.113)

2
v a g € c v a
Rap(9" 08" 0,8 g2 = S R caaRen{€ € 9" 0,870, | gp = 0. (7.114)

We fix da to renormalize the two loop matter contribution to the cosmological constant in

(7.65):
D  ¢g*RH?’-2T*(D—1)D -1

—200(D = NI Ralg" 0,808 0 = = (5~ V55— —my —p 0 (T119)
2
2 6 2 6
g°RH ¢*RH
+ e (13 —6log2 — 6v) + e C,

where we have used V,(¢770,£%0,£")|,0 = 0. Note that there is a finite ambiguity C' when
we renormalize the UV divergence. In particular the two loop effect is completely canceled
by the counter term up to O(g") by setting C' = 0. The result is

D—2 ¢HPT(D-1) 9 2

g
- 13— 6log2 — 67) + —% —
DD-1) am)? L) 2. gemel 082 =60+ o5 g

oo =

C. (7.116)

At the three loop level, this counter term gives rise to the the following time dependent term
2

— 260,/ (D = DH? x T-DeDaRup (€€ 90,6 008"} o (7.117)
D —2)(D—1) H3>-4T3(D — 1)
~ — gug' DR 51
Guwd 2D 4 T3(D) og a(T)
H® CH®
+ gﬁ“’g4D2R2117T6 (13 —6log2 — 6)loga(r) + gWg4D2R2117T6 loga(r),

where we have used the fact that V,(£€%¢*70,£°0,£%)|,0 is constant. From (7.107) and
(7.117), we find

8

CH

<T;1;,(l)/tal>|g4 = g#Vg4D2R2117T6

We have thus shown that the energy-momentum tensor can be renormalized up to the three

loop level with the counter terms we have identified. The resultant time dependence of the

cosmological constant is proportional to D?R. However it is also proportional to a finite

subtraction ambiguity C'. Therefore there exists a renormalization scheme with C' = 0 in
generic non-linear models which preserves the dS symmetry up to the three loop level.

log a(T). (7.118)

8 IR effects of a higher derivative interaction

In the previous section, we have shown there exists a cancellation mechanism among IR
logarithms beyond the power counting estimates in non-linear models on generic manifolds.
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The leading cancellation occurs between the ”propagator” and ”vertex” terms as there are
one to one correspondences between them. This feature is specific to the interaction terms
with two derivatives. Therefore such a cancellation does not take place if we consider the
higher derivative interaction terms. In this section we investigate a model with a higher
derivative interaction term where the leading IR effects to the cosmological constant doesn’t
cancel out each other. We adopt the following model as a specific example:

Smatter - / V —gd4[E [_ Eglw M@Zau(pl - 16N2 (¢z>2(g/w u@yay@])2}, (81)

where ¢ = 1---N. Note that we have also introduced the scalar field left intact by dif-
ferential operators in the higher derivative interaction term. In addition, we impose O(N)
symmetry on the action because it becomes exactly solvable in the large N limit. The
energy-momentum tensor is written as

1 -
(Tuw) = (0,70,7 = 59w 9" ) (0p"00") (8.2)

1 A o
+(0,/6,7 — ;lgﬂu9””><m(w’)23p9033090”9”%@’“3690@-

Note that the g,, dependences of the "propagator” term and the "vertex” term are different
from those in the two derivative interaction models.

The quantum corrections arise at the three loop level. The leading IR effects from the
"vertex” term and the "propagator” term are

vz ()0, 0oe? g2 00p" 950" 0 (8.3)

A
~ NZG++(3:,9£) lim 0,0,G" (x,2')g*0,0,G* (x,2")

A
+ =G (2, 2) lim 0,0,G1 (2,2 9?7 0,0,G T (2, 2')
' —x

2
1.320H10
~ + ng(N + 5)2Tﬂ-6 log Q(T),

(000" 050" ) | (8.4)
~ — iN% / V—g'dPx G (2! ') r},igil DG (2!, ")

x g () g (7)[8,0,G " (%, 2")0,0,G* (w,2") — 0,0,GV (2,2))0,0;G (2, 2")]

— 2% / V—g'dPx G (2! ) x/l,lg; OLOSGTH (o 2"

x g0 () g (7)[8,0,G T (w,2")0,0,GH (w, ) — 9,0,G (2,2))0,0,GT (w, 7).

By using the partial integration and extracting the leading IR effects, the "propagator” term
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1s
(0,0'050") | (8.5)
~ + Z'N% /dDa:/ G++(x/,x’)x}/i£nml 053G (o', ")
x ¢*° (1) [0,GT (a, )0,/ —g'V*GH (2,2") — 9,G7 (x, :U’)@a\/—_g’V’QGJF_(x,x/)}
+i—/dD:U’ G (', 2") lim 9,0;GT (', 2")

z! —a!

x ¢*(7")[0,GTH (2, 2) 0,/ —g' VG (2,2") — 0,GT (2,2)0,/—g'V*GT ™ (2,2')].

0| >

Here we have used the fact : limg . 9,05G7F(2/, 2") = gap(7’) X const, and

9*°(7)9as(T) g (7') (8.6)
X [0,0,G (2, 2")0,0,G T (x,2") — 0,0,G* (2, 2)0,0,G*~ (x,2")]

1 / / /
= 59°(7)905(m) g (7')
X [0,0,G* (2, 2")0,0;G* (w,2") — 8,0,G" (2, 2")8,0,G* (2, 2")].
By using (7.43) and the partial integration,

1A
5)1G++(J},l‘> lim 0,0,G** (x,2")g*0,0,G " (x,2') (8.7)
' —x
1 .32 \HY
= — gpo(N + 5)—2127T6 loga(T).

(00" 050"\ 2 — (N +

By substituting (8.3) and (8.7) in (8.2),

Jit 1 32AHY 1 3AHY
+ g;w(N + é)w 1Og CL(T) + GZ(T)(;/,LO(SVO(N _) 2126 :

3
<THV> = g.UVN 2

32m2
Here we have evaluated the coefficient of the ¢ #05,/0 term by the conservation law. Unlike the
non-linear sigma model, the leading IR effect of the energy-momentum tensor is nonvanishing
in this model. The effective cosmological constant decreases with cosmic evolution

3H* 1. 32 \H™Y
Ag =2 A — &N N+ -)——1 ) .
off AN 5 — k(N + 2) 5126 oga(T) (8.9)

(8.8)

The perturbation theory breaks down when MNH®loga(7) ~ 1. In such a situation we need
to sum up all leading IR logarithms. We can evaluate such a nonperturbative IR effect in
the large N limit. By using the auxiliary fields «, 3, the action is written as

Suaee = [Vt [ S0 amg a0~ L Ny e 510

By differentiating the action with respect to «, 3,

1 Ix 1IN
ZN\/;W)Z, ﬁzﬁ\/;g“ 00" 00" (8.11)
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In the large N limit, we can neglect the fluctuation of the auxiliary fields. So the action
reduces to a free massive field theory plus the constant term Ny/2/Xa3%. We can evaluate
the saturation value of the following vevs

3H*

N~ N——— 8.12
() = N (312
wa  in i Loy ive o2, i
(90" 0,9") = SVH(#')7) = (#'V7")
_ B i\2
=~ T ()
N -1 3H*
T 14 aB 872
Here we have adopted the assumption: 3?/H? < 1 and used the equation of motion
(14 ap)V3i' — B*p" = 0. (8.13)
From (8.12), (8.11) is written as
1 A -1 3H*
—\ /= N—. 14
N\/> 252’ ToNV2 1tap 8 (8.14)

By solving (8.14),

4 [2 8x2 \/X 3H*
_ 4 /2 _ 9 A o 1
@ 9\/: s P 2 8r2" (8.15)

Furthermore, the trace of the energy-momentum tensor is written as
ve in A i 2
(T,") = (—(14 aB)g" ' 0,0 — 26°(¢")* + 4N\ﬁa52> (8.16)

= (—(1+ aﬁ)%vz(<pi)2 + (14 aB)p' V3" — 282 (¢")* + 4N\/70452

= (— () + 4N\/§aﬂ2>.

In the third line, we have used the equation of motion (8.13). From (8.12), (8.15) and (8.16),

3H*
~ 3N 8.17
() = 3N (317
The vev of the energy-momentum tensor is
30! 3H*
<THV> = gul/N + QWN (818)

3272 1672
Note that the difference from the free field value is not suppressed by the coupling constant.
It is the result of the resummation of the leading IR logarithms to all orders. The effec-
tive cosmological constant decreases with cosmic evolution at the initial stage, while it is
eventually saturated at the value

3H! 3H*

A= A — kNS N2
ft V3o T M 162

(8.19)
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9 Conclusion

In this thesis, I have summarized the quantum IR effects which are specific to dS space. In
performing it, I have divided the momentum scale into the two regions, that is inside the
cosmological horizon and outside the cosmological horizon.

In Part II, well inside the cosmological horizon, we have derived a Boltzmann equation in dS
space from the Schwinger-Dyson equation. Here in order to investigate the particle creation
effects, we have considered the collision term up to the order that the energy non-conservation
processes emnerge in.

From this Boltzmann equation, we have found that the total integral of the spectral weight
remains to be unity as the particle creation effects are accompanied by the reduction of the
on-shell states. In this sense, unitarity is respected by the interaction. At finite temperature,
while the leading IR effects are canceled between the real and virtual processes, the remaining
IR contribution leads to the modification of the particle distribution function. This effect
doesn’t emerge at zero temperature and decreases as the temperature is cooling down. We
have confirmed these features both in ¢* and (* theories and expect that they are the
universal features of the interacting field theories in dS space.

Although the above effects seem to be time dependent, their time dependences disappear
after expressed by the physical scales. It is relevant that the degrees of freedom inside the
cosmological horizon are time independent. We thus conclude that the local physics inside
the cosmological horizon preserves the dS symmetry. In order for the physical quantities to
obtain time dependences, the dS symmetry needs to be broken.

In Part III, we have investigated the contribution from outside the cosmological horizon.
Unlike inside the cosmological horizon, the degrees of freedom outside the cosmological
horizon increase with cosmic evolution. In addition, the propagator for a massless and
minimally coupled field doesn’t have the dS symmetry due to an IR divergence. So the
existence of a massless and minimally coupled field indicates that the dS symmetry might be
broken due to the increase. In some field theoretic models with this light field, the physical
quantities acquire time dependences and their growing time dependences at each loop level
eventually break the validity of perturbation theory.

We have reviewed how the dS symmetry breaking contributes to the physical quantities in the
models with interaction potentials. Here the IR effect from the potential term is dominant
compared with that of the kinetic term. In the perturbative investigation, the IR effect from
the potential term makes the effective cosmological constant time dependent, while the IR
effect in the kinetic term makes the energy-momentum tensor consistent with the covariant
conservation law. Furthermore we can evaluate the saturation value of the contribution to
the cosmological constant nonperturbatively by extracting the leading IR logarithm at each
loop level. The saturation value is not suppressed by the coupling constant. We can rederive
the same value in an Euclidean field theory on Sy.

In a general model with derivative interactions, we still don’t know how to evaluate the
nonperturbative IR effects. Ultimately, it is desirable that the quantum IR effects from
gravity can be investigated by using such a tool. It is because the gravitational field contains
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massless and minimally coupled modes. As a simple model with derivative interactions, we
have investigated the non-linear sigma model.

In the perturbative investigation, the effective coupling constant of the non-linear sigma
model is time dependent in agreement with power counting of the IR logarithms. Unlike in
the models with interaction potentials, the contribution from the ”propagator” term to the
cosmological constant is of the same order with that from the ”"vertex” term in the models
with derivative interactions. Especially in the non-linear sigma model, the leading IR effects
to the cosmological constant cancel out each other between the ”propagator” term and the
"vertex” term. The cancellation of the leading IR effects takes place to all orders on an
arbitrary target space. Furthermore the investigation in the large N limit on an N-sphere
indicates that the effective cosmological constant is time independent even if we consider the
full IR effects.

The above two nonperturbative considerations don’t constrain the sub-leading IR effect on
an arbitrary target space. We have investigated IR effects up to the three loop level where
the sub-leading IR effect could induce time dependence. We have found that the sub-leading
IR effect to the cosmological constant remains if D2R # 0 but its coefficient is UV divergent.
We have identified a counter term which can cancel such a divergence. Furthermore a natural
counter term can cancel the IR logarithm completely. Therefore there is a renormalization
scheme in a generic non-linear sigma model which preserves dS symmetry up to the three
loop level.

We may reflect these results as follows. If an equilibrium state is eventually established also
in the non-linear sigma model, the correspondence between the stochastic approach and the
Euclidean approach may work. Considering this conjecture, we may retain the zero mode
in Gyj(¢) and the nonzero modes in ¢*/9,¢'9,¢’ to obtain the leading IR effects. In this
approximation, the action is equal to the free field action because G;;(¢) has no coordinate
dependence and can be put to identity by rescaling the nonzero modes. This argument
may explain why the leading IR effects to the cosmological constant cancel out each other.
Furthermore, the action on an Sy does not contain fields left intact by differential operators
due to the constraint (¢%)? = 1/g%. So the effective cosmological constant is time independent
because there is no contribution from the zero mode.

It should be noted that the above cancellations hold in the non-linear sigma model with
two derivative interactions. In a general model with higher derivative interactions, the IR
effects to the cosmological constant do not necessary cancel out each other. In fact, we have
found that the cancellation of the leading IR effects does not take place in a field theory
with higher derivative interactions. They could eventually sum up to the quantity as large
as the one loop effect just like in the large N limit.

To understand the eventual IR effects in the physical quantities, we have to evaluate the IR
effects nonperturbatively. The large N limit is available for some cases as is demonstrated
in this thesis. However we still don’t know how to evaluate the nonperturbative IR effects
in a general model with derivative interactions. Our results may be relevant to investigate
possible dS symmetry breaking due to IR effects in quantum gravity. It is because the
gravitational field contain massless and minimally coupled modes [11]. When we consider
the IR effects of gravity, an important question is to ask whether the IR effects emerge
in the physical quantities or not [30, 31, 32, 33, 34, 35, 36]. Additionally, considering the
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association with the Fuclidean quantum gravity, the existence of an equilibrium state is also
questionable.

As another project, it is an interesting question how the quantum IR effects emerge in the
observables on the cosmic micro wave background. Also in approximate dS spaces like a slow-
roll model, there may be strong quantum IR effects. That is, the quantum loop corrections
may grow up to order one compared with the tree level if the e-folding time is long enough.
So in each model of inflation, it is important to evaluate the quantum IR effects to the
scalar spectral index, the tensor to scalar ratio and the non-gaussianity. Of course in these
evaluations, the above test of the gauge invariance and development of the nonperturbative
approach are necessary [32, 35, 36].

A Collision term evaluation

In this appendix we explain the details of our calculation for the collision term.

In the first step, using our integration formula (3.12), the on-shell collision term (3.14) is
evaluated as

Conlf] =+ (14 F(p))e x 7L wﬂp/“@n/mj (A1)
1 —27’
. [—i_{’i(pl +p2—p) T, (p1+p2 7'3}
x {( 1+fp1 1—|—f(pz))—f(p1)f(p2)}

1 —27’

e I R g 2
x{1+fp1 P2)—f( 1)(1+f(p2))}

1 —27 . —1 2 }
—p1+p2—p) T3 (—p1 +p2 —p)2 73

x {f(p)(1+ f(p2)) — A+ f(p1))f(p2)}

+{Z,(

n { 1 —27 L —1 3}
i(=pr—p2—p) T2 (=p1 —p2 —p)2 73
X{fm —u+f@ma+f@gn}
o 1 p1+P
1 —1—2

x[+{.(

_'_
i(pr+p2—0p) T (p1+p2 7'3}

x {( 1+fp1 1+f(P2))—f(p1)f(p2)}
1 +2T }

+{( —-p) ( — D2 —
x{1+fp1 pz)_f( 1)(1+f(p2))}
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1 +27 —1

2
o mp ®  Chnrmorr)
x {f(p1)(1+ f(p2)) — A+ f(p1))f(p2)}
. { . 1 +?f + —1 3}
i(=p1—p2—p) 78 (=p1—p2—p)?7d

$ {FE0 () = (1+ F0) (1 + ()} |

Here we have used the following relation.

1 d3p1 dSPQ
271)3506 — A2
2p/ 2m)32p; (27T)32p2( ™0 (b1 + P2~ p) (A.2)

/ P1 +P
dp /
3277'2 Ip1—p|

For the comparison with the off-sell part, we insert the identity factor as

/ ;lfr (27)5( — (p1 £ pa)). (A3)

In this way, we obtain the expression (3.15) in the main text. The off-shell part is calculated
just like the on-shell part.

In the main text, we have introduced the collision terms with a finite energy resolution Ae
following a standard procedure in massless field theories. They are given explicitly as follows

Coulf] = Conlf] (AA)
g2
+ 167Tp2H2X
A e o] R |
[/p R R PR R / pr (L4 f(pr)) (L + f(2 = pr))
8 de —1eT 1 B 1 —1 & B
+2/F—Aa% ‘ <(5—P)2 (5+p)2>73 /gp dpy (1+ f(p1))f(p1 — ) ]
g2
T 16mpeH2 "
PHAS de n 1 1 1 =
[/p o ¢ ((8—29)2 (e +p)2) 73 /gp dpy f(p1)f(e —p1)
P d€ 1ET 1 1 —1
w2 [ e T Ly S+ =)
ol f] =+ —167592]-12 X (A.5)
* de .- 1 B 1 1 5P -
[/HAE% ’ ((5 —-p)* (e+p)? )T3 ﬁp dpy (1+ f(p1))(1 + f(e = p1))

2
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p—Ae d o B
+2/0 iem(g_lw 1 )Tcl / dpy (14 F(p)f (o — )

(e +p)?
e e e dor () (e~ p)
N Q/OPAESZTET eﬂef((g _1p)2 - (gjp)g);; /io dpr f(p)(1 + f(pr —€))

In the case of the thermal distribution function, the on-shell collision term (A.4) is evaluated
as

Clul) o)

2

" 16m . i L @)e T

p+Ae de 1 . . .
/+Az—: / —p+€+p)7_c3+((5_p)2_(€+p)2>75, }(1+G(€’p7ﬁ))
1 iF 1 1 1
/AE / _p+5+P)T_§’+((5—p)2_(6+p)2>T§}G<€’p’ﬁ)]
" 167rpH2 fp)ex
p+Ae d5 1 _iF 1 1 4
/—i—Ae / €—p+ 8+p) Tg +((g_p)2 o (£+p)2)7_3 }(1+G(€,p,5))
1 —iF 1 1
/AE / —P+€+P) 7 +((€—p)2_(€+p) )}
* 167rpH2
p+Ae de e 1 1 1
[/p ar LHE) (s~ ) m (L Gen )
+/A ;lf; (14 f(e))e —m(g_lp)z = (Hlp)z) T;G(s p,B)
g2
 16mpH?
prae de 1ET 1 1 —1
[/p 5 [’ ((E_p)2 BNEEE )5 (1+G(5 p,5))
. de 1ET 1 1 —1
+/pA€% fle)e” ((5—p)2 BCETE ) G(e p, ) ]

G(e,p, ) is defined in (3.22). We find that the linear infra-red divergences at ¢ = p are
canceled, but the apparent logarithmic divergences remain. The situation here is analogous
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to QCD where the logarithmic divergences require the scale dependent modification of the
parton distribution function. In our case, the IR singularity also leads to the modification
of the particle distribution function as the final expression is shown in the main text (3.24).

B Boltzmann equation in \p? theory

In this appendix, we consider the Boltzmann equation in Ap* theory. Since this theory is clas-
sically stable, it is a good example for investigating quantum effects on the dS background.
Here the self-energy is

O B

1 3 2

(—id)?

Eij($3,$4) = 6

Gij(xi% x4)Gij(x37 $4)Gij($37 $4)a Zvj =+,

As in the main text, we evaluate the time integrations with the assumption |(e &+ p)7;| > 1.
In A\¢* theory, we need to retain higher order terms than (3.12) to investigate the particle
production effects in dS space

dry —!EEP)T  oileEn)Ti o + + 3 B.2
/—oo 3 3 i(&? + p)TZ." (5 :}:p)zTn-Q—l (8 :i:p)37_n+2 ( )
n = 17 27 —

We should note that (B.2) can be evaluated exactly when n =0

Ti . 1
drs EtP)Ts — gilekp)ri o = B.3
/ X ¢ i(e £ p—te) (B:3)

. P
_ ilexp)T 5le + )
T (z’(aim +mole m)

The —ie prescription is necessary for the convergence at 73 = —o0.

—0o0

In this appendix, we focus on the IR effects of the collision term at ¢ — p = 0. Therefore
we consider only 2 bodies — 2 bodies processes. In these processes, the on-shell part of the
collision term is as follows

3

Conlf] = + (14 f(p)) " x N 1 /H TP (o350 (p 4 py + py + ps) (BA)
on 2p 11 27T)32p 1 2 3 .

x [ +3{(1+ f(p)) (L + f(p2)) f(ps) — F(p1) f(p2) (1 + f(p3)) }

x { 4+ 270(p1 + p» — ps — p)
1 1 1 1. -27

, X (= 4+ =+ —)—
i(p1+ p2 — ps — p) (p? P} p§> 3
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The off-shell part of collision term is as follows

z)\ d®p;
¢ 5()
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(B.5)
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1 1 1 1 1. -27

. X (—4————=
i(pr +p2—p3s —p)? (p1 P2 D3 p) 73
N 1 ><(1+1+1+1)—2
(p1+p2—ps—p)? pi p3 p3 PPl
1 1 1 1 1 -4
: )
(p1 +p2—ps —p) pP1 P2 pP3s DT

In (B.4) and (B.5), only the leading term in 1/p|7.| expansion is shown for the energy
conserving part containing 6(p; + ps — p3 — p).

We note that the leading term in 1/p|7.| expansion is the same with the collision term in
Minkowski space

C f leading (B . 6)

dpz 4
=3 zp/H T (27)*6® (p + p1 + P2 + P3)d(p1 + p2 — ps — )

X {+ {F) F(p2) A+ Fps)) X+ f(p)) — (1 + F(p)) (A + f(p2)) f(ps)f(p)} e™PT
= {0 fP) X+ f(p3)) (L + f(p)) = (L+ fp))(L + f(p2)) f(p3) ()} €777 ]

This is because the leading term is conformally invariant. We thus obtain the identical result
with [7] to the leading order in 1/p|7.| expansion.

In addition to the leading effect, we investigate the particle production effects due to energy
non-conservation. Let us focus on the case that the initial distribution function is thermal.
It solves the Boltzmann equation to the leading order as the following identity holds

(1 + f(p1) (X + f(p2))f(p3) f(pr + p2 — p3) (B.7)
= f(p1)f(p2)(1 + f(p3))(1 + f(p1 + p2 — p3)).

Therefore the off-shell part is written as follows

Ooff [f ] next leading

z)\ dpl )2
. (27)350
2p/ll 22, )6 (p + p1 + P2 + Ps)

X [JF {A+ ()X + f(p2)f(p3) — f(p1)f(p2)(1 + f(p3))}
X (L+ f(p1 + po — p3)) e Prirpe)

><{ 1 » 1 27
i(pr+p2—p3s—p) p* T3
1 1 1 1 1. -27
T s Xt ——— = =)
i(p1 +p2 —p3s — D) pP1 P2 P3P T

. 1 L1, 1, 1,22
(pr+p2—ps—p)* “pi p3 p3 p* Tl
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(p1 +p2 —p3s —p)? P P2 ps pTS
3

dp;

— (27)*6®

% /H 272 m)°6" (P + P1 + P2 + P3)
=1

x [+ B{(L+ o)A+ F)F(03) — F0) S )L+ F(23)}
% f<p1 + py — p3> eTiP1+p2—p3)T

1 1 —27
X { X5 3
pl + p2 — p3 — p) pe T
1 y 1 i 1 1 1.-27
i(p1 + p2 — p3 — p)? P p2 p3s ploT
1 y ( 1 1 1 1 )—2
(p1+p2—p3s—p)? ‘pI p3 p3 P T
1 " 1 L 1 1 1)—4 }]
(p1 +p2 —p3s —p)? P p2 p3 p TS '

Most of the IR divergences at p; + ps — p3 — p = 0 cancel out between Co,[f] and Cog[f].
This is because the total spectral weight is conserved due to unitarity. The remaining IR
divergence comes from momentum dependence of the distribution function

f(pr+p2—p3) = f(p) +f/(p)(p1 +p2—ps—p)+---. (B.9)

As explained in the main text, this IR divergence leads to the change of the distribution
function

d’p; 3¢(3)
5f ~ 1/l 22p/H v (2% (B 1+ pa ) (B.10)

x [{(1 + S (P)) (L + f(p2))f(p3) = F(p1) f(p2) (1 + f(p3))}
1 111 e ]

X
(Pr+p2—p3s—p)?2' P11 p2 p3s DT

Here again we may adopt the IR cut-off : |py + pa — ps — p| ~ 1/|7|. 7. dependence can be
entirely absorbed into physical quantities P, = p;H|7.|, T = SH|7.|.

We may draw the following conclusion in this appendix. The leading order collision term
is identical to that in Minkowski space. If we consider the higher order terms in 1/p|7.|
expansion, the off-shell part is generated due to the particle production while the total
spectral weight is preserved due to unitarity. We further find the non-trivial change of the
distribution function due to IR divergences. These features in Ap* theory are qualitatively
identical to those in g¢?® theory.
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C Power counting of loga(7)

We can estimate the power of the IR logarithms induced by a diagram without a detailed
calculation. Here we explain how to do it.

First of all, we recall that the interaction vertices are located in the past light-cone of the
energy-momentum tensor. Since we are interested in logarithmically large contributions, we
can assume that the conformal time of the interaction vertices 7; are hierarchically separated
|| < |12 < |3] < ---. In such a configuration the separations of the interaction vertices
are almost always time-like |7; — 7;| > |x; — x;|.

For the power counting, we have only to focus on the following behavior of the constituents
in the amplitude. The space-time metric and the propagator at the coincident point show
the following time dependence:

1 . 1
Gop(T) ~ =5, V=09 A1) ~ ot G (', 2") ~log |7']. (C.1)

Concerning the retarded propagator G(x,z’) and the symmetric propagators G(z, ) be-
tween the separated points, we focus on the following behavior:
Gz, 2) ~0(r —7)0((r — ') — |x = xX|?), (C.2)
G(z,2') ~log (1 — 7')* — |x = x'|?).
Note that they are functions of Az? except for the factor (1 — 7). The behavior of the

differentiated propagators follow from (C.1) and (C.2) except for the twice differentiated
propagator at the coincident point:

0,6 (0t~ (©3)
0,GE(2,2') = —0/,GR(z,2") ~ O(T — 7)0,0(—Ax?), (C.4)
aaaéGR(x, ') ~0(r — T')@a(?’BQ(—AxQ),
0,G(x,2") = —0.G(x,2') ~ Aix’
! / 1
aaaBG(ZL', T ) ~ E

We estimate the twice differentiated propagator at the coincident point as follows:

1
lim 9,03G*(2',2") ~ — (C.5)

2! ! 7—/2

If we expand (C.2) and (C.4) in the power series of |x —x'|/7 —7' considering 7—7" > |x —X|,
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the spatial integration doesn’t induce a logarithm. We thus obtain
/d3x' Gz, 2"y ~0(1 — 1) x (1 = 1)3, (C.6)
/dgx' 0,GE(z,2") = —/de' oLGE(z,2") ~0(r —7') x (1 — 7')?,

G(z,2") ~log(t — 7).
1
T—7

0.G(x,a') = ~0,G(a, ') ~

! / 1
000G (7, 2) =

In the above estimates, we have focued on the logarithm part of the propagator:
G(z,2') ~ log(Ax?). (C.7)

To be more precise, the propagator has the inverse square part in addition:

77

Ax?

Gla, ') ~ T — %log(AxQ). (C.8)

If we take the zeroth order of the expansion by |x — x'|/7 — 7/ and the differentiations with

respect to time, the twice differentiated propagators have different asymptotic behavior with
respect to 7 and 7’ in comparison with (C.6):

77!

, (C.9)

T—1

/d3x' 00 0,G (2, 2') ~ O(T — 7') x
- 77!

0uDpG ) ~

It seems that the estimation (C.6) is not entirely valid. Nevertheless it can be justified as
we consider contributions from beyond the zeroth order expansion by |x — x'|/7 — 7'.

As a concrete example, let us perform the power counting of the IR logarithms induced by

the following two diagrams
, @ (C.10)

The first diagram is written as
N/ V=g g% (7)d*s" lim 0,0,G (x,2") (C.11)
' —x
x [00,G (x,2")G(z,a") + 0,G(x, 2" )G (x,2')] 0,GTH (2!, 2').
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By using (C.1), (C.3), (C.5) and (C.6), each integral is estimated as

/\/—g’gaﬂ(T’)d%' lim 9,8, G** (x, )0, G" (2, 2")G(x, ") 0G (2, 2) (C.12)

Tdr (1 —1')?
~ ﬁ ﬁ T IOg(T — 7',)

~ %/ dTi, {1og|7'\;14n(%)"+;3n(%)”} ~ a*(7) loga(7),

/\/ g'g*? (") d*a’ lim 0,0,G " (2,2")0,G(x, 2" )Gz, 2")0,GT (2, 2) (C.13)
Tdr (1 —71')?

2

~ —

7'2 T
T d / n
T—T/ HZ:% C, (%) ~ CLQ(T) loga(T).

In the above expressions, we have expanded the integrands considering |7| < |7/| where A,,
B,,, C,, are constant coefficients. For the power counting of the IR logarithms, we have only
to retain the zeroth order n = 0. From (C.12) and (C.13),

7./

~ a*(1)log? a(T). (C.14)

The second diagram is written as

@ N/\/—_g’g“’B(T’)d‘la:’ —g"g" (7" d z" (C.15)

x 20,G"(x,2") [0,G" (2!, ") G (', 2") 0405 G (o', ")
+0,G (2, 2" G (2!, 20405 G (o', 2")
+ 0,G(2', 2" G (2, ") 030{ GT (2!, 1")] 0, Gz, 2")

/\/_gaﬁ d4 / ,/g'yé( //)d4 "
x 0,G™(x,2")0L,G (2, ") G (2!, ") 005 G(x', 2")0,G" (w, 2").
By using (C.6), each integral is estimated as
/ /_ gaﬂ d4 / ,,gfy&( //)d4 " (C.16)

% 28pGR<x,£C)[a;GR(x CE”)@”G( / ”)8’8"@( / //)
+ 0,G(2, "G (2, 2") 0,05 G (2!, 3")
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+ 0,G(2', "G (2, ") 030f GT (2!, 2")| 0, Gz, 2")
/Td_T’ /T d 1
7_/ 112 T T (7_/ _ 7_//) (7_ _ 7_//)
T ) T’ dr" NP/ T\ r )
~ / i / o 2 Dul(5)(5) () ~ e,
p,q,r=0
/ /_g/ga,B d4 ! ,/g'yé( //)d4 " (017)

x 0,G"(x,2")0,G (', 2")0 G (a'

, x")(()'ﬁag@(x', x")@UGR(x, x")

™ dT” 1
/ / //2 T -7 )2 (7_/ _ 7.//)4 (T - 7-”)2
" dr” TNP/T NI/ T\"
e[S YY) e
p,q,r=0

In the second line of (C.17), we have performed the integrals in the order |7| < |7/| < |7”|.
In the third line, we have expanded the integrands respecting this ordering where D,q, Epgr
are constant coefficients. Just like the first diagram, we have only to retain the zeroth order

= q = r = 0 for the power counting of the IR logarithms. From (C.16) and (C.17), we

conclude the second diagram has no IR logarithms

@ ~ a?(7).

The power counting procedure of the IR logarithms is summarized as follows. In the first step,
we estimate the relevant behavior of the constituents of a diagram by using (C.1), (C.3),
(C.5) and (C.6). In the second step, we time order the integrations over the interaction
points. In the third step, we expand the integrand in the power series of the ratios of the
conformal time respecting the time ordering. For the power counting of the leading IR
logarithms of a diagram, we have only to integrate the zeroth order of the expansion.

(C.18)

In order to prove this statement, we first estimate the IR logarithms when there are no
differential operators involved at the interaction point. The integral over the location of an
interaction vertex induces some power of IR logarithms as:

/ V—gd's A%z, 2 \B(2, 2"

where |7| < |7"| < |7]. Af(z, x) consists of one retarded propagator G®(x, ') and (m — 1)
symmetric propagators G(x,z'). B(wx, ) consists of n symmetric propagators G(z,2"). We
next estimate the effect of the minimal derivative coupling on the above estimate: The
g*?(7") at the interaction vertex induces 72 behavior and there are at least two derivatives
involved. At the zeroth order,

) ~ log™ ! |7 log" ™ |77, (C.19)

g*?(7')(0,0, 9" (C.20)

p > 2.

T,p_Qv el
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In the case p = 2, the integral over time induces a single logarithm. However the differen-
tiations on the symmetric propagators reduce the previous estimate of the power of the IR
logarithms (C.19). In the case p > 2, the integral over time doesn’t induce the IR logarithm
and the power of the IR logarithms is less than (C.19). From (C.19) and (C.20), we find
that each integral doesn’t induce the positive power of the scale setting conformal time 7”.
For the power counting of the leading IR logarithms of a diagram, we have only to integrate
the leading order of the expansion. We can iteratively continue this argument to cover the
whole amplitude.

Finally we prove that each diagram with the leading IR logarithms contains a closed loop of
the twice differentiated propagators which runs through the vertex located at the external
point x. Each vertex integral of the closed loop corresponds to the p = 4 case in (C.20). If
the closed loop has n vertices, the leading IR logarithms comes from the case that the closed
loop has n retarded propagators and one symmetric propagator:

/ Vg g B (r)dy - / Vg g () (C.21)

X 0y0ny GF (1, 11) -+ O, 0y G (201, 20) 05,00 G (X0, ) X L2, 20, -+, 20),

where L(z,x1, - ,x,) is some powers of the IR logarithm induced outside the closed loop.
To be exact, the closed loop contains other permutations of propagators. The investigation
of them can be performed in a similar way. We have only to estimate the integrand of (C.21)
at the zeroth order

/mgalﬁl(ﬁ)d“xl---/mga"ﬁ"(Tn)d%nN/%”'/@ (C.22)

27
Tn

0p0a, G (2, 21) -+ O, 00y G (201, 20)05,0,G (2, T) (C.23)
1
~O(T —71) 0Ty — To) X1 T X,
Tn
L(z,xq, - ,x,) ~ log? 7| logh || - - - logl™ | 7|, (C.24)

where p,p1,- -+ ,pn > 0. So the integration (C.21) is estimated as

/ —g(7’1)go‘151 (Tl)d4$1 e / \/ —g(Tn)go‘"B"(Tn)d4xn (C.25)
X Q,@alGR(x, x1) - anfl@anGR(xn_l, 2,)05,0,G (T, 2) X L(z, 21, , 1)

~ a2(7')(10g a(7’))p+p1+m+pn.

Here the IR logarithms are induced by L(x,z1,--- ,x,) and the closed loop doesn’t induce
the IR logarithms.

The other diagrams are obtained if we remove any of the differential operators from the closed
loop. As an example, we consider the diagram with the closed loop where one differential
operator is removed. Such a differential operator acts on the IR logarithms outside the closed
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loop L(x, 1, ,2,). On the other hand, the closed loop doesn’t induce the IR logarithms.
Therefore the power of this diagram is one less than (C.25):

/ —g(m) g™ P () d zy - - / —g(7) g% P (1) d (C.26)
X OPGR(x, xp) - (’95n_18anGR(:vn_1, xn)agn&,@(:nn, T) X O, L(x, 21, ,2)
~ a?(r)(loga(r))" T

In the case where we remove any other differential operator from the closed loop, the power
of the IR logarithms induced by the corresponding diagram is also one less than (C.25).

If we remove two differential operators from the closed loop of the twice differentiated propa-
gators, it is possible that the closed loop induces a single IR logarithm more than otherwise.
However in this case, the part outside the closed loop induces two less power of the IR log-
arithm. Therefore, also in this case, the power of the IR logarithm is one less than (C.25).

Even if we remove more than two differential operators from the closed loop, we can similarly
conclude that the power of the IR logarithm induced by the corresponding diagram is less
than (C.25).

D Evaluation of [d*' 2’ G(a(7))[F(Az%,) — F(Ax?_))

In this Appendix, we explain how to calculate the following integral:

[ Gl nipast,) - Faet ) (D.1)
where G is a arbitrary function of a(7’) and one example of F' is
1
N (D.2)

Here p is a non-negative even number and ¢ is a positive integer. In addition to (D.2), the
method introduced here cover the following integrands with the Lorentz indexes:

Az, Az,Az,
Agpt2—ge’  Agpti—qe’

(D.3)

Most integrals of them can be evaluated by applying the procedure developed in [13]. How-
ever special considerations are required in the case: p > 4,q = 1. Before discussing about
the special cases, we review the procedure for other cases: p >4,q> 2 or p <2

D.1 p>4,qg>2orp<2case

Here we perform the integral where the integrand satisfy p > 4,q¢ > 2 or p < 2. First, we
show that the integrals containing the tensors (D.3) reduce to the integral of (D.2). The
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reduction is performed by differential operators. For example,

Az, 1 1
Axp+2—q€ - _p _ qé‘ ap A:Cp_qt?’ (D4)

Az,Az, 1 npU(?Q 1

Azv+i=a= ~ (p+2 — qe)(p — qe) 100+ p—2—(¢— 1) e

(D.5)

where we abbreviate the indexes ++4,+— because the above identities work out in both
cases. Note that (D.5) does not work out in the p > 4, ¢ = 1 case. Two differential operators
acted on 1/AzP~¢ induces a delta function. We can put these differential operators outside
the integral since G(a(7’)) is independent of 7. Considering these identity and the spatial
translation and rotation symmetries, the following identity works

/d4_€x’ G(a(r"))0, = (5p080/d4_5x' G(a(T)). (D.6)
So we have only to calculate the integral of (D.2).

Next, we explain how to perform the integral of (D.4) in the case: p > 4, ¢ > 2. By the
following iterate processes, (D.2) is written as

1 1 ) 1
Azr=e= — (p—2—ge){p—4— (¢ 1)6}8 Agp—2-a (D.7)
1
B (p—2—qe)(p—4—qe)---(2—qe)
1
4 D6 (gD} {0 (g L)e}

To extract the UV divergence, we note the following part of (D.7)

0?2 1
e Ax2-e’
By using the identities
. . 9_ ¢
9 12_5 _ 2ie(2 —e€)o(T —27_2 R dim 2 5(D)(x ), (D.8)
Az ((x —x/)2 +¢2)" 72 [(1-5)
1
P—— =0,
Ax?
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(D.8) is evaluated as

F_L P L p 0 A oy (D.9)
e Ar” e CAE Aaty el(1-%)

02 log(pu?Az? ) dim?=5 (@ De

R v Ta-g 0 @)

9?2 1 0? 1 p(a—1e
?A:L’ff_qe B ?{Axi_qs - Ax?® }

0? log(,uQAxi_)

= (g—1)=

where we introduce the mass parameter p to correct the dimension. It should be noted that
we set ¢ = 0 except at the coefficient of the delta function after this process.

By substituting (D.7) and (D.9), the integral of (D.2) is

/d4_€x’ G(a(m))[ L ] (D.10)

p—qe p—ge
Azl Azl

1 - . /
) (p—Q—CJE)”{p—4—(q—1)e}!!<_80) ’ /dm G(a(r"))
{( dim?3pE §D(z — ) ﬁ_[log(u Az?.)  log(p Af’#—)}}’

¢—Del(1—%) el A, T T AL

where !! means the double factorial. To evaluate the UV finite part of (D.10), we use the
following identities

log(p?Az?) 1
% = §82{ log”(1*Az?) — 2log(p?Ax?) }, (D.11)
log(p?Ax?,) = log(p?|AT? — 1?|) +imO(AT? — 1?), (D.12)

log(p?Ax?_) = log(p®|AT* — r?|) —im0(AT* — r*){0(AT) — O(—AT)},

where AT =7 — 7/, r = |[x — x/|. From these identities,

8_2 [log(MQAxi+) _ log(;ﬁAZEi_)}

/ d*z’ G(a(r")) 5 A AT (D.13)
— in% /_ H dr' Gla(r")) /0 2 {log (1270 = 1)) — 1)
_ i /_ H a7’ G(a(T'))AT?’{g log(2uAT) — %1}
— 4in%9, /_ a7 Gla()) log(2p7)
= 4ir*{ G(a()) (10g %“ ~loga(r)) — a*(7) 8;?7) /1 " da(r) Gla(r) f: a;a;(:;) 3



By substituting (D.13) to (D.10),
1 1
d*ca2" G(a(r’ — D.14
[ @ Gt e~ g (D.14)
B —4im?(—1)"z HP
(p—2-ge)!{p—4—(qg—1e}!

9 0 \r+4 TEpE
X (a (T)Ga(7)> {G(a(T))((q — 1)51£L(1 -y + log%u — loga(7))

a(T) o an—2 7!
—a?(7) a;ZT) /1 da(r') Gla(r) 3 )}.

In addition, the integrals of (D.4) and (D.5) are

d—e 1 / Az, Az,
/d T G(G(T))[Axg:f—qa - A:ET_Q_QE] (D.15)
I o Vi G S
T p—ge)M{p—4—(g—1)e}l ¥
9 0 p—3 ﬂ-—%'u—a 2u
() G (g o 37 ~ oral)
22 [ st Glatem S )
i), ) SN L
d—e 1 / Aprxa A'TpA‘/L‘o'
/d T G(a(T))[Asz_qe - Awﬁ*f‘qg] (D.16)

_ —41'71'2(—1)%}[]3_2 { Moo -5 05 0
(p+2—q){p—4—-(q—De}!l*'p-2—-(¢g—1)e * 7
0

X (aQ(T) 8@(7)>p2{G(a(T>)<(q _q);ﬁ;_ 5 + log %u —loga(r))

2 5 a(7) / e a2 (7!
—a (T)ﬁa—(T)/l da(T") G(a(T))Z nanET))}'

n=1

The calculation of the remaining time integral depends on the explicit form of G(a(7')).

We also refer to the case: p <2 in (D.2). Note that the integral (D.1) has no UV divergence
in this case and so we set ¢ = 0. The possible integrands are as follows

log" (H?Ax?), ﬁ log" (H?Ax?). (D.17)
x

where 7 is a non-negative integer. The latter integrand can be represented as the derivative
of a polynomial in logarithms

r

logr(HzAxQ):i(?Q Z(_l)m( 7!

1
r+1—m)!

A2 log" ™™ (H? Ax?). (D.18)

m=0
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(D.11) is an instance of this identity at » = 1. In a similar way to the case: p > 4, ¢ > 2, we
can perform the integrals of these logarithms by using (D.12).

As a concrete example, we evaluate the integrals containing H;U in (6.19). This integral can
be rewritten in the form (D.1):

/ da! (") log a(r')H, (D.19)

Ax,A Ax,A
= 4H 5t g4t (r) /d4_5x' a*(7) log a(7')] xpgfia - 1’,0872{0]‘
AxT Az

From (D.16),

/d46x/ a**(7") loga(7')H), (D.20)

_ 4271' 4H 4+42¢ —4+6 { npo' B 5 05 0
(6 —2:)(4—26)(2 — p 0o

X (aQ(T)aCL(?T)>2{a2(T> log CL(T)(% + log E —loga(r ))

2 0 a() / / - a’n(T,)

4271'2 4H 44-2¢ —4+5
T (6—2e)(4—20)(2—

{ ”pa _ 5,;0 5.0

« {6(14(7') log CL(T)(% —+ log H 10g (l( ))
+ 5a4(7)% — 164 (7) loga(r) }

1 pEH?* 20 1
>~ Ny X dimPH ™ {4(%—) + log H) loga(T) + gloga(T)}

1

050 L 277—4 T H*
+4,0, X dim"H { 2(—

T3 —l—log%) log a(T )}

Here we extract the terms which are proportional to loga(7). The integrals containing
Hyy,m=2,---,6in (6.18) and I} except with m = 4,8 in (7.22) are calculated analogously.

po> T

D.2 p>4, g=1 case: Integrals containing (7.26) and (7.30)

We need a special consideration in the p > 4, ¢ = 1 case of (D.2). As a example, we evaluate
the integrals (7.26) and (7.30). These integrals consist of the two parts, one part containing
1/AzP~>* and the other part containing 1/Az?~*. Specifically the integral containing I, +15,
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is written as follows

/d45x’a45(7’) log a(T’)([ﬁ‘(7 + [Sa) (D.21)

:%H_H%aqﬁ(ﬂ/dzx c2'a?(') log a(r ){ Npo _(4—5)%%}

o ( ) £ py—dte —2+5 / d—e 1 2—5( 1 / Moo
TB- 2= %)4 H *"a (1) | dF2a (7’)10ga(7){Ax4_E
a(t") Ax,Ax,

(4-¢) a(t) Axb—c }

We can evaluate the part containing 1/AxP~%¢ by the procedure which is introduced above

F(4 _ %) —44-2¢ —2+¢ d—e, 1 20, 1 / 77/)0 a(T/) A$pr0
W_%)H a (T)/d r'a (T)lOga(T){Ax4_2a—(4—8)(1(7_) W}
~ 4ir* H *log a(T)1,0 - I—g (D.22)

When we calculate the part containing 1/AzP~¢, we should note that the UV divergences at
Ax ~ 0 are not regularized in the following integrals even if £ > 0

1
/ Ay ——, p>4. (D.23)
T

So we have to combine the terms in the integral so that these ill-defined terms don’t appear.
Herein the part containing 1/AxP~¢ is rewritten as follows

— ONE 1};}2 — §)4§H4+5a2+3(7) /d4€x'a2§(7’) log a(T’){AZPZ_E
-
=— N 1:(4;_11(62) %)42 s H™eq~25 (1) /d4sx/a2§(7/) log CL(T/){A?Z_g
—(4- @% T (4 - e)a(r) LETET ATy AE?_PEAI“ b 2y

By the power counting, it is found that the term containing AT7Az,Az,/Az%¢ is not diver-
gent. To evaluate this term, we use the following identity

ATAz, Az, -1 { 1 Az,
— = o0 + 090y =
AV A—e)2—e) L " Aze 01 Ag?=e (D.25)
(8,05 +0,'0) 5 }
It is found that the residual term has no UV divergence from the following identities
- Ax,Ax, —1 1 2(2 — g)ied(AT)8,°5 °
77/’475 - (4 - 6) $p6ff = {apaa 2—e¢ + ( >Ze 4(757-) . } )
Ax Az 2—c¢ Az Ax (D.26)
Moo (4_€)A£CPA£CU -1 5.0 1
Arie AxSe 2—c’ T Ax2E



By substituting (D.25) and (D.26) to (D.24) and extract the terms which are proportional
to 1,0, log a(7),

F(4_5) S rr—4+e, —2+% d—g ) 2—E 1 / Tpo
_ZF(S—E)FQ—E)@H a 2(7’)/d z'a 2(7’)10ga(7’){m
Az, Az, HATAz,Ax,
— (- ) S + (= ea(r) ==
3 1 1
— = nPUZH_3a_2(T)80/d4x'a3(7') log a(7') x {A:L'%r+ — Ami,}
~ 4ir*H *log a(T) Mo - g (D.27)
From (D.21), (D.22) and (D.27), we obtain
/d4_€x'a4_5(7') log a(7") (1}, + I},)
; (D.28)
~ 4ir* H *log a(T) 1po - 6

D.3 Two point function at the two loop level in the non-linear
sigma model

Here we explain how to calculate the two point function up to g?loga(7). The two point
function at the two loop level is written as

(€€ = / V—g'd’z %2336;;31% LG (2! ) (D.29)
x g* (1) [G++(I,x')G++(x, ') — Gt (x, x’)GJF_(x,x')}
— / \/—_g’dD:(:/ i%zRﬁgGJH“(x', ')
X gaﬂ(T')f)'B [G++(x, )Gt (x,2") — G+_(x,x')G+_(:v,x')}
+ / V—gdPx {z’g;RCﬁ*(x’,x’) —i(68 + 267)R}
x g8 (1) [0,GT (x, 2 )03GH (2, 2) — 0,GT (x,2")9,GT (x, )]
By using the partial integration,
(€€ = z'g;R / V=g/dPs’ lim 905G (2!, 2") (D.30)
x g8 (7' [GHH (z,2")GH (2, 2") — Gt (2,2)GT (2, 2))]
—ig;R/\/—_g’de' oG (2!, 7))
X gaﬂ(T/)(‘?’B (G (2,2") G (2,2") — G* (x,2")GH (z, )]

2 4 2 2D—4 172

@RH* 2¢2R H?P—*T2(D — 1)
|

+ og”a(T) + 5 (@)D FQ(%)

| )
1 3 dloga(T)
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To evaluate the two point function, we have to calculate the remaining integrals up to
g*loga(r). To perform it, we have only to extract the following part from the propagator
at the separated point

H2

472

G(z,2')G(z,2') :( ) - —log(HQAx) }LlogQ(HQAxQ) (D.31)
— (1 — ) log(H*Ax?)}.

It applies to the case: p < 2 and so we set D = 4. From (6.10), (7.15), (7.18) and (D.31),
the integrals are

2
i%R/\/—g’dDac/ lim 0, 05G"" (2, 2") (D.32)
x g () [GH (2,2 )G (2, 2") — G (2, 2))GH (2, 27)]

2778
:—z'g RH /d43:' (14(7")

AL

1
[{_E log(H*Az? ) + Z log?(H?Az? ) — (1 —7)log(H*Ax2 )}

1 1

— {_y+_— log(H*Ax?_) + 1 log?(H?*Az?_) — (1 —7) log(HzAa;i_)}},
2

— ’L%R/ V—g'dPx 0.GT (!, 2) (D.33)

X g0 [GH (2,2 ) GH (2, 2") — GH (2, 2) G (2, 2')]

2 H?
=12 i /d4x' a* (1)

26 . 376
1 1
* % [{_?/ log(H*Az},) + 4 log®(H?Ax? ) — (1 =) log(H?Ax% )}
-

1 1
_ {_y_ log(H?Az? ) + 1 log”(H?Ax2% ) — (1 — ) log(H*Axz? _)}].
+_

By using (D.12) and (D.18), each integral is evaluated as:

1 1
/d4x’ a*(t")| = —log(H?Ax? ) + — log(H*Ax? )] (D.34)
Y++ Y+-
4im?
~— T log a(7),
1 1
/d4x' a*(t') [4_1 log®(H*Ax?% ) — 1 log(H*Ax? )] (D.35)
4im?
@{ —log?a(7) + (2log 2 + 1) loga(7) }
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/d4x' a*(7)[ = (1 — ) log(H?Az? ) + (1 — ) log(H*Ax? )] (D.36)

()T tog a(r),
/ d*z" o (7)o — ilog(HQAxJ#) + yilog(H?Agc+ )] (D.37)
~ 13” log a(7),
/ d'z’ (7 )a'[ log (H2Ax++)——log(H2Ax+ )] (D.38)
dim?

~ ——{loga(r) — (2log2 + 1) loga(r) },

/d4:c’ a*(7)0p[ — (1 — ) log(H?Az? ) + (1 — 7) log(H?Az? _)] (D.39)

2

From (D.32), (D.33) and (D.34)-(D.39),
2
i%R/\/—g’dD ! }llmﬁ;@ G (2 2" (D.40)
x g8 (7') (G (2,2")GH (2,2") — G* (x,2")GH (2, 2")]

QRH4

~ 5 —{- log” a(T) +2(log2 — 2+ ) log a(7) },

2
—i‘%R/\/—g’de’ oG (2 x) (D.41)
x g ()0 (G (2, 2") G (w,2") = G (2,2") G (2, 2')]

2RH4
24 37T4{

By substituting (D.40) and (D.41) in (D.30),

log” a(r) + 2(log 2 — 2+ 7) log a(7) }.

g*RH*
~ 5 an 4{ log” a(7) + 6(—2 +log 2+ 7) log a(r) } (D.42)

2g°R H*~*T*(D —
3 (4m)P 12(D)

(€% g2

1)(Slog a(T).
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