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The semantic web provides a common framework that allows data to be shared and reused
across application, enterprise, and community boundaries. The technologies of this web of data
can be used in a variety of application areas; for example: data integration, knowledge
representation and analysis, cataloging services, improving search algorithms and methods,
social networks, etc. In order to achieve the goals of the semantic web, it has to be able to
define and to describe the relations among data (i.e., resources) on the Web.

Ontology is a formal, explicit specification of a shared conceptualization. It renders shared
vocabulary and taxonomy, which models a domain with the definition of entities and/or
concepts, and their properties and relations. They can be used to reason about the entities
within that domain. Ontologies are one of the formal representations for organizing information
in the semantic web and they are also used in artificial intelligence, systems engineering,
software engineering, biomedical .informatics, library science, enterprise bookmarking, and
information architecture as a form of knowledge representation about the world or some part
of it. In the semantic web context, since many actors provide their own ontologies, ontology
matching or ontology alignment has taken a critical role for helping heterogeneous resources
to inter-operate.

Ontology matching tools find classes of data that are “semantically equivalent”. This
process determines correspondences between concepts which are called alignments. Finding
those correspondences implyA a similarity assessment between the involved concepts. For this
reason similarity measures plays an important role in ontology matching systems.

This thesis explores an application of the semantic models to the human way of comparing
words. The ability to assess similarity lies close to the core of cognition. Semantic relatedness
describes the strength of the cognitive association between two concepts. For example, man and
woman are very strongly related, as are monkey and banana. The concepts screwdriver and
truth, how.ever, seem to be unrelated. Other pairs of concepts often fall somewhere in between
these extremes, such as book and computer or sky-rise and window. A very straightforward
technique for determining the strength of relatedness between two concepts is to find the
sequence of links that connects them in a semantic network. The “closer” the concepts are to
one another, i.e., the shorter the path that connects them; the more strongly they are related.

Semantic similarity of words pairs is often represented by the similarity between the
concepts associated with the words. Several methods have been developed to compute words
similarity, most of them operating on taxonomic dictionaries like WordNet or external corpus
like the Brown Corpus. However the majority of them suffer from a serious limitation. They
only focus on the semantic information shared by those words, or in the semantic differences,

but they have been rarely combined in a broader perspective.

The main contributions of the thesis are:
1. A novel model for semantic similarity computation. We show that a featured based
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model of similarity, where semantic differences and semantic commonalities are both
considered, can be applied to word pair comparison. We demonstrate the model
application by obtaining 5 new semantic similarity measures.

2. Five new semantic similarity measures. After applying the Menendez-Ichise model to
the traditional WordNet based semantic similarity measures we obtained five new
measures. We show four of this similarity measures outperformed their classical version
while the last one performed the same as its' classical version.

3. New corpus independent information content metric. We show an analysis of taxonomic
properties in corpus independent metrics. The application of this analysis allowed us to
obtain a new corpus independent information content metric which generated the
highest value of accuracy among the corpora dependent and the corpora independent

metrics we tested.

Extensive experimental results accompany this thesis. The theoretical results of the work are
intended and have been tested on comparison of traditional datasets of words pairs. However,
the findings are general and formal enough so that all the discussed approaches can be applied
and/or generalized to the related fields.

This thesis is oriented to both researchers and practitioners in the field of the semantic
similarity, as well as interested readers from neighboring fields such as ontology matching,

machine learning, natural language processing, etc.
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