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Abstract

The past two decades have seen increasing interests in the field of wireless sensor networks

(WSNs), which have potential applications covering all aspects of the human life. The major

issue in WSNs is power conservation since wireless sensors are usually battery-powered.

In a typical sensor node, the wireless interface consumes the largest share of the power

budget. Hence, an energy efficient medium access control (MAC) protocol is vital. The MAC

protocol always adopts the duty cycling mechanism to reduce idle listening, which is the most

significant energy wastage. The mechanism, however, has negative effects on latency and

throughput performance. Meanwhile, an increasing number of prospective applications not

only imposes requirements on energy efficiency but also on other Quality of Services (QoS)

parameters. Therefore, it is great of importance to design new efficient MAC protocols,

which meet the energy efficiency and QoS requirements.

We first focus on designing energy efficient, low latency MAC protocols for low data rate

WSNs. The traditional approach is letting a duty cycling MAC protocol forward packets

via multiple hops in a cycle, i.e., the multi-hop MAC. However, the original multi-hop MAC

protocol incurs a large control overhead, and a so-called long listening period problem. We

propose a low latency, low control overhead MAC protocol (the LO-MAC), which overcomes

the mentioned disadvantages by exploiting the physical properties of wireless channel. LO-

MAC introduces a new traffic adaptive scheme based on carrier sensing characteristics. The

scheme effectively controls the length of listening period following the traffic load. Moreover,

LO-MAC takes full advantages of the broadcast nature and lets a packet containing different

meanings during its transmission. Therefore, the number of transmitting packets and the
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control overhead is significantly reduced.

Secondly, we introduce an approach in designing efficient MAC protocols for dynamic load

environments. We propose MAC2 protocol, a novel Multi-hop Adaptive MAC protocol with

packet Concatenation. MAC2 achieves a better performance than a state-of-the-art protocol

in terms of energy efficiency, low latency and high throughput. The proposed protocol

controls the adaptation to the traffic load by combining a signalling traffic adaptive scheme

and a demand wakeup manner. The scheme and the manner are based on a synchronization

process and a proportional mapping function, respectively. Besides that, the protocol has a

concatenation scheme, which concatenates several queued packets into a bigger one before

sending out of a node. The concatenation scheme reduces not only the control overhead but

also the average latency. Additionally, MAC2 is numerically optimized to achieve minimum

latency and guarantee no data transmission collision.

Finally, we also target the dynamic load environments, but take an asynchronous approach

of the efficient MAC design. We propose an Asynchronous MAC protocol with QoS awareness

(the AQ-MAC), which is energy efficient and provides different QoS levels to relevant types

of traffic. AQ-MAC achieves energy efficiency and collision avoidance by utilizing a receiver-

initiated transmission and the concatenation scheme derived from MAC2. Moreover, AQ-

MAC adopts the differentiate service (DiffServ) model to provide QoS. Data packets are

provided different transmission strategies depending on their levels of importance.
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Chapter 2

Introduction

The major problem prevents a pervasive deployment of wireless sensor networks (WSNs)

is that a sensor node generally has a limitation on the battery capacity. Therefore, it is

necessary to achieve energy efficient operations of WSNs, as well as to meet the applications’

quality of service (QoS). The necessity motivates the development of efficient communication

protocols in WSNs. This dissertation focuses on designing efficient medium access control

(MAC) protocols for WSNs.

2.1 Wireless Sensor Networks

The ongoing development of the sensing technology and wireless communication yields wire-

less sensor networks, which have many applications covering all aspects of human life. A

typical WSN usually contains a huge number of sensor nodes that are capable of sensing or

measuring miscellaneous parameters of their surrounding environments. The sensor nodes

are wirelessly connected in order to cooperatively convey the sensing data to one or a limited

number of destinations, i.e. sinks, for further processing. Besides that, the sensor nodes are

generally expected to be inexpensive and small size, hence the resources on a sensor node

are limited.

In this section, we first give discussions of the resource limitation issue. Secondly, we

present a short survey of the applications of WSNs.
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(a) Micaz/Mica2 (b) TelosB (c) Iris

Figure 2.1: MEMSIC sensor motes

2.1.1 Resource limitations

In order to observe the resources on sensor nodes, we have taken the same approach intro-

duced in [1]. In the first step, we have chosen the sensor networking products, which are

popularly used in academia. In the following step, the performance parameters have been

either collected from the products’ datasheets or calculated by using the metrics calculation

method in [2]. As a result, the products of MEMSIC company (former company named

Crossbow) [3] are selected. They are Mica2/Micaz [4], TelosB [5], and IRIS motes as shown

in Fig. 1.1 (Note that: in WSNs, a node is similar to a mote). We then give the below discus-

sions that are oriented by designing MAC protocols. The discussed performance parameters

includes Central Processing Unit (CPU), memory, radio, and the power consumption.

Central Processing Unit: Table 1.1 shows several types of processors including 8-bit and

16-bit ones with the clock rate around 8 Mhz. In fact, there are also existing more powerful

processors that can support not only a wide range of clock rate but also high or extremely

high frequency. For example, the 32-bit Intel PXZ271 on Imote2 mote supports the range

Table 2.1: CPU Specifications
Mica2 Micaz TelosB IRIS

Chip ATmega128L MPR2400 TI MSP430 XM2100CB
8-bit, 8Mhz 8-bit, 8 Mhz 16-bit, 8 Mhz 8-bit, 8-Mhz

Power consumption 36 µW sleep 36 µW sleep 15 µW sleep 36 µW sleep
60 mW active 60 mW active 5.4 mW active 31 mW active
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Table 2.2: Memory Specifications
Mica2 Micaz TelosB IRIS

RAM 4K bytes 4K bytes 10K bytes 8K bytes
Program Flash 128KB 128 KB 48K bytes 128K bytes

of 13-416 Mhz , moreover the ability of processor maybe gain much more following Moore’s

law. Therefore, the demands of potential applications are generally satisfied interm of the

CPU.

Memory: The memory-related parameters are shown in Table 1.2. We observe that the

size of Program Flash memory is generally enough for storing the program code since the size

of compiled code mainly depends on the application that normally requires several simple

tasks. Moreover, in case of using programing platform and programing language such as

TinyOS [6] and nesC [7] the size of compiled code can be further reduced. The remained

problem is the amount of RAM available for data processing (e.g., the 4KB on Micaz or

10KB on TelosB). Hence, it is necessary that developers need to put more efforts in oder to

minimize the memory footprint of their softwares.

Radio: Radio or wireless module is no doubt a key factor in the formation of WSNs. The

specifications of the radios (CC1100 on Mica2, CC2420 on Micaz and TelosB, and RF320 on

IRIS) are listed in the Table 1.3. The bandwidth provided by the radios are either 28.4 Kbps

or 250 Kbps. Those values are indeed very low if comparing with other wireless technologies

such as Wifi or Wimax. However, the bandwidth in most WSN applications is required

only a fraction of that, bandwidth is hence not an issue. The big problem here is the poor

performance in terms of transmission range (indoor and outdoor) and wireless link quality.

Table 2.3: Radio Specifications
Mica2 Micaz TelosB IRIS

Radio chip CC1100 CC2420 CC2420 RF230
Indoor range 20 m to 30 m 20 m to 30 m 20 m to 30 m 50 m

Outdoor range 75 m to 100 m 75 m to 100 75 m to 100 m 300 m
Bandwidth 38.4 Kbps 250 Kbps 250 Kbps 250 Kbps

Power consumption 100 µW sleep 60 µW sleep 60 µW sleep 120 sleep
36 mW receive 63 mW receive 63 mW receive 63 mW receive

75 mW transmit 57 mW transmit 57 mW transmit 75 mW transmit
2 ms setup 1 ms setup 1 ms setup 2 ms setup
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Therefore, designing MAC protocols that efficiently solve the problem at a certain level is

major concern.

Power consumption: Table 1.1 and Table 1.3 show the power consumption parameters

of CPU and radio, respectively. A sensor node totally consumes around 100 mW whenever

it is active. If the node is equipped by a pair of AA batteries (3000 mAh), it will run

out of energy in about 100 hours or five days. Moreover, it is obvious that the lifetime of

sensor node depending on how long both the CPU and radio are turned off (i.e., the power

consumption in active state is much bigger than the one in sleep state. If comparing the

parameters of energy consumption, we can recognize that the radio main module consumed

energy in sensor nodes is radio. Hence at the MAC layer that control the operation of radio,

power efficiency is the most essential issue.

All the above discussions drive to a conclusion keeping efficient operations of the radio

plays the most important role in wireless sensor networks. Specifically, the energy saving

MAC protocol, which also efficiently share the wireless channel, is a must.

2.1.2 Applications

Nowadays wireless sensor networks are going into real deployments covering various ar-

eas, e.g., military, industry, environment monitoring, and health care for human/structures.

Moreover, sensor networking communication plays an important role in the development of

Internet of things (IoT) [8, 9]. As mentioned earlier, the common characteristic of WSNs

is wireless sensor nodes are deployed to monitor the environment phenomena and relay

sensing data to a sink node. Therefore, there exists a classification of WSNs are based on

the methods of monitoring applications: periodic monitoring of key parameters and event-

based reporting of outliers [1]. However, instead of following that classification, we give a

brief survey of the applications in specific areas, which potentially include large number of

deployments of WSNs in the future.

Environment monitoring: Environment or habitat monitoring is one of the pioneer ap-

plications of sensor networks. By distributing numerous number of sensors over monitoring

4



area, many aspects of environment are monitored in a reliable manner. One of the most

typical examples is the ZebraNet project of Princeton University [10]. WSN in the project

includes wireless sensor nodes equipped on the necks of wild zebras. The Zebranet, there-

fore, has capability of monitoring the migration of zebras, inter-species interactions, and

even nocturnal behaviors. Another typical example is a bird observation project on Great

Duck island [11] leading by University of California at Berkeley. Wireless sensor nodes are

deployed in the island in order to measure environment parameters such as the humidity,

pressure, temperature, etc., in the birds burrows. The monitoring data is sent to the base

station which are connected to Internet. Therefore, researchers can see and understand birds

behaviors real-time from remote sites.

Military: Wireless sensor networks can be used in the military for a number of purposes

such as monitoring, tracking enemies, building an intrusion detection system [12], etc. The

most mentioned application is achieving effective situational awareness in a battlefield [13].

In the battlefield area, a large number of wireless sensor nodes is scattered by soldiers or from

an airplane. The wireless sensors then automatically connect and form a network. Hence, the

battlefield information are collected and relayed to control centers via the network. WSNs

also can help detect snipers based on analyzing the sound of a gun shot [14] by using acoustic

sensing and wireless communication. Moreover, underwater WSNs [15–17] can assist naval

forces by improving the accuracy of object detection under the oceans.

Structure health monitoring (SHM): SHM becomes another important application of

WSNs [18,19] in order so reduce the huge amount of money, which is spent for maintaining

structures e.g., bridges, towers, etc. By using the advanced WSNs, the structures such as

heritage building [20], railway bridge [21] are reliably and real time monitored. Precursors

of the damages are easily discovered, localized, and efficiently repaired. A typical example is

a bridge monitoring project by Hong Kong Polytechnic University [22]. In the projects, new

SHM motes are designed and deployed along a bridge, the sensor network guarantees 100%

data delivery to a storage center. This lets the maintenance cost is significantly decreased.

Smart energy management: Energy saving has been an emerging global issue. In order to
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increase the efficient usage of electricity, applying WSNs shows a great potential [23–25]. By

using sensor networks in homes and offices, the automation of electrical devices is enabled,

the unnecessary operations decrease hence saving energy [26]. Moreover, the capability of

wireless communication lets different devices in same building or even in different buildings

can communicate forming smart electricity grid. As a result, the information of energy

consumption is relayed and remote management operations can be implemented. One of the

leader in this WSN direction is also University of Berkeley at California [27].

Others: There are also many areas where sensor networks can help to save deployment,

maintenance cost, or reduce carbon footprint [28]. For example, in many industrial food

manufactures [29] or agriculture farms [30, 31], using sensor networks achieves automatic

monitoring and reporting, the accuracy, safety, and quality of the products are controllable.

Besides that, WSNs also show the social impacts in various forms of application. A typical

one is disaster recovery when volcano earthquake, tsunami, or fire occur [32–36]. In those

disaster scenarios, the essential tasks such as locating survivor, emergency search and rescue

can be effectively achieved by pre or post disaster deployments of sensor networks. Moreover,

a branch of wireless sensor networks named body sensor networks have been widely used in

order to improve the community health and assisting elder people [37–42].

2.2 Challenges in Designing MAC Protocols

In many WSNs, sensor nodes are usually battery-powered and it is often neither feasible nor

practical to change or recharge batteries. Therefore, the most essential task is to make the

sensor nodes save as much energy as possible. Given that the radio unit is the most power

consumer within the sensor node, then a significant amount of energy is expectedly saved

through controlling the radio operation. The MAC protocol that directly controls the radio

unit necessarily achieves energy efficiency. Besides that, the MAC protocol should consider

a set of performance attributes, and make trade-offs between them when necessary. In this

section we first discuss requirements of the attribute set. Then we focus on the requirements
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related to energy efficiency.

2.2.1 Requirements

The requirements in designing MAC protocols for WSNs are thoroughly surveyed in previous

works [43–45]. In this section, we readdress and discuss the most important requirements

below.

Collision avoidance is the major task and the inherent attribute of all MAC protocols.

The MAC protocols need to determine when and how nodes can access the sharing medium

and achieve sending/receiving data. However, the collisions in wireless communication are

not completely avoided in regular operations. Therefore, the MAC protocols should be

designed to avoid frequent collisions, as well as guarantee acceptance levels of collisions.

Energy efficiency is one of the principal task of communication protocols in WSN since

energy is a scarce resource. The radio consumes the biggest amount of a node’s batteries

when it either takes part in long range transmissions or is turned on all the time. Therefore,

energy aware MAC protocols are expected to eliminate such energy wasting conditions as

much as possible. Specifically, the protocols should save the transmission and reception

energy by limiting negative effects such as collisions or transmission of unnecessary messages.

Moreover, the protocols should let the radio be in low power or sleep state whenever it is

idle. Finally, the protocols need to avoid the excessive transitions among active and sleep

states.

Delivery latency is the portion of time required to relay a packet since it is generated by

a sender until it is successfully received by a receiver. In sensor networks, the importance of

delivery latency depends on applications or traffic patterns. Moreover, the relaying process

is always implemented via multiple hops. Therefore, the MAC protocols should be carefully

designed to match the latency requirement in most cases trade-offs with other requirement

need to be evaluated.

Reliability (or reliable delivery of data) is a classical design goal for all kind of networks.

The requirement of reliability in WSNs is unique and more difficult than other wireless
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network since it should be ensured in case of wireless environments and limited capacity

devices. In general wireless networks, the causes of packet drop are mainly buffer overflow

and signal interference. The former cause could be avoided through employing a buffer

management strategy at MAC protocol. The strategy makes decision on stopping the number

of backlogged packets when they exceeds the maximum value of buffer size [46]. The later

cause can be minimized through the use of sufficiently high transmission power and the

prevention of contention for medium access among nodes. The expected MAC protocol

should adopt the mentioned strategies to achieve the reliability.

Scalability and adaptability are the requirements related to changes in network size, node

density, and topology. In WSNs, the changes frequently happen since the nodes might die

because of running out battery, the network adds new nodes, and the wireless connectivity is

varied and interference. A good MAC protocol should efficiently control the radios dealing

with such network changes.

Mobility poses a challenge to the MAC protocol design not only in WSNs but also in

general wireless networks. The MAC protocol should adapt itself to changes in mobility

patterns of sensor nodes or sensing events.

Throughput refers to the amount of data successfully transferred from a sender to a

receiver in a given time. Many factors affect the throughput in sensor network including

efficiency of collision avoidance, latency, channel utilization, and control overhead. Similar

to latency, the importance of throughput depends on application, hence the MAC protocol

should consider the trade-offs between the designing requirements.

Fairness reflects the ability of different nodes or applications to share the networking

resources equally. In sensor networks, several nodes cooperate for a single common task,

one node may have more data to send than other nodes at a particular time. Thus, rather

than treating each node fairly, guaranteeing the good performance of the application is more

important, hence the fairness is not a dominant issue in designing the MAC protocol.

In short, we discuss the above requirements reflected the characteristics of a MAC protocol

in WSNs. The most important factors are effective collision avoidance and energy efficiency.
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Others are normally of secondary importance or application-dependent.

2.2.2 Energy Efficiency

Prolonging the sensor node lifetime and keeping network operation viable as long as possible

are the important issues in sensor networks. As the previous discussion, energy efficiency

is the first design goal of MAC protocols in WSNs. In order to save energy at MAC layer,

we should consider the sources that cause energy wastage and make sensors’ batteries drain

quickly [47–50]. A list of energy wastage sources, which should be tackled in designing MAC

protocols, is mentioned below.

Packet collision is the most dominant source of energy wastage, especially in wireless

communication. The collision occurs when two or more packets are transmitted at the same

time, then become corrupted, and must be discarded. As a result, the retransmissions of the

colliding packets are required, the energy consumption is hence significantly increased.

Packet overhearing means that a node receives packets that are not destined to it. The

overhearing can be another dominant source of energy wastage under heavy load environ-

ments or in dense networks. In WSNs, the dense networks are common since the sensing

ranges of many physical sensors are much smaller than the communication range.

Idle listening refers to the wastage caused by keeping a node’s radio on without doing

anything. In WSN, a radio unit has four distinct modes of operation; idle, receive, transmit,

and sleep. The measurements show that the amount of energy consumption is almost similar

in the cases of transmit, receive and idle modes. It is thus desirable to completely shut down

the radio rather than switching into the idle mode. However, frequent switching between

modes, especially switching from a sleep mode to an active mode, leads to more energy

consumption than leaving the radio transceiver unit in idle mode because of the start-up

power [51]. The MAC protocols should avoid the frequent switching.

Control overhead is the energy consumed by exchanging control packets. The control

packets are necessary to avoid collision and share medium in wireless networks. However,

the control overhead becomes a major source of energy wastage since the size of control
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packet is comparable with the one of data packet in WSNs. Moreover, the control packets

do not directly convey useful information related to application data, hence they also reduce

the effective throughput.

Dynamic traffic reflects the variation and fluctuation of the traffic in place and time. The

dynamic traffic is very popular in WSNs since the sensing events are randomly happened and

may cause unpredictable peak loads. That may drive the sensor networks into congestion,

which consequently raises the collisions probability. Therefore, a huge amount of time and

energy are wasted on the back-off procedure.

2.3 Contributions

This dissertation aims to design new efficient MAC protocols tailored for specific applications

of sensor networks. By using the term efficient MAC protocols we mean that the protocols

both achieve energy efficiency, as well as meet the requirements of applications. The contri-

butions of the research include three new proposed MAC protocols and a set of inheritable

techniques for designing MAC protocol in WSNs.

In the beginning work, we propose the low control overhead MAC protocol (LO-MAC),

which is a low latency, energy efficient, multi-hop MAC protocol. The targeted applica-

tion of LO-MAC is low data rate wireless sensor networks. Since LO-MAC is a multi-hop

MAC (i.e., combining duty cycling and multi-hop forwarding), the protocol reduces not only

idle listening but also end-to-end latency of relaying data via multiple hops. Furthermore,

LO-MAC leverages common characteristics of wireless communication to save energy con-

sumption in lightweight manners. First, LO-MAC introduces a traffic-adaptive mechanism,

which is based on the fact that a node can sense a busy channel when a packet transmission

is within the node’s carrier sensing range. Hence, the mechanism uses carrier sensing as a

binary signal of the data existence; the existence data is effectively notified to other neigh-

bouring nodes. The nodes then either keep their radios on to take part in multi-hop data

forwarding or turn them off to save energy. Second, LO-MAC takes full advantage of the
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broadcast nature of wireless channel and lets a packet convey several meanings when it is in

broadcast region of other nodes, e.g., upstream and downstream nodes. Therefore, control

overhead and overhearing energy are significantly reduced since the number of transmitting

packets is reduced.

In the following work, we introduce a new MAC protocol called MAC2 (Multi-hop Adap-

tive with packet Concatenation MAC) for dynamic load environments. MAC2 achieves

energy efficiency, low latency, high throughput, and high delivery ratio by combining three

promising techniques into one protocol. First, the idea of forwarding packets over multiple

hops within one operational cycle as similar as in LO-MAC. Secondly, an adaptive method

that adjusts the listening period according to traffic load minimizing idle listening. Thirdly,

a packet concatenation scheme that not only increases throughput but also reduces power

consumption that would otherwise be incurred by additional control packets. Furthermore,

MAC2 incorporates the idea of scheduling data transmissions with minimum latency, thereby

performing packet concatenation together with the multi-hop transmission mechanism in a

most efficient way.

In the final work, we develop the AQ-MAC (Asynchronous QoS-aware MAC) protocol,

which is an asynchronous MAC for the dynamic load environments. The environments

contains different type of traffic, i.e., high and low priority; each of them has a different

QoS requirement. Similar to other MAC, AQ-MAC also achieves duty cycling the usage of

radio to avoid idle listening. Besides that AQ-MAC adopts the receiver-initiated manner,

which effectively avoids contention in WSNs. By letting receiver to initiate the rendezvous

for transmissions between senders and receivers, the protocol effectively avoids collision and

shortens end-to-end latency. Moreover, AQ-MAC provides QoS service per packet following

the priority imposed in the packet. When a node has an incoming packet with high priority,

it immediately turns on the radio in order to wait for a transmission initiated by a receiver.

Otherwise, the node keeps the low priority packets in a queue and sends out in a burst until

a high priority packet comes or after a timeout value. In addition, AQ-MAC inherits the

packet concatenation scheme to improve the energy efficiency by reducing control overhead.
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2.4 Dissertation Organization

The remainder of dissertation is organized as follows. Chapter 2 elaborates on the related

work in the area of designing efficient MAC protocols for sensor networks. In chapter 2,

we discuss the state-of-the-art MAC protocols, their limitations, and well-known techniques

widely adopted in the field. Chapter 3 presents our first approach to design a new energy

efficient, low latency MAC protocol in low data rate environments. In Chapter 3, we propose

LO-MAC, which successfully achieves those design goals. In chapter 4, we introduce MAC2,

an energy efficient, low latency, high throughput MAC protocol for dynamic load wireless

sensor networks. Chapter 5 gives the details of AQ-MAC protocol, which is an energy

efficient, low latency, and QoS-aware MAC for dynamic load environments. Finally, in

chapter 6, we summarize the contributions of the dissertation, and discuss about future

work.
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Chapter 3

Related Work

3.1 MAC Protocols in WSNs

3.1.1 Duty Cycling

Given that idle listening, i.e., the state in which a node merely awaits incoming packets, is

the most significant source of energy wastage [44, 52]. Therefore, it is necessary to find an

effective mechanism to minimize this burden. The best and widely adopted solution is a

so-called duty cycling mechanism, in which the radio module is frequently turned on and off

following the operational cycles. The mechanism is broadly used not only in the MAC layer

but also in the other layers of communication stack in WSNs. The nodes can implement

packet transmission when their radios are on, otherwise, they put the radios in sleep state,

i.e., power saving state. Figure 2.1 shows the original concept of duty cycling; W , S is

denoted for the duration of wakeup and sleep period, respectively. The duration values are

static regardless of traffic and pre-installed on the nodes, hence the mechanism allows the

node be awake for at most W in an operational cycle. In multi-hop communication, the

setting may cause large latency, that is the main disadvantage of duty cycling. However, in

Time

Sleep

Listen

W S

Cycle

Figure 3.1: Duty Cycling concept
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recent proposed MAC protocol the original duty cycling is modified, the values of W , S, or

even the length of a cycle can be varied.

The formula W/(W + S) generally defines a parameter named duty cycle. For example,

when a duty cycle is at 10%, a node with that value of duty cycle turns its radio on only

10% of running time, resulting substantial energy saving. Therefore, the concept of duty

cycle can be interchangeably used in the purpose of reflecting energy consumption.

3.1.2 Taxonomy

Designing MAC protocol is a very active research area in recent years, and it attracts the

interests of many researchers. Consequently, a huge number of MAC protocols has been

proposed, and there are many ways to classify them. There exist many detail surveys of

MAC protocol in WSN, which are literately published every year [53–55]. The most pop-

ular method of classification is based on the channel access methods. The MAC protocols

are generally divided in to two categories: scheduled access and random access [56]. In

the former category, scheduled access protocols organize communications through a Time

Division Multiple Access (TDMA) approach. These protocols aim to schedule communi-

cations in a manner which prevents collisions, overhearing and idle listening. They can be

either distributed, or centralised. Examples for this category are LMAC [57], AI-LMAC [58],

TRAMA [59], Crankshaft [60], IEEE 802.15.4 [61], TreeMAC [62] etc. A major drawback

of TDMA-based MAC is its low channel utilization when only few nodes have data to send

because a node can transmit only in its assigned time slots. In order to improve the channel

utilization under low contention, TDMA-based MAC should combine with Carrier Sense

Multiple Access (CSMA).

We follow the random access (or CSMA-based) approach in which the nodes access wire-

less channel through contention resolution mechanisms. Carrier Sense describes the fact

that a sender node uses feedback from a receiver that detects a carrier wave before trying to

send. This approach is recognized to be simple, practical, and suitable in WSNs. Roughly,

the random access MACs can be further divided into two subcategories: asynchronous and
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CSMA−based MAC

Receiver−Initiated Sender−Initiated Single hop Multi−hop

SynchronousAsynchronous

Figure 3.2: Classification of CSMA-based MAC protocols

synchronous protocols. Each subcategory includes smaller branches as shown in Fig. 2.2,

i.e., receiver-initiated and sender-initiated in the asynchronous subcategory, and single hop

and multi-hop in the synchronous one.

In the remainder of this section, we present a brief survey about several random access

MAC protocols, which are closely related to our research.

Asynchronous Sender-Initiated MAC

The first proposed asynchronous MAC is Berkeley MAC (B-MAC) protocol [63], which

contains a small core of media access functionality. B-MAC uses clear channel assessment

(CCA) and packet backoffs for channel arbitration, link layer acknowledgments for reliability

and low power listening (LPL) [64] for low power communication. B-MAC is designed as a

link layer protocol, other networking services like organization, synchronization, and routing

can be attached above the protocol’s core. Moreover, a B-MAC’s sender utilizes preamble

signaling to initiate its potential receiver. All B-MAC’s nodes are pre-installed duty cycling

setting, then they periodically wake up at it beginning of their and start checking preamble

signals. They keep their radios on when a preamble is sensed. Otherwise, they turn off the

radios after a data packet arrives or after a time-out value. A cooperation between a sender

and a receiver using B-MAC is shown in Fig. 2.3. We can observe that the sender needs

to send a long preamble in order to notify the receiver about the next transmission of data
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Figure 3.3: Operation of B-MAC with long preamble

packet.The preamble length should be at most about the length of two operational cycle.

Consequently, both the sender and the receiver waste much energy during the transmission,

and the transmission delay is long in multi-hop communication.

WiseMAC [65] is designed with a similar in B-MAC. The advanced feature in WiseMAC

is the sender efficiently reduces the length of the wakeup preamble by knowing the sampling

schedule of its neighboring nodes. Initially, the WiseMAC nodes’ clock are not synchronized,

however a node then synchronize with its neighbours that are potential receiver in order

to learn their wakeup schedules. To efficiently enable this learning process, a receiver that

successfully receives a data frame includes the remaining time until its next sampling time in

the following acknowledgement frame. The sender uses this information, also takes possible

clock drifts into account, it can estimate the receiver will wake up next. The process of

preamble sampling, and data transiting will be implemented in a more efficient way. However,

WiseMAC, as with B-MAC, still suffers from the possibility of simultaneous transmissions

from hidden nodes, due to the similar preamble sampling techniques they use. In addition,

WiseMAC senders must maintain the same regular wakeup schedule over time, it may cause

repeated collisions between competing nodes that wake up at the same time.

X-MAC [66] solves the overhearing problem from hidden nodes in B-MAC and WiseMAC

by using strobed preambles. In stead of sending a long preamble, an X-MAC sender transmits

sequence of short preambles prior to data transmission, as illustrated in Fig. 2.4. The short

preamble contains the target address, which not only helps irrelevant nodes to go to sleep but

also allows the intended receiver immediately involve in the data transmission. The receive

sends an early ACK frame to the sender, so that the sender stops preamble transmission
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Figure 3.4: Operation of X-MAC, including strobed preamble and early acknowledgement

and start to transmit its data packet. After receiving a data packet, a receiver in X-MAC

stays awake for duration equal to the maximum backoff window size to allow queued packets

to be continuously transmitted. By doing so, X-MAC saves a huge amount energy by

avoiding overhearing while reducing latency almost by half on average. Several protocols

are developed based on X-MAC for examples X-MAC with Unified Power Management

Architecture (UPMA) [67], Convergent MAC [68], Model-driven Concurrent MAC [69], etc.

All of them shows a better performance than X-MAC, however the performance is still not

as good as receiver-initiated MAC discussed in the next section.

Receiver-Initiated MAC

Receiver-Initiated MAC (RI-MAC) [70] is a canonical asynchronous MAC protocol, which

setups transmission depending on receivers. The receiver-initiated idea is not new in the

networking field, however RI-MAC shows its efficiency in WSNs by extensive evaluations

including on real sensor motes. Opposite with previously mentioned protocols, a RI-MAC’s

sender holds a packet and idly listen to the channel. A receiver normally sends a beacon

embedded its address, i.e., a ready to receive packet after a sleeping period. If the sender

successfully receives the beacon, it will check the embedded address. If the intended receiver

is recognized, the DATA/ACK (acknowledgement) exchange will be implemented. RI-MAC

achieves a good latency performance since it helps to minimize the rendezvous time occupied

the wireless channel between the sender and receiver. Moreover, RI-MAC effectively resolves

the contention at receivers, hence RI-MAC can effectively reduce that overhead. Besides

that, RI-MAC can use beacon with two roles ACK and ready to receive as shown in Fig.
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2.5. Therefore, RI-MAC outperforms the previous mentioned protocols in all aspects.

RI-MAC, however, still has a disadvantage at senders. One sender with pending packet

needs to keep its radio on until a potential receiver wakes up. There are several proto-

cols address and avoid that problem. In PW-MAC (Predictive-Wakeup MAC) [71] senders

predict receivers wakeup time, queue packets and wake up right before the predicted time.

CyMAC [72] utilizes a prediction mechanism based on traffic conditions and a relative delay

bound. The mechanism let nodes that involve in a communication find each other at the

minimum rendezvous time.

All the asynchronous protocols share the same several characteristics. They are simple

and it is easy to install them in current real sensor node. The main shortcoming of them

is low latency because of they can not support multi-hop transmission in a cycle.The only

method bypasses that problem is shortening the length of the cycle at the cost of increasing

energy consumption.

Single hop Synchronous MAC

Initially, many proposed protocols focused on the energy efficiency at the expense of other

parameters (e.g., latency, fairness). S-MAC [44] is based on the original duty cycle concept

to reduce the overhead: collision, overhearing, control packet overhead, and idle listening.

It divides time axis into fixed length cycle period, which is further divided into Sync, Data

and Sleep periods (as shown in Fig. 2.6). In the Sync period, a node in S-MAC synchronizes

its clock with its neighbours, the synchronization guarantees all nodes will wake up at

the same time in the following cycle. S-MAC’s data transmission is achieved in the Data
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Figure 3.6: Operation of S-MAC: a duty cycle includes Sync, Data and Sleep periods

period, and it fully inherits from IEEE 802.11, i.e., Request-To-Send (RTS)/Clear-To-Send

(CTS)/DATA/ACK handshakes. The nodes turn off their radio on the Sleep period to save

energy. S-MAC with a periodic sleep/listen mechanism is more energy efficient than the full

awake IEEE 802.11 MAC protocol, but it introduced a very large end-to-end latency since

it supports only the single hop transmission.

There are also many works try to reduce the latency problem in S-MAC. Sensor MAC

with adaptive listening [47] and T-MAC [73] are the typical examples, which are actually the

enhanced versions of S-MAC. In S-MAC with adaptive listening, a node that overhears the

control packet (e.g., RTS or CTS) of another node’s transmission during the Data period

will keep awake for a short period after the transmission completes. If this node is the

next-hop along a multi-hop path, its neighbour can immediately forward the data packet

to this node rather than waiting until the upcoming Data period. On the other hand, T-

MAC reduces the latency by adaptively changing the ending time of a Data period when

there is no traffic transmission near the node by using a timeout. The Data period is ended

whenever both the physical and virtual carrier sensing finds the channel idle for the given

duration of the timeout. Both T-MAC and S-MAC with adaptive listening can generally

deliver a packet with at most two hops within an operational cycle. Another approach is

D-MAC [74] which reduces latency only for data gathering in which multiple nodes try to

send data to a sink node through a unidirectional tree of paths. However, D-MAC has

the disadvantage that it makes specific assumptions on the communication pattern among

nodes (tree-based). Those protocols require an effective synchronization, fortunately, recent
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Figure 3.7: Operation of R-MAC

developments on synchronization protocols such as [75] provides promising practical solution

for the synchronous MAC protocols.

Multi-hop MAC

Multi-hop MAC protocols are also motivated by the task of shortening the delivery latency by

duty cycling. In contrast to each of the aforementioned protocols, multi-hop MAC protocols

[76–78] support multi-hop transmission (more than two hops) in a single operational cycle.

Like single-hop protocols they usually divide the cycle into the Sync, Data and Sleep periods

as introduced by Sensor MAC. A synchronization protocol is employed in the sync period to

align the start of the cycle among all nodes in the network. In the subsequent Data period

multi-hop MAC protocols let nodes with pending packets compete for corresponding time

slots within the subsequent Sleep period. Hence, the actual data is transmitted in the Sleep

period.

In order to support multi-hop transmission, the multi-hop protocols exploit cross-layer

information from routing layer. The information is then encapsulated in some additional

fields in MAC layer’s packets. Therefore, the nodes can recognize the ongoing transmissions

and schedule their radio to take part in the transmission. Fig. 2.7 shows the operation of

R-MAC [77], by embedding cross-layer information, a control packet, i.e., pioneer (PION)
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can be received as RTS, CTS at an upstream node, and a downstream node respectively.

The protocol not only significantly reduces end-to-end delay in multiple hop relaying but

also furthermore save energy wastage by control overhead.

3.2 Summary

In this chapter, we give a brief survey of MAC protocols for sensor networks. First, we

introduce the duty cycling mechanism, which is widely adopt by almost all MAC protocols.

Secondly, we introduce a classification of MAC protocols in wireless sensor networks with a

detail discussion on the contention-based MAC protocols. Those contention based protocols

are divided into two categories of asynchronous and synchronous. In each category, we have

investigated the subcategories and the protocols that belong to each subcategory. We also

mention the advantages and disadvantages of those state-of-the-art protocols.
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Chapter 4

Minimizing Overhead in Multi-hop
MAC Protocols

This chapter introduces an approach in designing MAC protocol for low data rate sensor

networks, in which throughput is not a major requirement. The challenges or designing

goals are achieving good performances on both energy efficiency and delivery latency. Our

approach is based on the state-of-the-art one that combines duty cycling and multi-hop

forwarding. However, the unique of our approach is exploiting natural characteristics of

wireless channels to achieve those design goals.

4.1 Introduction

4.1.1 Wireless Channel

A channel model for wireless sensor node can be described in the Fig. 3.1. Tx Range,

CS Range is denoted for Transmission Range and Carrier Sensing Range, respectively.

When a wireless sensor S is transmitting, its radio wave covers a circle with radius radi-

ated area, and the wave will affect surrounding wireless sensors. The effect depends on the

distance from other sensors to S, denoted as d. Specifically, wireless sensor nodes around S

can be partitioned into three classes:

• The nodes at a distance d ≤ Tx Range are able to correctly decode the signal and

receive packet.

• The nodes at a distance d, where Tx Range < d ≤ CS Range, are not able to correctly

receive data from S. However, when S is transmitting they observer the channel busy,

and often defer their transmission.
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Figure 4.1: Wireless channel model

• The nodes at a distance d, d > CS Range, can not see any significant change of energy

when S is transmitting. Therefore, they can start their transmission, but the quality of

transmission may be affected by the energy radiated by S.

This type of channel model is first introduced in IEEE 802.11 [79], it then is adopted by

many commercial wireless sensor products and IEEE 802.15.4 [61]. The channel model has

strong effects on MAC protocols’ performances. It is therefore necessary to understand the

advantages and disadvantages of the model when designing MAC protocols.

4.1.2 Multi-hop MAC protocol

Energy efficiency is a requirement when designing a MAC protocol for wireless sensor net-

works. To reduce needless energy use, most MAC protocols exploit the duty cycling tech-

nique, in which the radio frequently turns on and off in each operational cycle. Among those

protocols, the multi-hop MAC protocol, e.g., routing enhanced MAC (RMAC), enables

multi-hop transmission to minimize the latency burden, which is the main disadvantage of

duty cycling. In each cycle, when nodes are awake, the multi-hop protocol can exploit the

cross-layer information to initialize the multi-hop flow and the data packet transmission is

23



scheduled in the subsequent sleep period. This technique, however, introduces the long lis-

tening period problem in which nodes have to keep the radio on even when no flow data

is scheduled. In addition, the protocol still incurs a large control packet overhead. In this

chapter, we present LO-MAC (Low Overhead MAC) protocol, which exploits characteristics

of the channel model and bypass those problems. LO-MAC solves the long listening prob-

lem by adding a short period after the synchronized process. In this period, we use carrier

sensing as a binary signal, which lets the nodes know the traffic status of the network. After

the period, nodes go to the sleep state when no data exists in the network; otherwise nodes

involves in multi-hop data transmission. To minimize the control overhead, we force one

packet to play more than one role not only in the initial transmission period but also in the

data transmission period.

4.2 Protocol Description

4.2.1 Overview

LO-MAC is a duty cycling contention-based MAC protocol, which employs Carrier Sense

Multiple Access with Collision Avoidance (CSMA/CA) for accessing channel task. In LO-

MAC, the packet structure, Short Inter-Frame Space (SIFS), and Distributed Inter-Frame

Space (DIFS) are inherited from IEEE 802.11 [79]. The protocol supports multi-hop trans-

missions in an operational cycle, which is divided into four periods: Sync, Carrier Sensing,

Data, and Sleep. LO-MAC’s nodes wake up together at the beginning of the Sync period,

during which they exchange SYNC packets to synchronize their local clocks. In the Carrier

Sensing period, an adaptive mechanism, which exploits the carrier sensing technique, is in-

troduced. The mechanism notifies the nodes of the existence of traffic in the network, and

lets them follow either a busy or idle cycle. In the idle cycle the nodes turn off radios to save

energy after the Carrier Sensing period. Otherwise, in the Data period the nodes exchange

cross-layer control packets to schedule multi-hop data transmissions in the subsequent Sleep

period.
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4.2.2 Lightweight Traffic Adaptive Mechanism

The Data period is a key parameter of multi-hop MAC since it is necessary to initialize

the multi-hop transmission in oder to achieve a balance between energy efficiency and low

delivery latency. However in low data rate environments, it is possible that most cycles the

nodes have no packet to be transmitted. In that case, nodes needlessly waste energy during

the Data period. The multi-hop MAC is more efficient if it can let the nodes go to sleep

when there is no data in the network, and otherwise keep the implementation of multi-hop

flow transmission. To accomplish that issue, we add a short period named Carrier Sensing

(length Tcs) right before the Data period. During the Carrier Sensing period, the nodes

without pending packets utilize clear channel assessment (CCA) to determine whether the

channel is busy or idle. On the other hand, the node with a pending data and the node

sensing channel busy immediately broadcast busy packets. Thus, all nodes that carrier

sensed the channel as busy or transmitted a busy packet will recognize the existence of data

packet and remain on during the Data period. Rather than every node waking up for the

whole Data period, a node only wake up for Tcs when there are no packets to be transmitted

from its neighborhood nodes.

The benefit of the Carrier Sensing period is that the total length of the carrier sensing

process, even in multiple hops, is negligible if compared with the length of the Data period.

This is possible when the CCA time for compliant radio is reported less than 15 µs in a

typical sensor mote [80] as well as in the specification of IEEE 802.11 [79]. In our evaluation,

we used a much larger Tcs which is designed to support a very large number of hops in the

multi-hop flow. Additionally, busy tones do not contain any information that needs to be

decoded. The only function of busy tones is to enable other nodes to detect the channel as

busy. The advantage of not having information in a busy tone is that multiple nodes can

transmit simultaneously, causing collisions at the receivers without hindering the protocol.

If a collision occurs at a receiving node, the node can still detect the channel as busy and

remain on for the Data period. We set the maximum number of busy tones a node can send
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Figure 4.2: Adaptive Scheme in Carrier Sensing Period

in the Carrier Sensing period to one. The nodes those are sending the busy packets cannot

sense the channel, but this case still works in LO-MAC because the nodes already know the

channel as busy; therefore, they remain awake in the subsequent Data period.

Figure 3.2 illustrates two types of operational cycles in LO-MAC. Two nodes I1 and I2

exchange SYNC packets during the Sync period. If these two nodes sense the channel as idle

during the Carrier Sensing period, they follow an idle cycle. Otherwise, they follow a busy

cycle and take part in a multi-hop forwarding flow in the upcoming Sleep and Data periods.

The adaptive mechanism was first introduce in our previous work [78]. We applied to

RMAC and introduced a new protocol RMAC-CS (RMAC with Carrier Sending method).

The results show that RMAC-CS outperforms RMAC in term of energy efficiency but slightly

achieve a longer latency.

4.2.3 Multi-hop Data Transmission in a Busy Cycle

In wireless networks, an inherent characteristic is the broadcast nature, meaning that an

active node usually “hears” a packet when it is within transmission range of nodes partici-

pating in a transmission. Depending on the content of the packet and the process of handling

the received packet at the node, the broadcast nature may be advantageous or become a

source of overhearing overhead (i.e., the node has to receive useless packets). We use this
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Figure 4.3: LO-MAC in a busy cycle

characteristic to enable multi-hop transmission and conserve energy in designing LO-MAC.

Figure 3.3 gives an overview of multi-hop transmission in a LO-MAC’s busy cycle. The

scenario includes four nodes: source S, intermediate nodes (I1 and I2), and destination D.

All nodes wake up together at the beginning of the Sync period. They keep their radios on

at least until the beginning of the Data period since the traffic-adaptive mechanism allows

them to detect the existence of pending data at S. During the Data period, a multi-hop

transmission is initiated as follows. S starts to transmit the first cross-layer control packet

to I1, and I1 stores the cross-layer information then modifies and relays the control packet

to I2. The process is repeated at I2, and the control packet reaches D. The cross-layer

information is used to schedule the wake up time in the subsequent Sleep period. The nodes

are woken up at the scheduled time and implement the multi-hop data packet transmission

similar to relaying control packet.

Initializing multi-hop transmission

The initialization of multi-hop transmission is implemented in the Data period by exchanging

the PION packets. In LO-MAC, the construction of a PION packet and the exchange

process are inherited from RMAC [77]. The PION packet is constructed by adding cross-

layer fields to the original IEEE 802.11 RTS packet. The additional fields, which comes
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Figure 4.4: PION exchange in LO-MAC

from routing layer, are hop count (the number of hops the PION has traveled) and the final

destination. Hence, the new packet PION can achieve both a RTS/CTS role as well as

provide a scheduling function.

PION is initiated by the source node and relayed by the intermediate node during the

Data period. During its entire life cycle, a PION packet keeps an RTS nature regarding

a downstream node and a CTS nature regarding an upstream node. We describe a PION

exchange progress for a simple 4-node scenario in Fig. 3.4. The source node S has a data

packet, and starts its PION after a contention window (CW). Intermediate node I1 receives

and relays the PION to its downstream node I2. The PION from I1 serves as both a CTS to

S and an RTS to I2. However, in contrast to the traditional RTS/CTS, after sending a PION

packet, the node has to wait at least until the subsequent Sleep period to implement the

actual data transmission. Upon receiving I1’s PION, I2 performs the same steps as I1. This

process of receiving a PION and immediately transmitting another PION continues until

either the final destination has received the PION or the end of the current Data period is

reached.

As mentioned, the PION packet also provides scheduling information for all nodes in its

relay path. The hop count field of a PION packet is used to schedule the wake-up time of

nodes in the Sleep period. Unlike RMAC, the LO-MAC scheduling function works as follows:
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Suppose a node is the ith hop during the PION transmission. We denote its wake-up time

in the Sleep period as Twakeup(i). Twakeup(i) is the subsequent time difference from the start

of the Sleep period, and is calculated as

Twakeup(i) = (i− 1)(lDATA + lSIFS) (4.1)

Here, lDATA is the time to send a single data packet and lSIFS is the length of SIFS period,

respectively. To simplify, LO-MAC assumes all data packets in the sensor network are the

same size, so lDATA could be a preset value. Otherwise, the lDATA information can be

included in the PION packet, so every node can calculate the correct wake-up time.

In a single cycle, the maximum hop count value also indicates the number of hops over

which PION was relayed. This value depends on the length of the Data period, which is

primarily determined by the duty cycle if the length of Tcycle is fixed. To gain the full benefit

of LO-MAC, we need to find the best duty cycle length for the network.

Multi-hop Data Transmission

Similar to RMAC and other multi-hop MAC protocols, LO-MAC’s multi-hop data transmis-

sion is also implemented in the Sleep period. A source node immediately generates a data

packet for a downstream node at the beginning of the Sleep period, and it stays awake at
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least the SIFS plus a small period to receive an acknowledgment signal from its neighbor.

The data packet needs the SIFS for packet processing in each node, and after that it is

relayed to a downstream node in the same way as for the PION packet. When the data

packet is relayed by each intermediate node, it also plays an ACK function for the upstream

node.

To fulfill the ACK function, after transmitting a data packet, the node stays in the awake

state for a short period to listen to the channel and verify the next hop transmission when

the channel is sensed busy. If the channel is idle that mean the node receives no ACK signal,

retransmission of the data packet is requested. When the data packet reaches the destination

node, after SIFS the destination node sends an ACK to complete the transmission. Nodes go

to sleep when they snoop the ACK signal or receive ACK packets. In the mentioned scenario,

since all nodes know their Twakeup after the Data period, as soon as the Sleep period starts

nodes S and I1 immediately start their data packet sending/receiving. Other nodes in a

multi-hop path that has successful PION transmission in the Data period go to sleep to save

energy. Each node later wakes up at the ordered time to receive the data packet from the

upstream node and relays the packet to the downstream node. For example, node I2 can

go to sleep when the Sleep period begins, but it wakes up at the scheduled time when I1 is

ready to forward the data packet to I2. This process is described in Fig. 3.5.

In the LO-MAC protocol, we also keep the Network Allocation Vector and Frame Loss

Handling as in RMAC.

4.3 Performance Evaluation

We used the network simulator ns-2 [81] to evaluate LO-MAC ’s performance. Each sensor

node had a single omni-directional antenna through which the combined free space and two-

ray ground reflection radio propagation models were employed. Key networking parameters

are shown in Table 3.1, where power consumption parameters were set to typical values for

a Mica2 radio (CC1000) [82]. The 250m transmission range and the 550m carrier sensing
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Table 4.1: Networking parameters
Bandwidth 20 Kbps TxRange 250 m
Rx Power 0.5 W Carrier Sensing Range 550 m

Sleep Power 0.05 W Contention Window (CW) 64 ms
TxPower 0.5 W DIFS 10ms

Idle Power 0.45 W SIFS 5 ms

Table 4.2: Packet parameters
Packet Size(bytes) Transmission time(ms)

SYNC/RTS/ACK 10 11
DATA 50 43.0
PION 14 14.2

Table 4.3: Time duration parameters
Tcycle Tsync Tdata Tsleep

dc=5% 4465 ms 55.2 ms 168 ms 4241.8 ms
dc=10% 4465 ms 55.2 ms 391.3 ms 4018.5 ms

range were modeled after the 914-MHz Lucent WaveLAN DSSS radio interface; although

not typical for a sensor node, we used these parameters to make our results comparable to

RMAC. In our evaluation of power efficiency, we focused on the energy consumed by radios,

but ignored the energy consumed by other components such as CPU and memory [83]. The

transmission time and size of packets are listed in Table 3.2. All the duration parameters of

an operational cycle of RMAC are presented in Table 3.3. We denoted the length of a cycle

and the durations for Sync, Data, Sleep periods as Tcycle, and Tsync, Tdata, Tsleep respectively.

These durations were calculated with two different duty cycles at 5 and 10%. Note that

the duty cycle parameter dc is calculated as follows: dc = (Tsync + Tdata)/Tcycle, whereas

Tcycle is fixed at 4465 ms. In the evaluation of LO-MAC, we used the same dc-related and

duration-related parameters as in the RMAC’s, except the Tsleep. Since we added a 5-ms

Carrier Sensing period in LO-MAC, the length of Sleep period is shortened an amount of

Tcs.

To simplify our evaluations, we ensured that networks we used were connected networks.

In addition, we did not include routing traffic in the simulations. We also assumed that

there is a routing protocol deployed to provide the shortest path between any two nodes.

We simulated two scenarios: a multi-hop chain and a network scenario. In the chain scenario,
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Figure 4.7: Network scenario contains 200 nodes in 2000× 2000 m area

the nodes were arranged in a straight line and their neighbors were placed 200 meters apart,

as shown in Fig. 3.6. In the network scenario, 200 sensor nodes were uniformly in a random

pattern within a 2000 meter square area. The sink node was located in the upper right

corner of the area, as shown in Fig. 3.7.

4.3.1 Multi-hop chain scenario

We first evaluated LO-MAC in an 11-node chain scenario. In this evaluation, we used a

single flow to send packets at a constant rate from node 0 at the beginning of the chain

to the destination node 10, which is farthest node from the source. We varied the interval

between two consecutive packets from 10 to 60 seconds. Each simulation lasted for a total of

3600 seconds, and the duty cycle was kept to 5% in all nodes. We compared the performance

between LO-MAC and RMAC.

Figure 3.8 shows the average energy consumption over all the sensors in the chain. The
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Figure 4.8: Average energy consumption in chain scenario

average energy consumption was calculated by dividing the total energy consumed in the

simulation by the total number of sensors. The error bars show the minimum and maxi-

mum values for a single sensor’s energy consumption. When the traffic load increased, i.e.,

the packet interval decreased, the nodes in RMAC and LO-MAC increased their energy

consumption, but the LO-MAC’s nodes consumed less energy than RMAC’s. Specifically,

when the packet interval was 60 seconds, the average energy consumption in LO-MAC was

approximately 75.1% of that of in RMAC, and this value approximated to 59.4% when the

packet interval was 10 seconds. We can conclude that LO-MAC outperformed RMAC in

terms of energy efficiency. There were two reasons for this. The first one was LO-MAC

had the adaptive mechanism, the nodes save power by turning the radio off when no data

packet existed in the idle cycles. The second was during the busy cycles in LO-MAC, the

nodes transmitted fewer packets than in RMAC. For example, for an N-hop transmission

in a cycle, the RMAC’s nodes transmitted (N− 1) more ACK packets than the LO-MAC

nodes. Moreover, the same amount of energy was consumed for receiving the ACK packets.

Figure 3.9 shows the average delivery latency in the multi-hop chain scenario. The error

bar shows the minimum and maximum values of delivery latency. Using an additional period

(Tcs), the starting point of data transmission (i.e., the beginning of Sleep period) in LO-MAC
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Figure 4.9: Average latency in chain scenario

was later than in RMAC. However in LO-MAC a node finished the data transmission sooner

than in RMAC, since LO-MAC’s node did not send the ACK packets as mentioned above,

that means the node just needed a SIFS to start its data relaying. Moreover, the transmission

time of an ACK was even longer than Tcs, so the delivery latency in LO-MAC was shorter

than in RMAC. However the difference between those two values was negligible if comparing

with Tsleep. As shown in Fig. 3.9 in this scenario, almost he packets needed more than one

cycle to reach the destination, hence they were incurred the sleep latency. In addition, the

random process of selecting time slot in the contention window also affected the latency. The

sooner the time slot was selected, the better value of latency was achieved as proven in our

previous work [84]. Then we conclude LO-MAC and RMAC achieve comparable delivery

latency in the multi-hop chain scenario.

4.3.2 Random network scenario

In the evaluation of the network scenario, we adopted the same traffic generation method

that was introduced in the original RMAC’s paper. The traffic load was generated as follows.

At a periodic interval of 50 seconds, a sensor node was randomly selected to send one data
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Figure 4.10: Average energy consumption in network scenario

packet to the sink at the top-right corner. If a node was selected to send a packet, it

was taken out of the selection pool. The selecting order was similar in both LO-MAC and

RMAC’s evaluations. The number of packets was varied from 0 to 100; and the total time

of each simulation was 5300 seconds. In this evaluation, we used two values of the duty

cycle 5% and 10% to investigate the effect of duty cycle to the performance. We denoted

LO-MACdc=5%, RMACdc=5% and LO-MACdc=10%, RMACdc=10% as LO-MAC and RMAC in

the cases of 5% and 10% duty cycle respectively. The evaluation results for the random

network scenario are shown in Fig. 3.10 and Fig. 3.11.

In Fig. 3.10, the middle point is the average value of energy consumption. The average

energy consumption value was calculated by dividing the total energy consumption by the

total number of nodes. The error bars express the maximum and minimum values of a

node’s energy consumption during the simulation time. When there was no traffic in the

network, the nodes in LO-MACdc=5% and LO-MACdc=10% consumed the same amount of

energy, but less than those in RMAC. That shows the maximum effect of the adaptive

method in terms of energy saving. In this case, RMACdc=10%’s nodes consumed more energy

than RMACdc=5%’s, since Tdata in RMACdc=10% is larger than the one in RMACdc=5%. When
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Figure 4.11: Average latency in network scenario

the traffic load increased, the energy consumption in all four scenarios increased. Among

them, LO-MACdc=10% achieved the best performance in energy saving. Moreover the LO-

MAC’s protocols have better performance comparing with those of RMAC regardless of duty

cycle value. That was because 50 seconds was long enough for a packet to be successfully

received at the sink, in most cases only one data flow was transmitted in the network. If

there was no packet in the network, sensor nodes still consume energy because they have

to exchange synchronized information during the Sync period and “listen” to the channel

during the Carrier Sensing period. Another interesting observation from Fig. 3.10 is that

with the higher value of duty cycle, the RMAC’s nodes consumed more energy but the LO-

MAC’s nodes did less. That shows the dominant benefit of multi-hop MAC, the longer the

Data period is, the more hops a packet can travel in a cycle. Therefore, a packet may need

fewer cycles to reach the destination, then the number of idle cycle was increased or the

more energy was saved.

Figure 3.11 shows the average value of delivery latency, and the error bar shows the

maximum and minimum values. We had the same conclusion as in the chain scenario in

the case of 5%-duty cycle, since the difference between the average latency in RMACdc=5%
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Figure 4.12: CDF of energy consumption in network scenario

and LO-MACdc=5% is negligible. However, the latency in LO-MACdc=10% is slightly shorter

than that in RMACdc=10%. The reason was that all of the packets were transmitted from

the random nodes to the sink in one operational cycle.

To furthermore investigate the performance of the protocols, we simulated in the same

network scenario with the same traffic model, but the total number of generated packet was

200. The total simulation time was 10300 seconds. We measured the energy consumption

of each node and tracked the delivery latency of all packets. The cumulative distribution

function (CDF) of the energy consumption and the delivery latency was shown in Fig. 3.12

and Fig. 3.13 respectively. The results in Fig. 3.12 indicate that even with 5% duty cycle,

LO-MAC outperformed the two cases of RMAC, and LO-MACdc=10% achieved the best in

terms of energy efficiency. Moreover, Fig. 3.13 shows that in LO-MACdc=10% the delivery

latency was comparable with the one in RMACdc=10% but outperformed the others.
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Figure 4.13: CDF of latency in network scenario

4.4 Summary

We proposed LO-MAC, which is an energy efficient, multi-hop MAC protocol for low data

rate sensor networks. LO-MAC exploits the characteristics of wireless communication to

achieve energy efficiency and low delivery latency. The traffic-adaptive mechanism based

on carrier sensing effectively controls the length of the Active period in a cycle; hence,

preventing the long Listening period problem. Moreover, LO-MAC relays a packet via

multiple hops to reduce end-to-end latency. During the relaying path, a packet from one

node often plays two roles to its upstream and downstream neighbors by exploiting the

broadcast nature of wireless communication. By doing so, the number of transmissions is

significantly reduced; hence, the protocol can effectively prevent overhearing and control

overhead. Our simulation results showed that LO-MAC outperformed RMAC in terms of

energy efficiency, and achieved comparable delivery latency.
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Chapter 5

Improving Efficiency of MAC
Protocols using Packet Concatenation

Wireless sensor networks may have dynamic traffic loads since the sensor nodes are dis-

tributed and sensing events unpredictably happen. In previous chapter, the multi-hop MAC

protocol achieves a good trade-off between energy efficiency and latency in light traffic load

environments. However, the original multi-hop MAC degrades its performance under high

traffic loads. In this chapter, we present an extension of the multi-hop MAC protocol, which

handles well in dynamic load environments.

5.1 Introduction

The duty cycling mechanism achieves energy efficiency at the cost of degrading latency and

throughput performance. Meanwhile, an increasing number of prospective applications not

only impose requirements on energy efficiency but also on other characteristics such as delay

and throughput [85,86]. Therefore, many improvements to the initial mechanism have been

proposed. Among them the idea of forwarding a packet through several hops within one

duty cycle, as initially shown in RMAC [77] (Routing enhanced MAC), has proven to be

particularly efficient in achieving those goals. The proposed protocols use a single control

packet instead of the common RTS/CTS (Request-to-Send/Clear-to-Send) pair to setup a

flow across multiple hops. Since next-hop information is required when setting up the flow

this is essentially a cross-layer optimization.

The state-of-the art multi-hop protocol named Demand Wakeup MAC (DW-MAC) [76]

can support dynamic traffic load environments. It divides the cycle into the sync, data and

sleep periods as introduced by Sensor MAC [44]. However, in DW-MAC the sleep period
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is employed for data transmissions. DW-MAC uses a one-to-one proportional scheduling

function to determine the start of data packet transmissions based on the start of the corre-

sponding control packet in the data period. Therefore, nodes in DW-MAC can be involved

in multiple traffic flows without causing data-data collisions in the sleep period. However,

DW-MAC still incurs idle listening overhead in the data period, allows for data-ack collisions

and saturates very fast when the traffic load increases.

In this chapter we propose a new multi-hop MAC protocol, named MAC2, which joins

several techniques to overcome the mentioned disadvantages of DW-MAC.MAC2’s advanced

characteristics are:

• MAC2 utilizes an adaptive scheme that can adjust the length of the listening period in

a cycle according to the traffic load.

• MAC2 inherits the demand wakeup manner from DW-MAC to transmit data, but it

optimizes the scheduling function to achieve minimum latency and guarantee collision

freeness in the sleep period.

• MAC2 employs a packet concatenation scheme which combines several packets into a

bigger one to reduce control overhead.

5.2 Protocol Description

MAC2 is a synchronous contention based protocol. The protocol employs Carrier Sense

Multiple Access with Collision Avoidance (CSMA/CA) to access the channel. The packet

structure and the concepts of Distributed Inter-Frame Space and Short Inter-Frame Space

are taken from IEEE 802.11, but otherwise MAC2 does not depend on a particular stan-

dard. Similar to other duty cycling protocols, the operational cycle of MAC2 contains three

periods: Sync, Data, and Sleep with their lengths denoted as TSync, TData, and TSleep. In

the Sync period, MAC2 adopts an adaptive mechanism which can adapt to the traffic load

and lets nodes follow either a busy or an idle cycle. In the idle cycle nodes sleep to save
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Figure 5.1: SYNC exchange in busy and idle cycle

energy after the sync period. In the busy cycle on the other hand they keep their radio on

and exchange cross-layer control packets to reserve time slots for data transmissions in the

subsequent Sleep period. MAC2 inherits Demand Wakeup MAC’s (DW-MAC’s) [76] on-

demand manner in which nodes are woken up during the Sleep period in order to transmit

or receive a data packet.

5.2.1 Adaptive Scheme in Sync Period

MAC2 uses the synchronization protocol proposed in S-MAC just like RMAC and DW-

MAC. All nodes use the exchange of SYNC packets to choose and maintain the sleep/awake

schedule. In addition, MAC2 employs an adaptive method in which nodes can adjust their

listening periods themselves according to the network traffic. When there is no data in the

network, nodes follow an idle cycle with a short listening period (TSync), otherwise they

follow a busy cycle with a long listening period (TSync + TData). We use the first bit of the

SYNC packet to convey this information. When the bit is set, the new SYNC packet, called

signaling SYNC, tells all the listeners to extend their listening periods. Thus, if a node has

data to transmit, it constructs a signaling SYNC first and broadcasts it to its neighbors.

When a node receives a signaling SYNC from one of its neighbors, it sets its clock to the long

listening duration. After that, if the remainder of the Sync period is long enough to transmit

another SYNC packet, the node will broadcast a new signaling SYNC to its neighbors. We
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assume that the length of the Sync period is long enough to rebroadcast the SYNC to the

entire network, and each node sends only one SYNC packet. We also assume that signaling

SYNC packets always win the channel over a normal SYNC (i.e. the first bit is not set). The

assumption can be achieved by setting a smaller carrier sense duration for signaling SYNC

transmissions. However, if the signaling SYNC does not win the channel, the protocol still

works since it repeats the same process in the subsequent cycle.

Figure 4.1 illustrates the operation of MAC2 in both an idle and a busy cycle. At the

beginning of each Sync period, N1 and N2 implement carrier sense. If there is no traffic in

the network, N1 and N2 go to sleep at the end of the Sync period; they follow the idle cycle.

If node N1 has data to transmit, it sends a signaling SYNC packet to its neighbors including

N2. The nodes follow the busy cycle.

This adaptive method can be applied to other synchronous protocols, e.g. RMAC, as

we have done in a previous work [87]. The results show that by using an adaptive method

RMAC consumes less energy while achieving comparable latency.

5.2.2 Data Forwarding in a Busy Cycle

In this subsection, we introduce the concatenation scheme which concatenates several packets

in the queue before scheduling the transmission, and MAC2’s operation in a busy cycle.

5.2.3 Concatenation Scheme

In all duty cycling protocols nodes often have to queue pending packets for an extended

amount of time since the sleep period is typically much longer than the active period. This

is especially true since although the radio is switched off periodically the sensors are for

most sensor network applications kept on at all times. The resulting frequent packet bursts

suggest packet concatenation as a means of both improving energy efficiency and latency.

Two properties of WSNs make concatenation especially attractive. Firstly, all packets are

predominantly addressed to one and the same sink, thereby fulfilling the major requirement

of packet concatenation. Secondly, data packets are usually small and therefore the gains
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A Super Packet

MAC header CRC nCRC 1Length 1 Packet 1 Length n Packet n

Figure 5.2: Super packet structure

from reducing control packet overhead are comparatively large.

Similar to DW-MAC and S-MAC, the data packet usually contains three parts: payload,

length field and CRC field. When the MAC-layer processes the data packet, it attaches

the MAC header. As we mentioned before all MAC headers share the same destination

address in single sink networks since all data is directed towards the sink. In our scheme,

we concatenate several packets into a super packet before adding the MAC-header to it. We

denote the length of the resulting super packet as lSP , which is always less than or equal to

the concatenation threshold lTH .

Figure 4.2 shows the structure of a super packet. Super packets are constructed from

one up to n smaller packets and contain, for each encapsulated packet, its payload plus the

length and CRC fields. Although these fields could theoretically serve other purposes as well

we only use the length field to reconstruct the original packets from a super packet at the

receiver. In case a super packet can not be transmitted because the node does not win the

channel, its packets are requeued for later transmission.

Multi-Hop Forwarding in a Busy Cycle

In a busy cycle, nodes keep their radio on after the Sync period. At the start of the Data

period nodes with pending data construct a super packet (SP) from one or more packets in

their queue and set up the multi-hop flow by sending a control packet. The control packet,

named scheduling packet (SCH) as in DW-MAC, is constructed by adding cross-layer fields

(next-hop, destination, and number of hops) from the routing layer to the IEEE 802.11

RTS [79] packet. If the multi-hop flow is successfully initialized, node i in the flow calculates
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Figure 5.3: MAC2 in a four-node scenario

its wakeup time in the next Sleep period following the proportional mapping function:

T i
S

T i
D

= R (5.1)

where T i
D is the duration from the beginning of the Data period to the starting moment

of the SCH transmission, T i
S is the duration from the beginning of the Sleep period to the

starting moment of the super packet transmission, and R is the mapping function value. In

DW-MAC the value of R is Rorg =
TSleep

TData
, but in MAC2 we use the Rmin value that we are

going to introduce in the next section in order to minimize latency. By using a proportional

mapping function, we can schedule more than one SCH exchange in the Data period and

therefore more than one data flow.

We illustrate the operation of MAC2’s multi-hop scheduling and multi-hop forwarding

in the simple 4-node scenario in Fig. 4.3. Node N1 has data pending in its queue; it uses

the concatenation scheme, as explained in the previous section, to construct a super packet.

N1 uses the CSMA/CA protocol to contend for the channel. If N1 wins, it will start by

sending the 1st SCH after a Distributed Inter-Frame Space (DIFS). The intermediate nodes

N2 and N3 relay the SCH packet and at each node, the time taken to process the SCH is

one Short Inter-Frame Space (SIFS). During the relay process, the SCH packet serves as an

RTS for the next hop and a CTS for the previous hop. In conclusion, the SCH packet from
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the source node only serves as an RTS and the SCH packet of the destination node only

serves as a CTS. Based on Rmin, nodes will wake up at the correct time to transmit/receive

data in the Sleep period.

5.3 Performance Analysis

5.3.1 Achieving Minimum Latency

Using the proportional mapping (4.1) with R =
TSleep

TData
, any two data packets (in this case SP

packets) never collide at an intended receiver as proven in the original DW-MAC paper [76].

However, there is a possibility of collision between SP and ACK packets. In this subsection

we present the conditions of the mapping function to guarantee that there will be no SP-

ACK collisions. In the following analysis and the remainder of this paper we assume that

the bit error rate is zero for all transmissions.

We investigate a multi-hop relay in a busy cycle. Node i and its neighbor, node (i + 1),

always satisfy the following equation:

R =
T i
S

T i
D

=
T i+1
S

T i+1
D

(5.2)

The intervals between the time transmitting SCH packets and SP packets of two nodes,

∆T i
S, ∆T i

D, are defined as follows: ∆T i
S = T i+1

S − T i
S and ∆T i

D = T i+1
D − T i

D.We can obtain

R by using the property of equal fractions series from (4.2):

R =
∆T i

S

∆T i
D

(5.3)

However, when a node receives an SCH packet from its previous hop in the Data period,

it needs a duration of SIFS to process and relay the packet to its next hop. Assume lSP ,

lACK , lSIFS to be the length of SP, ACK, and SIFS, respectively, hence ∆T i
D = lSCH + lSIFS.

To guarantee no SP-ACK collision in the Sleep period, for example at node (i + 1), node
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(i+ 1) should start to transmit its SP packet after node i receives its ACK.

∆T i
S ≥ lACK + lSP + lSIFS + δ (5.4)

δ can be considered as the state transition time, and it is negligible compared with other

timing parameters. Using (4.3) and (4.4) we can get the condition which guarantees no

SP-ACK collision with all possible length of SP in a multi-hop flow:

R ≥ lACK + lTH + lSIFS

lSCH + lSIFS

(5.5)

In the following we will present a theorem and proof for a collision free receiver:

Theorem 1 There will be no collision at the intended receivers in the Sleep period if R

satisfies condition (4.5).

Proof 1 If the nodes are the intended receivers in the Sleep period, that means their SCH

packets have been successfully exchanged in the previous Data period. We then prove the

above theorem by contradiction. Assume that there is a collision at a receiver i. If there is

one flow in the network we can easily find that it can only be an SP-ACK collision. And

with (4.5) that collision does not occur. If there is a collision between two flows at node i,

node i takes part in two SP-ACK transmissions of two neighbors n1, n2. We denote time

to start to transmit these two SP packets (SP1 and SP2) by T n1
S and T n2

S . Since there is a

collision at node i, and max{lSPj} ≤ lTH (j = 1, 2):

|T n1
S − T n2

S | < lTH + lSIFS + lACK (5.6)

If node i is the intended receiver of two data packets it means that it successfully relayed

two SCH packets (SCH1, SCH2) in the previous Data period. Assuming T1i
D = T n1

D +

lSIFS + lSCH , and T2i
D = T n2

D + lSIFS + lSCH . Because the node has to wait at least for the
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confirmation SCH in a flow before joining another flow, we have:

|T1i
D − T2i

D| ≥ lSIFS + lSCH (5.7)

From (4.6) and (4.7) we have:

R =
|T n1

S − T n2
S |

|T n1
D − T n2

D |
<
lACK + lTH + lSIFS

lSCH + lSIFS

(5.8)

Hence, we can conclude that the transmissions are collision free at any intended receiver.

We set Rmin = lACK+lTH+lSIFS

lSCH+lSIFS
and show that among all values of R, Rmin gives the

minimum delay. The delivery latency is proportional to the number of hops from the source

node. In duty cycling protocols, the data transmission can only be initialized during the

active period of the radio. Thus, a newly generated packet is initially delayed by TCycle/2

on average (denoted as TInit), TCycle = TSync + TData + TSleep.

Assuming that the destination is h hops away from the source node, the average delivery

latency of a node h hops away from the source node L(h) is:

L(h) = TInit +NC(h,N)× TCycle + Tlast(h,N) (5.9)

Here, N is the number of hops a packet passes in one cycle and NC(h,N) is the number of

cycles a packet passes before the last cycle, and NC(h,N) is specified as follows:

NC(h,N) =

 b
h
N
c if h%N > 0

b h
N
c − 1 otherwise

(5.10)

where b.c is the floor function and % is the modulo operation. Tlast(h,N) is the latency in

the last cycle and can be calculated as:

Tlast(h,N) = T
Nlast(h,N)
S + lSP + lSIFS + lACK (5.11)
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where Nlast(h) is the number of hops that the packet passed in the last cycle.

Nlast(h,N) =

 h%N if h%N > 0

N otherwise
(5.12)

Since SCH relays are similar for all R, from (4.1)(4.9)(4.10)(4.11)(4.12) we obtain that

the minimum latency is achieved when R is at a minimum. The same proof is shown in

our previous work for DW-MAC [84]. Since we use lTH to express the packet length in the

mapping function, the delivery latency of a single packet becomes longer in case lSP < lTH .

However, this slight inefficiency exists only in low traffic environments. Once the traffic load

increases, lSP will often be equal to lTH and the difference in latency will become negligible.

In any case, the throughput per cycle is not affected.

5.3.2 Upper and Lower Bound of Delivery Latency

In this section we give bounds of delay under low traffic conditions. In MAC2 and other

multi-hop protocols, the number of hops (N) that a data packet can reach in a duty cycle

mainly depends on TData. The equation below expresses the relationship between N and

TData, which can be considered as the most important factor in the protocol.

TData = CW + lDIFS +N × (lSIFS + lSCH) (5.13)

Note that because of the small SCH packet, the duration of the contention window (CW )

could be used to send the SCH. In this case, the maximum and minimum values of N can

be determined as: Nmax = b TData

lSIFS+lSCH
c and Nmin = b TData−CW

lSIFS+lSCH
c.

First, we investigate the single packet scenario in which the destination is h hops away

from the source node. From (4.9) the minimum delivery latency of a node h hops from the

source node L(h) can be calculated as follows:

L(h) = TInit +NC(h,Nmax)× TCycle + Tlast(h,Nmax) (5.14)
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In addition the T
Nlast(h)
S can be calculated from (1): T

Nlast(h)
S = T

Nlast(h)
D ×Rmin, and T

Nlast(h)
D

can be calculated from T 1
D, which is the time of transmission of the first SCH in the last

cycle.

T
Nlast(h)
D = lDIFS + (Nlast(h)− 1)× (lSIFS + lSCH) (5.15)

On the other hand, the minimum value of TInit is zero, so from (4.14)(4.15), we have the

lower bound of the latency to be:

Llower(h) = NC(h,Nmax)× TCycle + ((Nlast(h,Nmax)

−1)× (lSIFS + lSCH))×Rmin + lDIFS +

lSP + lSIFS + lACK (5.16)

Now we find the value of the upper bound. A packet incurs the maximum latency when it

can traverse only Nmin hops in a cycle. Moreover, TInit will be at its maximum when the

packet is generated at the beginning of the Data period in a idle cycle. Thus, the upper

bound of latency is:

Lupper(h) = TSleep + TData +NC(h,Nmin)× TCycle +

(lDIFS + (Nlast(h,Nmin)− 1)× (lSIFS +

lSCH))×Rmin) + lSP + lSIFS + lACK (5.17)

Secondly, we investigate a scenario in which M transmitters try to send a packet to one sink,

and the number of retransmissions allowed is Nret. We assume no packet is generated while

the previously generated packets are being transmitted. When a node fails in the channel

contention process, it waits until the next cycle to contend again. Hence, the maximum

latency will be at the node which wins the channel last. After min{Nret,M} cycles, it will

start to setup the data flow:

LNret,M
upper (hmax) = min{Nret,M} × TCycle + Lupper(hmax) (5.18)
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Here, hmax is the maximum hop-count to the destination among the M transmitters. If M

is greater than Nret, (M −Nret) nodes will fail to transmit data.

Now let us investigate a scenario in which there are some SCH packets that failed to

be transmitted to next hops. If a node receives a SCH packet but cannot relay it to its

neighbor, it receives the corresponding data packet and keeps it in its queue. The reason

is that there is no collision during this Sleep period. The node can be considered as the

transmitters in the upcoming cycle. If the scenario contains several transmitters, we can

use (4.18) to investigate the upper bound of latency. Since this analysis is applied for a low

traffic environment, we can assume there will be few failed SCH packets. The upper bound

can be derived from (4.18) by replacing M with Mmax the maximum number of transmitters

or the maximum number of neighboring nodes for the specific topology.

5.4 Performance Evaluation

We use the network simulator ns-2 [81] to evaluate our analysis under a simple scenario and

the protocol’s performance under various scenarios. Each sensor node had a single omni-

directional antenna through which the combined free space and two-ray ground reflection

radio propagation models were employed. Key networking parameters are shown in Table

4.1, power consumption parameters were set to typical values for a Mica2 radio (CC1000).

The 250m transmission range and the 550m carrier sensing range were modeled after the

914-MHz Lucent WaveLAN DSSS radio interface; although not typical for a sensor node,

Table 5.1: Networking parameters

Rx Power 22.2 mW Sleep Power 3 µW
State Transition Power 31.2 mW Tx Power 31.2 mW

Idle Power 22.2 mW Tx Range 250 m
Carrier Sensing Range 550 m SIFS 5 ms

Contention Window (CW) 64 ms DIFS 10 ms
Retry Limit 5 lDATA 43 ms

lACK 11 ms lSCH 14.2 ms
lTH 243 ms ifq 2500 bytes
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we used these parameters to make our results comparable to DW-MAC. In our evaluation

of power efficiency, we focused on the energy consumed by radios, but ignored the energy

consumed by other components such as CPU and memory [83]. The original size of one data

packet is 50 bytes, which leads to a transmission time of lDATA = 43ms. The super packet

threshold is set to 300 bytes or lTH = 243ms. Note that in our simulations the transmission

time of a packet is calculated the same way as described in the RMAC and DW-MAC papers

as follows:

lpacket =
packetsize

EB
+ lpreamble + lprocessingtime (5.19)

where EB = 10Kbps stands for the effective bandwidth, lpreamble = 2ms for the transmission

time of a preamble, and lprocessingtime = 1ms for the processing time. The capacity of the

queue between the network and link layers (ifq) is set to 2500 bytes and other values are

kept similar to those used in the evaluation of DW-MAC. All time duration parameters are

shown in Table 4.2.

To simplify our evaluations, we did not include the routing traffic in the simulations. We

also assumed that there was a routing protocol deployed to provide the shortest path between

any two nodes and ensured that the networks we used in our simulations are connected

networks. As it has been shown in DW-MAC’s original paper, DW-MAC outperforms other

protocols in a wide range of traffic load conditions. Therefore, we based our protocol on

DW-MAC and also used it as a benchmark in our evaluation.

5.4.1 Latency Bounds

For the sake of simplicity, we used a chain scenario with 15 nodes. The distance between two

neighboring nodes is 200 meters. We compared the performance of MAC2 with two values

Table 5.2: Time duration parameters

TCycle TSync TData TSleep

DW-MAC 4465 ms 55.2 ms 168 ms 4241.8 ms
MAC2 4465 ms 55.2 ms 168 ms 4241.8 ms
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Figure 5.4: Achieving minimum latency

of R: Rmin and Rorg (where Rorg = TSleep/TData). As we discussed before, the number N

in (4.11) is one of the key factors in designing the multi-hop MAC protocol. We kept the

value of TCycle at 4465ms and varied TData in steps of lSIFS + lSCH to allow more hops to

be passed in one cycle. Hence, the duty cycle value (DC) also varied. Note that the DC is

calculated as follows: DC = (TSync + TData)/TCycle.

In this evaluation, the source node 0 at the beginning of the chain sends to the destination

node 14 which is the farthest node from the source, once every 30 seconds, and the total

number of packets sent is one hundred. We measured the average delivery latency and

plotted it in Fig. 4.4. The average delivery latency decreased when increasing DC. With

a DC smaller than 6% almost all packets needed three cycles to reach the destination.

Furthermore, with a DC in the range 7% − 10% they needed two cycles and one cycle

otherwise. However, in all cases, we found that MAC2 (with Rmin) has lower latency than

MAC2 with Rorg.

We evaluated the lower and upper bounds of latency in various scenarios. First, we

considered the chain scenario with a single source. The length of the chain varied from 4 to

15 hops, and the source sent a packet every 30 seconds to the destination at the end of the

chain. We kept the duty cycle at 5%, the default value in MAC2. Fig. 4.5 and Fig. 4.6 show
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Figure 5.5: Latency bounds in single source scenario

the simulations’ results and the numerical bounds’ results. The graphs of the lower and

upper bounds show that a packet can reach a node 8 hops away in the best case and 5 hops

away in the worst case, respectively. We can see that the maximum, minimum, and average

values of the delivery latency are in the range of the upper and lower bounds. The difference

between the maximum and minimum values depends on TInit. The delay never reached the

upper bound because there were no collisions in any of the cycles. This evaluation can be

a guide for us to investigate the hop length to the sink after deployment and to choose a

suitable duty cycle to satisfy the delay requirements.

After that, we investigated a scenario with two transmitters. We assumed that between

node 0 and node 1 there was an event that occurred during each 30-second interval. The

sensing range of both nodes was 200 meters. After sensing the event, nodes sent a packet

to the sink node, the farthest node in the chain. The chain length varied from 4 to 15 hops.

Node 0 and node 1 contended for the channel every 30 seconds. That is, when there was an

event, only one node could send a packet; the other one had to wait until the next cycle.

Since Nret = 5 in this case, we have min(M,Nret) = 2. We plotted the upper bound

as given in (4.18). The results shown in Fig. 4.6 lead us to the same conclusion as in the

previous experiment.
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Figure 5.6: Latency bounds in two sources scenario

5.4.2 Results in Grid Scenarios

In this scenario we use a grid of 7 × 7 cells. Each node is 200 meters apart from its direct

neighbors and the sink node is at the center of the grid. We use the Random Correlated-

Event (RCE) traffic model introduced in [76], which creates events at random locations. All

nodes that can sense a given event, i.e. nodes for which the event lies within the sensing

range, generate one data packet in response. We investigated scenarios with all nodes having

the same sensing range of 100, 150, 200, 250, 300, 350, 400, 450 and 500 meters. For each of

the sensing range’s value we ran a simulation with 200 events. With the specific number of

events we set the interval between two events (IE) to 25, 50, and 100 seconds and compared

the performance between MAC2 and DW-MAC.

Figure 4.7 shows the average energy consumption in the evaluation. In DW-MAC, the

average energy consumption increases slightly when the sensing range increases as well as the

value of IE. In MAC2, when the sensing range increases the average energy consumption

increases but the value is lower than in DW-MAC because more data packets are generated

and the nodes have to keep their radio on for more cycles. We come to the same conclusion

when IE increases. If IE is large enough (IE = 50, 100 seconds), most packets generated

by a previous event reach the sink before the next event occurs and the adaptive mechanism
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Figure 5.8: Throughput at the sink in grid scenario

can save power in some idle cycles. Therefore, we can conclude that MAC2 achieves better

energy efficiency than DW-MAC.

When the IE value is at 50 or 100 seconds, the throughput at the sink keeps increasing

along with the sensing range as shown in Fig. 4.8 and Fig. 4.9. But when IE is smaller, there

are still some packets that can not go to the sink when new events occur, DW-MAC starts to
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Figure 5.9: Delivery ratio in grid scenario

drop packets when the sensing range is at 350 meters, and the throughput slightly decreases

due to packet collision. But in the case of MAC2, the concatenation scheme is applied to

handle this situation, the throughput continuously increases and the delivery ratio is kept

at almost at 100%.

5.4.3 Results in Network Scenarios

We also evaluated MAC2’s performance under a random network scenario. A network

contains 100 nodes which are randomly deployed in the square area 1500× 1500 meter. The

sink node is located at the top right corner of the area. We generated 10 different scenarios

with 200 events each inside the area. We slightly modified the RCE traffic model to make it

more realistic. Each event is randomly generated and the interval between two subsequent

events was set to a random interval between 0 and 50 seconds. After the sink received

the final packet, we kept the network running for another 100 seconds and compared the

performance of MAC2 against DW-MAC. The evaluation results are shown in Fig. 4.10,

Fig. 4.11, Fig. 4.12, and Fig. 4.13; each average value is calculated from the results of 10

random runs and the error bars show the 95 % confidence interval.
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Figure 5.10: Energy consumption per bit in network scenario
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Figure 5.11: Throughput at the sink in network scenario

Figure 4.10 shows the energy consumption per bit which is calculated by the ratio of total

energy consumption to the throughput. We use this value to reflect the energy efficiency

of the network. When the sensing range is smaller than 200 meters, traffic load is low and

MAC2 is more energy efficient than DW-MAC since MAC2 employs an adaptive mechanism,

the nodes keep their radio off when there is no data and therefore save energy. At this level
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Figure 5.12: Delivery ratio in network scenario
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Figure 5.13: Average latency in network scenario

of traffic load, the two protocols share the same throughput performance and handle 100%

delivery ratio. When the sensing range increases, the traffic load becomes heavier and MAC2

still consumes less power than DW-MAC. The reason is the concatenation scheme is applied

and the control overhead is largely reduced. Moreover, since there are fewer packets in

MAC2’s network, the collision probability is smaller.
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The throughput performance of the two protocols is shown in Fig. 4.11. When the sensing

range grows larger than 250 meters, in MAC2 the throughput keeps increasing. In the case

where the sensing range is 500 meters, MAC2’s throughput is even 2.5 times higher than

DW-MAC’s. That is because of the effectiveness of the concatenation scheme. In DW-MAC,

although more packets are generated, the amount of data received at the sink stays almost

the same. That means more packets are dropped. The same conclusion can be drawn from

Fig. 4.12, the delivery ratio sharply decreases in DW-MAC’s case when the traffic load gets

higher. That means DW-MAC’s network reaches the saturated state faster then MAC2’s

network does. Figure 4.13 shows the end-to-end latency of the two protocols where MAC2

also outperforms DW-MAC. When the sensing range is larger than 250 meters DW-MAC’s

latency increases excessively due to the saturation of nodes’ buffers. Therefore, those values

are not shown in the figure. Note that, in MAC2 we use the earliest generated packet in the

super packet as the start point of super packet transmission. We can conclude that MAC2

is more energy, latency and throughput efficient than DW-MAC for all investigated traffic

loads.

5.5 Summary

In this chapter we present MAC2, an energy efficient, high throughput multi-hop MAC

protocol. The protocol employs multi-hop forwarding to overcome the latency burden of

duty cycling. Besides that, it is optimized to perform well in a wide range of traffic load

conditions. MAC2 derives its wake up on demand manner from DW-MAC to support

multiple traffic flows in a single cycle. Furthermore, MAC2 adopts an adaptive mechanism

that adjusts the listening period according to traffic load, minimizing idle listening. Finally,

MAC2 utilizes a concatenation scheme that can combine several queued packets for the

same destination and send them as one super packet. Throughput is significantly increased

and control overhead is reduced and evaluations of MAC2 show that it outperforms other

state-of-the-art multi-hop protocols.
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Chapter 6

Providing QoS Awareness in
Receiver-Initiated MAC Protocol

In this chapter, we present background knowledge of Quality of Service (QoS) concept in com-

munication networks. We then describe the QoS challenges, which are especially addressed

for MAC protocols in sensor networks. Finally, we present our approach in designing a QoS

Aware MAC protocol for WSNs.

6.1 Background

The term QoS is broadly used in the area of wired and wireless networks but there is a lack

of an exact definition covering all QoS meanings. International Telecommunication Union

(ITU) Recommendation E.800 (09/08) has defined QoS as: “Totality of characteristics of

a telecommunications service that bear on its ability to satisfy stated and implied needs

of the user of the service” [88]. The original definition refers QoS comprising requirements

on all the aspects of a connection, such as service response time, loss, signal-to-noise ratio,

cross-talk, echo, interrupts, frequency response, loudness levels etc. on telephone networks.

However, the definition is recently retrieved and updated; more QoS-related terms are added,

hence it can be adopted as a reference. QoS previously refers to an orchestration of resource

reservation rather than the provided service quality itself. Recently, QoS is widely accepted

as the ability of giving different priorities to various different patterns in the networks such

as users, applications, data flows, frames or packets. Hence the network users can get higher

level of performance over others through a set of measurable service parameters such as

delay, effective bandwidth, and packet loss. In traditional communication networks, the

traffic is transfered under only best-effort manner, which has been proven to have many
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disadvantages. Moreover, the development of communication medium and the diversity of

users’ demands yield various types of traffic in the networks. Therefore, it is necessary to

have QoS-guaranteed mechanism with different types of data in order to increase the network

performance and network benefit.

6.1.1 QoS Models in Communication Networks

QoS expresses the ability of a network to satisfy the requirements of the user or application

at certain levels. In a different speaking, QoS describes the level to which particular network

traffic is prioritized over other types of traffic. In traditional wire and wireless networks,

there are two main types: hard QoS and soft QoS. The applications that require hard

QoS should be provided deterministic QoS guarantees, such as strict bounds on delays,

effective bandwidth or packet losses etc. An example would be Asynchronous Transfer

Mode (ATM). The QoS service level and bandwidth delivered by an ATM network is agreed

to and guaranteed by contract. On the other hand, the applications also has tight QoS

requirements in soft QoS approach. However, the temporal violations on QoS provisioning

can be tolerated to a certain extent [89]. There are various applications related to soft QoS

in the current Internet such as VoIP, real-time network application. In order to provide

hard or soft QoS guarantees, service differentiation is the widely adopted. From theoretical

domain, there are two service differentiation models proposed for conventional computer

networks: Integrated services (IntServ) [90] and differentiated services (DiffServ) [91]. The

differentiation models are used to prioritize traffic patterns (i.e., flows or packets), map the

priorities into different service qualities. Moreover, they provide required service quality by

sharing limited resources among the traffic patterns. Fig. 5.1 presents the concepts of both

IntServ and DiffServ.

IntServ model specifies a fine-grained QoS system and follows the hard QoS approach [92].

The model maintains service on a per-flow basis; the flows can be either data-centric or

host-centric. In the context of sensor networks, the data-centric flow can be information

generated by motion sensors reacting to a common sensing event; the host-centric flow can
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be the sequence of packets between a particular source and destination. However, IntServ

model has several disadvantages, which make it inappropriate for WSNs. First, it is hard

to provide guaranteed service quality due to time varying channel capacity on the wireless

medium. Second, maintenance of the per-flow states of the sensor nodes and scalability for

dense networks are challenges. Third, IntServ model requires a reliable in-band or out-of-

band QoS signaling within the sensor network for resource reservation which is very hard or

expensive to assure in WSNs.

On the other hand, DiffServ model maintains service on a per-packet basis. The model has

a major drawback of costly memory requirement since the nodes taken part in the model’s

communication will behave as a source and an intermediate hop. However, DiffServe model

is lightweight and easy-to-implement; moreover the model operates in a multi-hop manner.

Therefore, the model is suitable and can be easily adapted to WSNs. Each type of packet

will be assigned a level of importance; and the information will be apparent for every nodes

in the network. Following this approach, not only MAC protocols but also different layers

protocols can treat the packet relying on its priority imposes. In our work, we also consider

the DiffServ model at MAC layer.

Figure 6.1: Concepts of IntServ and DiffServ models
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6.1.2 QoS Challenges in WSNs

QoS perspectives

QoS perspective refers to the aspects of QoS, which users or system designers are interested.

In WSNs, the QoS perspectives can be divided into two categories as application-specific

and network-specific [93]. These two perspectives represent the two different approaches

already followed in the literature. The application-specific perspective focuses on the quality

of the application itself. QoS is again assured by fulfilling the requirements imposed by

the application such as lifetime [94], network coverage, efficient deployment, quality of the

sensing, etc. The network-specific perspective provides service quality during delivery of the

data. From this perspective, network resources are utilized efficiently in each layer of the

communication protocol stack to fulfil the requirements imposed by the carried data, such

as latency, packet loss, reliability. Since our goal is on designing QoS-aware MAC protocols,

we have been approaching from the network-specific perspective to QoS provisioning. The

application specific perspective is therefore out of our scope in this work.

QoS Challenges

In sensor networks, achieving QoS provisioning inherit most of the well-known QoS chal-

lenges from traditional wireless networks [95]. Moreover, the achievements should takes

into account typical characteristics of sensor networks, such as severe resource constraints

and harsh environmental conditions that pose additional unique challenges for QoS-support.

Specifically, a QoS-aware MAC protocol for WSNs should be an energy efficient MAC with

QoS awareness. Therefore, all requirements mentioned in Chapter 1 should be carefully

considered along with QoS challenges.

6.1.3 QoS-Aware MAC protocols

Again, the MAC protocols generally employ a duty cycling mechanism according to which

the radio module of the sensors is turned on and off frequently in order to enhance energy
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efficiency. On the other hand, a sensor mote always include a communication part and a

sensing part. The sensing part contains several sensors, e.g, the sensorboard MTS4200 [96]

has humidity, temperature, light, pressure sensors etc. The sensors may generate different

types of traffic that have different requirements. Moreover the traffic can be predictable or

unpredictable in WSNs. Hence the MAC protocols necessarily handle well with the variation

of traffic as well as meet the requirement of energy efficiency. There are several duty cycling

MAC protocols that are proposed with QoS handling mechanisms. However most of them

are based on the synchronous duty cycling or/and TDMA (Time Division Multiple Access)

mechanisms [97–99]. Those protocols are always based on an assumption in which all nodes

are perfectly synchronized.

6.2 Protocol Description

6.2.1 Overview

In this section we propose a new asynchronous receiver-initiated QoS-aware MAC proto-

col named AQ-MAC. AQ-MAC simply utilizes QoS with a single queue architecture. The

protocol determines the transmission strategy depending on the priority of packets. If an

incoming packet has high priority, AQ-MAC decides to send the packet immediately. Then

the sender turns its radio on and wait for a potential receiver. Otherwise the node keeps the

packets which have low priority in its queue in order to avoid the problem of energy wastage

at sender. The queued packets can be sent out in a burst when the queuing time reaches

a timeout value or a high priority packet arrives. Another advantage feature of AQ-MAC

is the protocol adopts the concatenation scheme from our previous work [100]. The scheme

concatenates several small packets that are destined to the same sink into a bigger one before

sending out. Therefore the control overhead is significantly reduced.
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6.2.2 QoS Provisioning

AQ-MAC protocol follows the differentiated service (DiffServ) mechanism [91] to achieve

QoS. The mechanism is revealed to be most suitable for WSNs [101] since it is lightweight,

easy-to-implement and can operate in a multi-hop manner. DiffServ usually consists of

two phases: priority assignment and differentiation between priority levels. In AQ-MAC, a

static priority assignment method classifies the traffic into two classes based on its degree of

importance. Accordingly, a packet is either low priority or high priority. The similar traffic

classes can be found in many WSN’s applications in which a packet is either a time critical

or a normal one. If the super packet which is described in detail in the previous chapter

consists a part of a high priority packet, it is assigned high priority. To provide different QoS,

the differentiation method of AQ-MAC works as follows: when a high priority packet arrives

at a node, it is going to be sent out as soon as possible. If the node is in sleeping mode, it

immediately wakes up and becomes a sender. On the other hand, a low priority packet is

often stored in a node’s queue for a period of time. During that period, the node holding

the low priority packet works as a normal non-sender. The length of the period is often

determined by a predefined timeout value unless the node is triggered by an incoming high

priority packet. Because of the resource limitations of sensor nodes, a WSN’s QoS model

should be lightweight. For that reason, AQ-MAC adopts the single queue architecture, hence

there is no need to use a packet scheduler.

Receiver-Initiated Transmission

AQ-MAC is an asynchronous duty cycling protocol. In a normal operational cycle, a node

alternately turns on/off its radio to reduce idle listening. The protocol inherits the receiver-

initiated transmission from RI-MAC. This type of transmission is proven to outperform

the traditional sender-initiated one [70]. Moreover it becomes popular in designing MAC

protocols on real sensor motes [102].

In a receiver-initiated protocol, after waking up each non-sender node immediately broad-
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casts a beacon packet which contains its address. By doing so, it announces to its neighbors

that it is active and ready for an incoming data packet. The node then samples the channel

for a short period (called dwell time) to determine whether there is incoming packet or not.

On the other hand, a sender that is holding a data packet keeps in the listening mode and

waits for an intended receiver to wake up. Upon receiving the beacon from the receiver,

the sender immediately transmits the pending data. A successful transmission is completed

when a beacon with ACK function arrives at the sender. This beacon however can serve

not only as an ACK packet but also as a new receiver-initiated beacon. When the sender

has no queued packet, it becomes a non-sender. The node broadcasts a beacon right after

its next wakeup time. Fig. 5.2 shows a typical receiver-initiated transmission. In the figure,

SIFS is abbreviated for short inter-frame space, the duration needed to process a packet and

switching radio mode.

By keeping the sender active and letting the receiver to schedule the transmission, the

receiver-initiated protocol provides a nearly minimum value of the delivery latency. This

benefit is suitable for time critical traffic, i.e., the high priority traffic in AQ-MAC, but

not for the low priority one since a huge amount of energy consumed by idle listening at

the sender. Therefore it is necessary to reduce that energy consumption, especially in the

environment with the low priority traffic. AQ-MAC is designed to handle with different

types of traffic and solves that problem by enabling QoS per packet. In AQ-MAC, a node

queuing a low priority packet works as a non-sender node as mentioned in previous section.

That means it doesn’t waste energy to idly listen the channel whenever a low priority packet
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arrives.

Another benefit of the receiver-initiated transmission is a possibility for a beacon from a

receiver can be recognized both as an ACK and a ready-to-receive packet. The benefit comes

along with the improvement in both of energy efficiency and latency performance. However

it occurs only in the case the sender that receives an ACK beacon has an extra queued

packet. Since the low priority packets are often queued, AQ-MAC ’s nodes frequently enjoy

the benefit. In addition, AQ-MAC has a concatenation scheme which concatenated several

packets into a bigger one before sending out. The energy efficiency is furthermore improved.

AQ-MAC and RI-MAC also share the same collision detection and retransmission schemes.

When a collision occurs at the receiver, it retransmits a new beacon which includes a value

of backoff window. The contending senders utilizes a random backoff period before retrans-

mission to avoid collisions.

Concatenation scheme

This concatenation scheme is derived from our previous work [100] in which we apply the

scheme for a synchronous duty cycling MAC protocol. However, we found that the scheme

can be adopted by other asynchronous duty cycling MAC protocols whenever they have to

handle with queuing packets. The improvement of performance is expected because of three

reasons, which is also mentioned in the previous chapter. First, queuing packets are popular

since the sensing part of a sensor node kept on at all the time even though the communication

part is switch off periodically. Secondly, all packets are predominantly addressed to one and

the same sink, this characteristic is used as the major requirement of packet concatenation.

Thirdly, the sizes data packets are usually small and therefore the gains from reducing control

packet overhead are comparatively large.

Timeout Value

To trigger the transmission of low priority traffic in AQ-MAC, a node maintains a timeout

timer. The timeout timer of a node restarts when the node successfully implements a
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Table 6.1: Networking parameters

Bandwidth 250 Kbps Slot time 320 µs
CCA Check Delay 128 µs Tx Range 250 m

Carrier Sensing Range 550 m SIFS 191 µs
Backoff Window 0–255 Beacon size 6–9 Bytes

Retry Limit 5 Dwell Time 10 ms
T 10s LTH 112 bytes

transmission, i.e, the node receives an ACK beacon. The timer fires after a pre-determined

timeout value or in the case of an high priority packet arrives. For example, the sink node’s

neighbors checks their queue for a pending packet after a timeout value T1 = T which is

supposed to be set by an administrator. Other node updates the timeout value based on

the distance to the sink and the value T following:

Th =
T

h

where h is the hop-count from the node to the sink. After the timeout timer is fired, the node

turns its radio module on and transmits a pending packet following the receiver-initiated

manner.

6.3 Performance Evaluation

We use the network simulator ns-2 [81] to evaluate our protocol under various scenarios. The

networking parameters are listed in Table 5.1, where most of the parameters are based on the

value of Micaz mote or CC2420 radio [103]. The original size of one data packet is 28 bytes,

since the maximum size CC2420 supports is 128 bytes packet, we set the threshold for super

packet with n = 4, that leads to LTH equals 112 bytes. The value of T is 10 seconds. Due to

a sensor consumes a similar power amount regardless whether it is transmitting, receiving

or idle listening [44], we use the duty cycle value to indicate the energy consumption. This

value is the total length of wakeup period divided by the total simulation time. We evaluate

the protocol with different types of traffic (low priority, high priority and mixes of them) in

68



 0

 25

 50

 75

 100

 2  3  4  5  6  7  8  9

A
ve

ra
ge

 d
ut

y 
cy

cl
e 

(%
)

Number of Source (node)

 

RI-MAC

HP

LP

Mix1

Mix2

Figure 6.3: Average duty cycle in one-hop scenario

multiple types of networks. Even though RI-MAC does not support different types of traffic,

we still show its performance as a baseline. To account clock drift we let a node choose a

random value between 0.5 and 1.5 seconds for its next wakeup time.

6.3.1 Results in One-hop Scenario

In this scenario, multiple sources send packets to a destination. All nodes are in the others’

communication range. The scenario is similar to the case when the sink’s neighbors commu-

nicate with it. Each source node generates packets at an interval is randomly chosen between

0.5 and 1,5 seconds. The packet sources stop at 230 seconds, and the total simulation time

is 240 seconds to make sure all queued packet are sent out. In our evaluations, the latency

of a super packet is the duration between the earliest generated packet in the super packet

and its received time. We evaluated AQ-MAC with 4 types of traffic: low priority (LP), high

priority (HP), Mix1, Mix2. Mix1, Mix2 mean the traffic is generated one high priority packet

over two packets, one high priority over four low priority packets, respectively. We varied

the number of sources from two to nine. The results of the average latency, the average of

duty cycle, and the throughput are shown in Fig. 5.3, Fig. 5.4, Fig. 5.5. In the figures, each
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value is averaged over ten runs, the error bars show 95% confidence interval.
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Figure 6.4: Average latency in one-hop scenario

Figure 5.3 shows the average duty cycle of all nodes in the network. We can see that with

the high priority packet AQ-MAC works just like RI-MAC, and consume a large amount

of energy (more than 30% in 2-source scenario). In this case the packet concatenation has

less effect since the nodes transmit the packet very fast, so mostly packets are not queued.

On the other hand, in the case of low priority traffic, the packets have to wait until the

deadline to be transmitted out. The chance of sending out in a burst plus the concatenation

scheme gives a very low value of duty cycle (below 8 % in 9-source scenario), that means the

energy consumption is small. The big gap between the values of HP and LP indicates that a

huge amount energy is consumed by the idle listing at the senders. When the traffic varies,

from the graph of Mix1 and Mix2 we can conclude the larger amount of high priority traffic

appears, the more energy consumes in the network. Low priority packets got the penalty at

latency as shown in Fig. 5.4. However the value of latency is smaller than the timeout value,

that is because only few packets (usually the first packet in a burst) incur the large latency.

On the other hand, the latency of high priority packets are very small, nearly minimum.

Since the delivery rate values are always 100 %, we don’t show those values. In Fig. 5.5,
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Figure 6.5: Throughput in one-hop scenario

the throughput increases along with the number of source. The values of different types of

traffic are similar. That confirms the effect of collision avoidance using the receive-initiated

transmission.

6.3.2 Results in Grid Scenario

To evaluate the performance of AQ-MAC under multi-hop fashion, we choose a grid network.

The network contains 49 nodes forming a 7×7 grid with the distance between two neighbors

is 200 meters Fig. 5.6. The sink node is located at the center of the grid, therefore the

length of path from a node to the sink varies from 1 to 6 hops. In this evaluation, we use the

random correlated event (RCE) traffic model which is firstly proposed in [76]. In this model

an event is occurred at a random location, the nodes which are located in the circle with

the radius R (called sensing range) center at the event’s coordinate, are going to generate a

packet. Each generated packet is toward to the sink. We generated ten different scenarios

of 100 random events within the network area. The interval between two events is randomly

chosen between 0 to 5 seconds. Each 100-event scenario then is evaluated under three types

of traffic LP, HP and Mix. LP, HP stand for low priority, high priority and corresponding
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Figure 6.6: 49-node grid scenario with RCE traffic model

to the importance level of packets in the network. The Mix traffic includes 50 events which

generate high priority packets, and 50 events which generate low priority packets. We varied

the traffic load by varying the sensing range R from 100 to 500 meters. All the results

are calculated within the period from the beginning of simulation to the time when the

last packet is received. The evaluation results of average duty cycle, average latency and

throughput at the sink are shown in Fig. 5.7, Fig. 5.8, Fig. 5.9, respectively. Each value is

averaged over ten run, and the error bars show 95% confidence interval.

Note that the duty cycle value is proportional with the amount of energy consumption

in the network. When the traffic is low (the sensing range is 100 or 200 meters), AQ-

MAC with three types of traffic (LP, HP, Mix) and RI-MAC share similar values of energy

consumption as in Fig. 5.7. That is because the number of generated packet is small, the

packets can independently reach to the sink. But when the sensing range increases the energy

consumption of the nodes increases accordingly. However the network with low priority traffic

always achieves the best of energy efficiency since they can save the energy wasted at senders

and get the benefit of the concatenation scheme. According to Fig. 5.7 the nodes equipped

RI-MAC always consume the largest amount of energy. The AQ-MAC’s nodes consume less
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Figure 6.7: Average duty cycle in multi-hop scenario

energy than RI-MAC’s, even when they transmit the high priority packets. The reason is in

the multi-hop network, a packet normally needs to traverse several hops to reach the sink.

Hence it has chance to be concatenated with others during the forwarding path. Moreover

in the case of the low priority traffic or the Mix traffic, the amount of energy consumption is

smaller since the packets have more chance to be concatenated in super packets, and more

chance for the super packets are sent in sequences.

The values of average latency are shown in Fig. 5.8. AQ-MAC with the traffic type HP,

Mix and RI-MAC have smaller latency than the protocol with the LP type. In all cases, the

HP traffic always has the best latency performance as expected. When the traffic load is

light (sensing range is at 100 meters), the values of AQ-MAC with the Mix and LP traffic are

similar. But under the high traffic load, the trigger of transmission is more frequent in the

network with the traffic type Mix. That is the reason why the Mix’s latency is smaller than

the LP’s. The concatenation scheme also has effect on latency, especially when the sensing

range is 400, 500 meters. It can be recognized by comparing AQ-MAC’s value under the HP

traffic with RI-MAC’s. In this case, AQ-MAC has a smaller latency than RI-MAC. When the

traffic varies both in types and in load, AQ-MAC shows the good performance. The values
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Figure 6.8: Average latency in multi-hop scenario
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Figure 6.9: Throughput at the sink in multi-hop scenario

of throughput at the sink node are shown in Fig. 5.9. The throughput generally increases

when the traffic load increases. But at a same value of the sensing range, there is a slightly

difference between the values of LP, HP and Mix traffic. That is because we calculated

the throughput at the time when the final packet was successfully received. However the

difference is small since only the latency of few packets which are generated by the last event
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can effect the values of throughput.

6.4 Summary

In this chapter we have proposed AQ-MAC, an energy-efficient asynchronous MAC proto-

col with QoS awareness for wireless sensor network. AQ-MAC adopts the receiver-initiated

transmission and provides QoS service per packet according to the priority imposed. AQ-

MAC’s data packets are simply classified into low and high priority. The packets which has

low priority are kept in a node’s queue until a timeout value or a more important packet

arrives. The queued packets are often concatenated into a bigger one before sending out in

a burst. By queuing the low priority packets, AQ-MAC significantly saves the energy con-

sumption caused by idle listening at senders. Moreover by using the concatenation scheme,

AQ-MAC notably improves the latency performance as well as reduces control overhead.

The protocol has been evaluated in multiple scenarios under different types of traffic. The

results reveal that AQ-MAC adapts well with the variation of traffic, achieves QoS efficiently

while keeps good performances of energy efficiency and delivery latency.
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Chapter 7

Conclusion and Future Research

7.1 Summary of Contributions

In the dissertation three new efficient MAC protocols have been proposed. The protocols

contains several efficient techniques, that can be usable in other MAC protocols. We sum-

marize the techniques below.

Minimizing control overhead for multi-hop MAC protocols: We have minimized control

overhead by extensively utilizing the broadcast nature of wireless channel. In the utilization,

a single packet can serve as many roles (e.g., a data packet can be used as acknowledge

function), then the energy consumed by control packets is reduced.

Two efficient traffic adaptive methods: We have proposed two adaptive methods, whose

task is adjusting the length of the nodes’ active period in an operational cycle according

to the traffic load. The modified sync packet in the first method and the carrier sensing in

the second one are used as binary signals, which let the nodes know the traffic status of the

networks. The nodes then keep their radio on to receive/transmit data; otherwise, they turn

their radio off to save energy.

Concatenation scheme: We have proposed a concatenation scheme, which can concate-

nates several packets into a super packet before sending out of a node. The motivations of

the scheme are: (1) the data packets are always destine to a same sink, (2) the size of a data

packet is small. The scheme not only improves the multi-hop MAC’s throughput but also

significantly reduces control overhead. Moreover, the scheme can be applied in any duty

cycling MAC protocol.

Theoretical analysis of the multi-hop protocols’ performance: We have theoretically an-
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alyzed multi-hop MAC protocols to achieve minimum delay and guarantee collision free in

data transmissions. The analysis results also reveal bounds of delivery latency in multi-hop

transmissions.

QoS provisioning: We have introduced an approach to support QoS in asynchronous

receiver-initiated MAC protocols. By prioritizing packets and providing different transmis-

sion strategies, the protocol adapts well with different types of traffic, and achieves energy

efficiency, i.e., reducing idling energy at senders under low priority traffic.

7.2 Discussion

The proposed protocols achieve good performances in not only energy saving but also other

parameters, e.g., latency, throughput and QoS provision depending on applications. We now

discuss the advantages and disadvantages of the techniques as well as the proposed protocols.

LO-MAC in Chapter 3 is most suitable with low data rate applications, in which an

sensing event is rarely happened. In the such applications, network lifetime and end-to-end

latency but not throughput are the major concerns. In LO-MAC, the concerned parameters

are guaranteed by utilizing multi-hop forwarding, duty cycling mechanism, and exploiting

carrier sensing, broadcast properties. However, the protocol only supports sending only

one data packet at a node in a duty cycle. This is because the scheduling function lets all

communication starts at the beginning of Sleep period. Moreover, the wrong detected results

of carrier sensing technique may degrade the protocol’s performance. Fortunately, there is

only possible case, in which the technique reports busy in stead of idle channel. Therefore, it

is better if false positive probability of the detection is introduced. Beside that, the process

of handling data a packet and recognizing as an acknowledgement can be done in another

way: recognizing Start Frame Delimiter of the data packet.

MAC2 in Chapter 4 can efficiently work in dynamic traffic load applications. By using

duty cycling, aggregation scheme and multi-hop forwarding, the protocol aims to satisfy basic

requirements of the applications such as throughput, latency, energy efficiency and delivery
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ratio. The main disadvantage of the protocol is the aggregation scheme may degrade the

performance in noisy environment. A lightweight error correction or recovery mechanism is

definitely needed, however the size of super packet is still small so the trade off of complexity

should be considered. Moreover, MAC2 and LO-MAC are based on a perfect synchronization

process, to make them more realistic clock drifts are necessary considered.

AQ-MAC in Chapter 5 follows the approach of using asynchronous duty cycling, which

can avoid the overhead of synchronization. Moreover, the receiver-initiated manner and the

concatenation scheme are combined to achieve both energy efficiency and QoS provisioning.

The protocol is supposed to work in a dynamic traffic environment, which contains several

types of data with different QoS requirements. In the protocol, the process of choosing value

of timeout is still heuristic, a possible extension is calculating the value according to some

traffic prediction model. However, in realistic applications the traffic is mostly unpredictable,

then we observe that value is a configurable parameter. The value can be preset or changed

during operation processes by a network administrator.

7.3 Future Work

In this section, we briefly discuss our future research based on the dissertation. We outline

here two main directions: implementing the proposed protocols on real motes; and designing

new protocols to meet requirements of a realistic application, i.e., disaster management.

7.3.1 Implementing the Proposed Protocols on Real Motes

So far, most of our work has been done on the network simulator ns-2. To qualify and

quantity the performance of the proposed protocols, we plan to implement the proposed

protocols on hardware using TinyOS [104]. The hardwares, which are selected in this work,

are state-of-the-are sensor nodes from the MEMSIC company, including Micaz motes, Iris

motes. The basic unit of the protocols are built upon the Unified Power Management

Architecture framework [67]. The experimental parameters are going to be changed to meet
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the conditions of hardware, for example, the length of synchronization period will be longer

to guarantee clock drift. However, the algorithms embedded in the protocols are kept.

We also plan to construct a real test bed for multi-hop networks where the proposed

protocols are installed on real sensor motes. The protocols is willing to run in a long term

to get benchmarks of performances. In addition, we expect to collect all sensing data from

the effect of surrounding environment, the data then will be carefully analyzed.

7.3.2 Sensor Network for Disaster Management

Living in Japan during the Great Tohoku Earthquake and Tsunami [105], as well as, ex-

periencing the Fukushima Nuclear Disaster motivate us to bring the advantages of sensor

networking to the disaster management applications. The capability of accurate sensing and

the wireless communication of sensors show very great potentials. However, in such disas-

ter most of state-of-the-art sensor networks protocols significantly reduce or even lose their

performances. The first reason is the communication medium had been changed, i.e., the

natural air was changed to the water when the tsunami came. The second one is the sur-

rounding environment of sensor nodes became extremely hostile, i.e., around the Fukushima

Daiichi.

The objective of this work is to propose efficient communication protocols for wireless

sensor networks under various severe conditions of the disasters. Going into more abstract

level, the proposal will address a number of up-to-date technological issues and propose

novel protocols to make sensor networks first enable a more convenient way of early waning

message delivery. Secondly, the sensor networks keep, store, process the sensing data and

provide systems which are able to learn about the phenomena of natural disasters. To achieve

these goals, the wireless sensor networks should efficiently fulfill a number of constraints not

only in communication but also in data processing and sensing part. While up-to-date

technologies have been proven to have capability in physical sensing with high resolution,

exact/instant processing huge amount of data, the wireless communication still raises a

number of unsolved problems. The proposal faces these problems in a comprehensive way,
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by addressing the following aspects of communication protocols.

Robustness: The protocols should keep a good performance in any condition of surround-

ing environments, for example, the environment is changed from natural air to water when

a tsunami comes.

Performance improvement: The design goals of the new protocols include not only energy

efficiency but also other parameters, e.g., latency, throughput, and mobility.

Adapting to traffic fluctuation: In the disasters, traffic may fluctuate by time and space

in a wide range of amplitude. We shall design new protocols, which can adapt well with

that specific traffic fluctuation.

Security Issues: The new proposed protocols will consider the security issue to avoid

malicious behaviours in the network.

Working well with other technologies: The new protocols are expected to work peacefully

with different protocols and even different technologies.
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