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Abstract

We examine non-equilibrium aspects of the black hole thermodynamics by ap-

plying the non-equilibrium fluctuation theorems developed in the statistical physics.

In particular, we consider a scalar field in a black hole background. The system of

the scalar field behaves stochastically due to the absorption of energy into the black

hole and emission of the Hawking radiation from the black hole horizon. We derive

the stochastic equations, i.e. the Langevin equation and the Fokker-Planck equa-

tions for a scalar field in a black hole background within the ℏ → 0 limit with the

Hawking temperature ℏκ/2π fixed. By applying the fluctuation theorems to these

effective equations of motion, we can derive the generalized second law of black

hole thermodynamics, a linear response theorem of an energy flow and its nonlinear

generalizations as corollaries. We further investigate quantum corrections of the

membrane paradigm.
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1 Introduction

The analogy of the space-time with horizons and thermodynamic systems have been

extensively investigated, especially, in the black hole thermodynamics [1]. A black hole

behaves like a blackbody with the Hawking temperature TH = ℏκ/2π [2], and energy

flowing into the black hole can be identified as the entropy increase of the black hole.

Here, κ is the surface gravity at the horizon and the entropy of the black hole SBH is

proportional to the area of the event horizon A as SBH = A/4G in the Einstein-Hilbert

theory of gravity. The major difference between the black hole thermodynamics and

ordinary thermodynamics appears in its origin. The thermal behavior of the black hole

thermodynamics is essentially quantum mechanical.

After the discovery of the Hawking radiation, Hawking himself posed a big question

which is called “the bleck hole information loss problem” or “the information paradox”

[3]. The question is as follows. If matters which have plenty of information collapse into

a black hole, it eventually evaporates into space at infinity by the Hawking radiation

and becomes gas in thermal equilibrium. It suggests that any initial states will reach a

single final state, thermal equilibrium state. If the story is correct, we have to accept

the existence of non-unitary evolution in exact sense and give up one of the axioms of

quantum mechanics, the unitarity.

There is an apparent weak point in this story, an unequal treatment between matters

and gravity. Matters are treated quantum mechanically but gravity is treated in the

classical way. We have to find the way of quantization of the black hole to resolve the

paradox. Because the question closely relates with a major problem of modern theoretical

physics, the quantization of gravity, there were a vast amount of researches which explore

the microscopic origin of the black hole. One of the highlights is D-brane construction

of extremal black holes in the string theory [4]. The theory tells us that the black hole

entropy can be obtained by counting the states of zero modes on D-branes. After that, the

AdS/CFT correspondence was founded by Maldacena [5], and the information paradox

was investigated in the context of the AdS/CFT correspondence [6].

Although the quantization of the black hole is certainly an important issue, the author

draw your attention to incompleteness of our understanding about the ordinary thermo-

dynamics itself. Why can the equilibrium be achieved even though the nature evolves

unitarily? This is a simple but cannot be clearly answered question. In other words, we

have less knowledge about the dynamics of thermodynamic systems than the equilibrium.
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The area of the study is called non-equilibrium thermodynamics or non-equilibrium statis-

tical mechanics. We should learn from them to research more about black hole evaporation

process.

In thermodynamic systems, entropy is always increasing (or remaining a constant).

But if we can measure fluctuations with sufficient precision, which can be realized in

mesoscopic systems, there are nonzero probabilities that the entropy of the system de-

creases. The fluctuation theorem [7] developed in the non-equilibrium statistical physics

relates entropy decreasing probabilities to those of increasing ones. It is a very general

theorem that can hold for various non-equilibrium systems including classical Hamilton

dynamics in contact with a heat bath, stochastic equations with dissipation and noise,

or quantum mechanical systems. The Jarzynski equality [8] relates the work exerted on

the system in non-equilibrium situations to equilibrium free energy. It can be derived

from the fluctuation theorem, and the second law of thermodynamics is implied from the

Jarzynski equality. We use the word implied here because the second law can be derived

only if we assume that a system is relaxed to an equilibrium state after a long time.

One of the main purposes of this thesis is to apply the non-equilibrium fluctuation

theorem to a scalar field in a black hole background. An application of the fluctuation

theorem to a scalar field in a black hole background is straightforward once we obtain

a stochastic equation of motion. Because of the thermodynamic behavior of a black

hole, a scalar field in a black hole background behaves like a system in contact with a

thermal bath. Its effective equation must be described by a stochastic equation with

dissipation and quantum noise. The dissipation comes from the classical causal property

of the horizon; the black hole horizon absorbs matter and, once they fall in, they cannot

come out. The property is the basis of the membrane paradigm of the black hole [9], in

which Ohm’s law or the Navior Stokes equations hold on the membrane at the (stretched)

horizon. On the other hand, the noise term comes from the Hawking radiation, which is

essentially quantum mechanical and, hence, we need to quantize the system in a black

hole background in an appropriate way.

The stochastic equation of motion of a string is previously derived in [10, 11] based

on physical intuition of the Hawking radiation, or in [12] by using an analogy with the

Schwinger-Keldysh formalism in the context of the AdS/CFT correspondence[13]. Our

approach is similar to them, but we obtain the effective equation by explicitly integrating

fluctuating degrees of freedom. Namely, we introduce infinitely many variables between

the horizon and the stretched horizon and consider them as environmental variables.

By integrating them, we can show that the variable at the stretched horizon behaves

stochastically with a noise term. Though the environmental variables are living outside
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of the horizon, they can encode information in the black hole through choosing the Kruskal

vacuum with the regularity condition at the horizon. In this sense, the integration of the

environmental variables corresponds to integrating hidden variables in the horizon. The

derivation of the Langevin equation is one of our main results. After getting the effective

equation of motion, we apply the fluctuation theorem and derive the generalized second

law of black hole thermodynamics, or the Green-Kubo formula of linear response and its

nonlinear generalizations.

Furthermore, we investigate quantum corrections of the membrane paradigm. The dis-

sipative nature of the membrane paradigm is derived by imposing the regularity condition.

Our scope is to include the effect of the Hawking radiation as the noise term.

The thesis is organized as follows. In section 2, we briefly review the stochastic ap-

proach to thermodynamic systems, the Langevin equation and the Fokker-Planck equa-

tion. An important property of the stochastic equation is that it violates the time reversal

symmetry which can be measured by an entropy increase in the path integral. In the

next section 3, the fluctuation theorem for a stochastic system is reviewed. It relates

the entropy increasing and decreasing probabilities. From the fluctuation theorem, the

Jarzynski equality is derived. In addition, we explain the fluctuation theorem for a steady

state and derivations of nonlinear generalizations of the Green-Kubo formula. In section

4, we derive an effective stochastic equation of a scalar field in a black hole background. In

deriving the Langevin equation, the quantum property of the vacuum with the regularity

condition at the horizon is very important, which is first explained. We then introduce a

set of discretized equations of a scalar field near the black hole horizon, and integrate the

variables between the horizon and the stretched horizon. The integration leads to an ef-

fective stochastic equation for a variable at the stretched horizon. This has the same spirit

as deriving a Langevin equation of a system in contact with a thermal bath [14, 15, 16].

In section 5, we apply the fluctuation theorem to a scalar field in a black hole background.

We consider two different situations. In the first case, we put a scalar field and a black

hole in a box with an insulating wall. By applying the fluctuation theorem, we can derive

a relation connecting entropy decreasing probabilities with increasing ones. From this,

the generalized second law of black hole thermodynamics can be derived. In the second

case, the wall is assumed to be in contact with a thermal bath of a different temperature

which is slightly lower than the Hawking temperature of the black hole. Then there is

an energy flow from the black hole to the wall. By applying the steady state fluctuation

theorem to it, a linear response theorem of an energy flow to the temperature difference

and its non-linear generalizations can be obtained. In section 6, we extend the idea of the

membrane paradigm. The equations of the classical membrane paradigm are essentially
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determined by the regularity condition. We further put the effect of the Hawking radi-

ation to it. In the appendix A, we review a derivation of the path integral form of the

Fokker-Planck equation. In the appendix B, we review an example of the exact solution

of the Fokker-Planck equation. In the appendix C, we will discuss the relation between

the noise correlation and the flux of the Hawking radiation.

The contents of this thesis are mainly based on the paper [17].

2 Stochastic Equations of Motion

We first briefly review stochastic approaches to classical statistical systems. In particular,

we focus on the path-integral representation (the Onsager-Machlup formalism) of the

Fokker-Planck equation and emphasize the role of time-reversal symmetry.

2.1 The Langevin Equation

The Langevin equation is a phenomenological equation of motion of a particle with a

friction term and a thermal noise. It is commonly described as

mv̇ = −γv − ∂V

∂x
+ ξ. (2.1)

V (x) is a potential for the particle. γ is a friction coefficient and ξ(t) is a thermal noise

(or a random force) which is often assumed to have a Gaussian and white-noise (delta-

correlated) distribution

⟨ξ(t)⟩ = 0 , ⟨ξ(t)ξ(t′)⟩ = 2γTδ(t− t′). (2.2)

The coefficient 2γT is determined to satisfy the equipartition theorem with the temper-

ature T through the fluctuation-dissipation theorem. The noise average ⟨· · · ⟩ can be

represented by the following path integral

⟨F (t)⟩ =
∫

DξF (t) exp

[
−1

2

∫
dt1dt2ξ(t1)

δ(t1 − t2)

2γT
ξ(t2)

]
(2.3)

with a normalization condition ⟨1⟩ = 1. If necessary, we can easily generalize the noise

correlation to an arbitrary colored non-Gaussian noise. An well-known example that can

be conveniently described by the Langevin equation is the Brownian motion of a particle

or thermal fluctuations of an electric circuit voltage.
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2.2 The Fokker-Planck Equation

From the Langevin equation, we can derive another type of a stochastic equation, the

Fokker-Planck equation. It describes a dynamical evolution of the probability distribution

P (X, t) of observables X at time t. Here X represents the variables (x, v = ẋ). If the

process is Markovian, i.e. the next state is determined only by the present state, the time

evolution of P is given by the following Master equation,

∂tP (X, t|X0, 0) =

∫
dX ′ [w(X ′ → X)P (X ′, t|X0, 0)− w(X → X ′)P (X, t|X0, 0)] . (2.4)

Here P (X, t|X0, 0) is a conditional probability to find an event X(t) = X that has started

from the initial valueX(0) = X0 at t = 0, i.e. P (X, t = 0|X0, 0) = δ(X−X0). w(X
′ → X)

is the transition rate from X ′ to X, which can be related to the Langevin equation in the

following way. The first and the second terms of the right hand side of eq.(2.4) describe

an incoming and outgoing fluxes of X respectively. The Master equation can be brought

into the Kramers-Moyal form as

∂tP (X, t|X0, 0)

= −
∫

dr [w(X → X + r)P (X, t|X0, 0)− w(X − r → X)P (X − r, t|X0, 0)]

= −
∫

dr
[
1− e−r∂X

]
w(X → X + r)P (X, t|X0, 0)

=
∞∑
n=1

(−1)n

n!
∂n
X [Cn(X)P (X, t|X0, 0)] , (2.5)

where we have defined

Cn(X) =

∫
drrnw(X → X + r) = lim

∆t→0

1

∆t
⟨(X(t+∆t)−X(t))n⟩|X(t)=X . (2.6)

In the last line, we have rewritten the n-th moment of the transition rate by a thermal

average of an infinitely small variation of the observable X. In this way, we can convert

the Langevin equation for dynamical variables to the Fokker-Planck equation for the

distribution functions.

Here we show an explicit derivation of the Fokker-Planck equation for the simplest

Langevin equation (2.1) as a demonstration. Eq.(2.1) can be considered as a set of first

order differential equations for two variables x and v = ẋ. Then the Kramers-Moyal
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coefficients up to the second moments are given by

C1(x) = v

C1(v) = − γ

m
v − 1

m

∂V

∂x

C2(x) = 0

C2(v) = lim
∆t→0

1

∆t

∫ t+∆t

t

dt1

∫ t+∆t

t

dt2⟨v̇(t1)v̇(t2)⟩|x(t)=x

= lim
∆t→0

(
1

∆t

∫ t+∆t

t

dt1
2γT

m2
+O(∆t)

)
=

2γT

m2
. (2.7)

Higher order coefficients vanish in the ∆t → 0 limit. Now we get the Fokker-Planck

equation corresponding to the Langevin equation (2.1);

∂tP (x, v, t|x0, v0, 0) = ∂x (−vP ) + ∂v

[(
γ

m
v +

1

m

∂V

∂x

)
P

]
+ ∂2

v

(
γT

m2
P

)
. (2.8)

This Fokker-Planck equation has a simple solution

P st ∝ e−
1
T (

1
2
mv2+V (x)). (2.9)

Note that both of −v∂xP + 1
m

∂V
∂x
∂vP and ∂v

[
γ
m
vP + γT

m2∂vP
]
cancel for P st. It is the well-

known Maxwell-Boltzmann distribution for a system in the equilibrium with temperature

T , and satisfies the stationarity condition ∂tP
st = 0. The solution satisfies the equilibrium

condition, stronger than the stationarity condition.

Here we have used the words “stationary” and “equilibrium” in the following sense.

Stationary distributions are solutions to the Fokker-Planck equation satisfying ∂tP = 0.

Equilibrium distributions are also stationary but satisfy a stronger condition which is

called the detailed balance condition. The most direct definition of the detailed balance

condition is given in the language of the Master equation. Due to the definition of sta-

tionarity, P st satisfies
∫
dX ′ [w(X ′ → X)P st(X ′)− w(X → X ′)P st(X)] = 0 for arbitrary

X. On the other hand, the detailed balance condition is defined as

∀X,X ′, w(X ′ → X)P st(X ′)− w(X → X ′)P st(X) = 0. (2.10)

To satisfy this condition, the system must have the microscopic time reversal symmetry

and can not have a specific arrow of time. In other words, there is no entropy produc-

tion. In a stationary but non-equilibrium configuration, there is a flow of current in a

configuration space (x, v).
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The solution of the Fokker-Planck equation can be represented in a path integral form

as

P (x, t|x0, 0) =

∫ x(t)=x

x(0)=x0

Dx exp

[
− 1

4γT

∫ t

0

dt′
(
mẍ+ γẋ+ ∂V

∂x

)2]
(2.11)

Its derivation is explained in the appendix A. The “Lagrangian” L = 1
4γT

(mẍ+γẋ+ ∂V
∂x
)2

is called the Onsager-Machlup function [18]. A variation of the Onsager-Machlup function

gives the most probable path in the stochastic processes. Apparently, since we have L ≥ 0,

the paths satisfying L = 0 are most favored if exist.

The Onsager-Machlup function can be divided into two parts,

1

4γT

(
mẍ+ ∂V

∂x

)2
+

γ

4T
ẋ2 (2.12)

which preserves time reversal symmetry, and the remaining is a violating term,

− 1

2T
ẋ
(
mẍ+ ∂V

∂x

)
. (2.13)

The latter plays an important role to prove the fluctuation theorem in the next section.

3 Non-equilibrium Identities

The stochastic equations such as the Langevin or the Fokker-Planck equations describe

how a system is dynamically relaxed to a stationary or an equilibrium state. Furthermore

we can calculate transition amplitudes of a system to one state to another. By using the

method reviewed in the previous section, we can calculate a ratio of an entropy decreasing

probability to an entropy increasing probability. Since the latter probabilities have always

much bigger values, the entropy is always increasing after we take a stochastic average.

In this section we review a derivation of the fluctuation theorem and the Jarzynski

equality from the stochastic equations.

3.1 The Fluctuation Theorem

The fluctuation theorem was first discovered in numerical simulations [7] and gives the ra-

tio of probabilities of an entropy increasing process to that of a decreasing one. The proof

of the fluctuation theorem is given for various systems including classical Hamiltonian

dynamics [19], stochastic Langevin dynamics [20] and quantum mechanical evolutions

[21, 22]. The Jarzynski equality [8] is a relation between non-equilibrium work and equi-

librium free energy difference, and both of them are remarkable discoveries in the recent

8



developments of non-equilibrium statistical physics. In this thesis, we concentrate on a

system that the evolution is described by the Fokker-Planck equation such as eq.(2.8).

The fluctuation theorems can be simply derived and the meaning of entropy production

(or the violation of time-reversal symmetry) is clear.

We consider a stochastic system described by the Langevin equation (2.1) or the

Fokker-Planck equation (2.8). In order to study a dynamical evolution, we introduce an

externally controlled parameter λF
t in the potential V (x;λF

t ). By changing the external

parameter λF
t as a function of t, the corresponding stable state changes accordingly with

time. For later convenience, we call the process of changing the external parameter with

λF
t as the “forward protocol”. For example, we may set the minimum position of a

harmonic potential as the externally controlled parameter;

V (x;λF
t ) =

1

2
k(x− λF

t )
2, (3.1)

if the position moves linearly with time t, the parameter is given by λF
t = v0t. We can

also take different protocols e.g. oscillatory or pulse-like etc.

From the path integral representation of the transition rate (2.11), a probability that a

sequence of configurations Γτ = {x(t), t ∈ [0, τ ]|x(0) = xini, x(τ) = xfin} is realized during

the time interval t ∈ [0, τ ] is given by

P F [Γτ |xini] ∝ exp

[
− 1

4γT

∫
Γτ

dt
(
mẍ+ γẋ+

∂V (x;λF
t )

∂x

)2]
. (3.2)

The trajectory Γτ represents a sequence of configurations in the forward protocol λF
t with

the initial configuration x(0) = xini.

We now define a time reversal of the forward protocol λF
t , and call it the “reversed

protocol” λR
t ≡ λF

τ−t. We consider a probability PR[Γ∗
τ |xfin] that the system experiences a

reversed trajectory Γ∗
τ = {x∗(t) ≡ x(τ−t), t ∈ [0, τ ]|x∗(0) = xfin, x

∗(τ) = xini} in the time-

reversed protocol λR
t . The reversed trajectory has the initial value x∗(0) = xfin = x(τ),

ẋ∗(0) = −ẋ(τ). If the system has time-reversal symmetry, the probability should be

the same as the probability P F [Γτ |xini]. But since the stochastic equation violates the

symmetry, they will be different. The reversed propability PR[Γ∗
τ |xfin] is similarly given

by

PR[Γ∗
τ |xfin] ∝ exp

[
− 1

4γT

∫
Γ∗
τ

dt
(
mẍ+ γẋ+

∂V (x;λR
t )

∂x

)2]
= exp

[
− 1

4γT

∫
Γτ

dt′
(
mẍ− γẋ+

∂V (x;λF
t′ )

∂x

)2]
. (3.3)
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In the last line, we change a variable from t to t′ = τ − t. This change causes a flip of the

sign of ẋ. The ratio of P F and PR now becomes

P F [Γτ |xini]

PR[Γ∗
τ |xfin]

= exp

[
− 1

T

∫
Γτ

dtẋ
(
mẍ+

∂V (x;λF
t )

∂x

)]
. (3.4)

This gives a key property to prove the fluctuation theorem. Time-reversal symmetric

terms are canceled between P F and PR, and the ratio is given by the entropy production

Ṡ of the stochastic process.

We further need to sum over the initial configurations, xini and xfin respectively for

the forward and the reversed protocols, with appropriate statistical weights. Here we

assume that the external parameter is kept fixed at the initial value of each protocol

before t = 0. Hence the system is in the equilibrium. We therefore multiply P F or PR by

the Boltzmann weight P eq(xini) or P
eq(xfin). The ratio of the Boltzmann weights for the

initial configurations is given by

P eq(xini)

P eq(xfin)
=

Z(λF
τ )

Z(λF
0 )

exp

[
− 1

T

(
1

2
m(ẋ2

ini − ẋ2
fin) + V (xini;λ

F
0 )− V (xfin;λ

F
τ )

)]
= exp

[
1

T

∫
Γτ

dt

(
mẋẍ+ ẋ

∂V (x;λF
t )

∂x
+ λ̇F

t

∂V (x;λF
t )

∂λF
t

)
− ∆F

T

]
, (3.5)

where ∆F is the difference of the free energy F (λ) = −T logZ(λ) of equilibrium states

at λ = λF
0 and λ = λF

τ ,

∆F = F (λF
τ )− F (λF

0 ). (3.6)

Combining the two ratios eq.(3.4) and eq.(3.5), we get the following relation,

P F [Γτ |xini]P
eq(xini)

PR[Γ∗
τ |xfin]P eq(xfin)

= exp (R[Γτ ]) . (3.7)

We have defined R[Γτ ] and W [Γτ ] as

R[Γτ ] ≡
1

T

∫
Γτ

dtλ̇F
t

∂V (x;λF
t )

∂λF
t

− ∆F

T
≡ W [Γτ ]−

∆F

T
(3.8)

which measures the entropy production in the trajectory Γτ and the work exerted on the

system.

As a simple example, for the potential V (x;λF
t ) = k(x− v0t)

2/2, we have

R[Γτ ] = − 1

T

∫
Γτ

dtv0k(x(t)− v0t). (3.9)

10



(a) v0

ξ

F
x

(b) v0

ξ

F
x

Figure 1: (a) A schematic illustration of motion of a particle in the potential V (x;λF
t ) =

1
2
k(x− v0t)

2. This picture shows a natural configuration with (x(t)− v0t) < 0. It gives a

positive value of R[Γτ ]. (b) A noise ξ rarely pushes a particle to the opposite side beyond

the minimum point x(t) = v0t. Since (x(t)− v0t) > 0, it gives a negative value of R[Γτ ]

The term, velocity times force, gives a work exerted on the system. If we neglected the

fluctuation of the particle, x(t)− v0t would always have a negative sign, and R[Γτ ] would

always increase. It is consistent with a naive picture. However in a mesoscopic system,

fluctuations can grow larger and x(t) − v0t can have a positive sign. Then the particle

overshoots the minimum point ∂xV = 0 to the positive side and R[Γτ ] becomes negative.

Such a negative value of R[Γτ ] indicates that the system exerts work onto outside and it

gives a negative entropy production.

From the equation (3.7), by integrating all paths of the configurations, we can derive

the fluctuation theorem in the final form as

ρF (Rτ ) ≡
∫

DxP F [Γτ |xini]P
eq(xini)δ(Rτ −R[Γτ ])

=

∫
DxPR[Γ∗

τ |xfin]P
eq(xfin)e

R[Γτ ]δ(Rτ −R[Γτ ])

= eRτ

∫
DxPR[Γ∗

τ |xfin]P
eq(xfin)δ(Rτ +R[Γ∗

τ ])

= eRτρR(−Rτ ). (3.10)

The first line is the definition of ρF (Rτ ), i.e. the probability to get the entropy production

Rτ within the interval [0, τ ]. We use the relation (3.7) in the second line. In the third

equality the relation R[Γ∗
τ ] = −R[Γτ ] is used. Since the quantity Rτ measures the entropy

production in the interval, we see that entropy decreasing probabilities are related to

increasing ones. They are exponentially suppressed, but exist with nonzero probabilities.
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3.2 The Jarzynski Equality

By integrating the fluctuation theorem over the entropy production, we can construct an

equality, so called the Jarzynski equality [23].∫ ∞

−∞
dRτρ

F (Rτ )e
−Rτ =

∫ ∞

−∞
dRτρ

R(−Rτ )

⇒ ⟨e−Rτ ⟩ = 1. (3.11)

We have defined the average as

⟨F (Rτ )⟩ =
∫ ∞

−∞
dRτρ

F (Rτ )F (Rτ ) =

∫
DxP F [Γτ |xini]P

eq(xini)F (R[Γτ ]). (3.12)

The Jarzynski equality (3.11) states that the weighted sum of e−Rτ over all possible non-

equilibrium processes with an externally controlled potential gives an unity. In terms of

the work exerted on the system W [Γτ ] and the free energy difference, we can relate an

average work done in non-equilibrium processes to the equilibrium free energy difference

[8] as

⟨e−
W
T ⟩ = e−

∆F
T . (3.13)

From this equation, by using the Jensen inequality ⟨ex⟩ ≥ e⟨x⟩, we get an inequality;

⟨W ⟩ −∆F ≥ 0. (3.14)

This indicates the second law of thermodynamics. The Jarzynski equality simply states

that there must exist microscopic processes with large negative entropy productions to

satisfy the equality, and the probability is characterized by the equilibrium quantity of

the free energy difference.

Some comments are in order. First, the notion of entropy is usually defined for a

thermal system after taking an average. It may be appropriate to use a word, the entropy

function, instead of the entropy for each microscopic configuration. The second comment

is that the above derivation of the second law is justified if the system can relax to an

equilibrium state with the fixed external parameter after a long time interval. Since the

system is in contact with a large heat bath with temperature T , the relaxed state coin-

cides with the equilibrium state at the temperature. If this is the case, the second law of

thermodynamics is derived from the Jarzynski equality. In the present proof of the fluc-

tuation theorem, we have used the stochastic approach and the system explicitly violates

the time-reversal symmetry. Then such a relaxation can occur. But if we start from the

12



original unitary quantum mechanical evolution, the system cannot be thermalized in an

exact sense. In applying the fluctuation theorem to the information paradox of the black

hole, such considerations are inevitable. The clear understanding about the thermaliza-

tion problem of reversible classical systems or quantum mechanical systems has not been

obtained as far as the author knows.

An alternative expression of the fluctuation theorem is obtained by using the gener-

ating function. We define the generating function for Rτ as

ZF (ατ ) = ln

(∫ ∞

−∞
dRτe

iατRτρF (Rτ )

)
. (3.15)

Derivatives of ZF (ατ ) give connected correlators of the entropy production Rτ in a situ-

ation of the forwardly varying parameter. One easily gets the following relation between

ZF (ατ ) and ZR(ατ ) from the fluctuation theorem as

ZF (ατ ) = ln

(∫ ∞

−∞
dRτe

iατRτ eRτρR(−Rτ )

)
= ln

(∫ ∞

−∞
dxeix(i−ατ )ρR(x)

)
= ZR(i− ατ ). (3.16)

We have used the equation (3.10) in the first line. In the second line, we changed a variable

Rτ to x = −Rτ . If the forward and the reversed protocols are identical i.e. λF
t = λF

τ−t,

we get a simpler relation Z(ατ ) = Z(i− ατ ).

Finally, we give a comment on our assumption of the initial distribution. We have

assumed that the initial distribution is an equilibrium one. This condition can be easily

relaxed to a steady state. More generally, if the initial distributions for xini and xfin are

P st(xini) and P st(xfin) respectively, we can define an entropy production as

R[Γτ ] ≡ ln

(
P F [Γτ |xini]P

st(xini)

PR[Γ∗
τ |xfin]P st(xfin)

)
. (3.17)

Then we get the fluctuation theorem in the form; ρF (Rτ )/ρ
R(−Rτ ) = eRτ . The choice

of initial distributions is arbitrary, but the problem is that we usually do not know an

explicit form of the distribution function of a steady state P st. An example of the explicit

form of steady state solutions are reviewed in the appendix B.

3.3 The Steady State Fluctuation Theorem

In this subsection, we consider the fluctuation theorem for a steady state and derive the

Green-Kubo formula.
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Suppose that we have two variable x1, x2, and each of them is in contact with different

thermal bath of temperature T1 and T2. We further assume that the dynamics is governed

by the set of Langevin equations such as

m1v̇1 +
∂V

∂x1

+ γ1v1 = ξ1 , ⟨ξ1(t)ξ1(t′)⟩ = 2γ1T1δ(t− t′)

m2v̇2 +
∂V

∂x2

+ γ2v2 = ξ2 , ⟨ξ2(t)ξ2(t′)⟩ = 2γ2T2δ(t− t′). (3.18)

V (x1, x2;λ
F
t ) is an interaction potential between the two variables. The corresponding

Fokker-Planck equation of the system can be obtained straightforwardly. The trajectory

Γτ is also generalized as Γτ = {x(t) = (x1(t), x2(t))|x(0) = (x1(0), x2(0)) = (x1
ini, x

2
ini)}.

Then the solution to the Fokker-Planck equation gives probabilities of the forward and

the reversed protocols, and the ratio is given by

P F [Γτ |xini]

PR[Γ∗
τ |xfin]

= exp

[
− 1

T1

∫
Γτ

dtẋ1

(
m1ẍ1 +

∂V (x;λF
t )

∂x1

)
− 1

T2

∫
Γτ

dtẋ2

(
m2ẍ2 +

∂V (x;λF
t )

∂x2

)]
.

(3.19)

We have assumed that the two variables are decoupled before t = 0 and after t = τ ;

the interaction potential V vanishes at t < 0 and t > τ . The initial distribution of

the total system is given by a product of the equilibrium distributions of each system

P eq(xini) = P eq(x1
ini)P

eq(x2
ini). The forward protocol is expressed as

V (x;λF
t ) = V1(x1) + V2(x2) + f(λF

t )V12(x1 − x2) (3.20)

where

f(λF
t ) = θ

(τ−
2

− |λF
t − τ

2
|
)
, λF

t = t. (3.21)

τ− means τ − ϵ for 0 < ϵ ≪ τ . The function f(t) satisfies f(t = 0) = f(t = τ) = 0 and

f(0 < |t| < τ) = 1, so that the interaction switches on at t = 0 and off at t = τ . This

protocol has the reversal symmetry f(λF
t ) = f(λF

τ−t).

When considering the large interval limit τ → ∞, the energy transfer such as
∫
dtẋ1∂x1V12(x1−

x2) (or
∫
dtẋ2∂x2V12(x1−x2)) grows linearly in τ . On the other hand ∆E1 =

∫
dtẋ1(m1ẍ1+

∂x1V1(x1)) = (1
2
m1ẋ

2
1+V1(x1))t=τ−(1

2
m1ẋ

2
1+V1(x1))t=0 or ∆E2 =

∫
dtẋ2(m2ẍ2+∂x2V2(x2))

is at most O(τ 0). If each system becomes stationary after taking τ → ∞, the en-

ergy change of each system remains constant. Hence we can drop both of the term

P eq(xini)/P
eq(xfin) and ∆Ei in P [Γτ |xini]/P [Γ∗

τ |xfin] when we evaluate the quantity

lim
τ→∞

1

τ
ln

(
P [Γτ |xini]P

eq(xini)

P [Γ∗
τ |xfin]P eq(xfin)

)
. (3.22)
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In addition, we have
∫
Γτ

dtẋ1∂1V12 ∼ −
∫
Γτ

dtẋ2∂2V12 + O(τ 0). Therefore we can write

the ratio of the probabilities only in terms of the energy current defined by J̄ [Γτ ] ≡
1
τ

∫
Γτ

dtẋ1∂1V12. Writing the temperature difference as ∆β ≡ β2 − β1, we obtain the

following relation;

ρ(J̄τ ,∆β) ≡
∫

DxP [Γτ |xini]P
eq(xini)δ(J̄τ − J̄ [Γτ ])

≃
∫

DxP [Γ∗
τ |xfin]P

eq(xfin)e
τ∆βJ̄ [Γτ ]δ(J̄τ − J̄ [Γτ ])

= eτ∆βJ̄τ

∫
DxP [Γ∗

τ |xfin]P
eq(xfin)δ(J̄τ + J̄ [Γ∗

τ ])

= eτ∆βJ̄τρ(−J̄τ ,∆β). (3.23)

The steady state fluctuation theorem can be written as

lim
τ→∞

1

τ
ln

[
ρ(J̄τ ,∆β)

ρ(−J̄τ ,∆β)

]
= ∆βJ̄∞. (3.24)

From this relation, we can derive the Green-Kubo relation and its non-linear general-

izations. By using the generating function

Z(ατ ,∆β) ≡ ln

(∫ ∞

−∞
dJ̄τe

iτ J̄τατρ(J̄τ ,∆β)

)
, (3.25)

the steady state fluctuation theorem (3.23) can be recast into

Z(ατ + i∆β,∆β) = Z(−ατ ,∆β). (3.26)

Taking a derivative of both sides with respect to ∆β and setting ∆β = 0, we have

∂∆β [Z(ατ , 0)− Z(−ατ , 0)] = −i∂ατZ(ατ , 0). (3.27)

The generating function can be expanded in terms of the correlators of J̄τ as

Z(ατ ,∆β) =
∞∑
n=1

(iτατ )
n

n!
Gn(∆β). (3.28)

Gn(β) gives a connected Green function of the averaged current

J̄τ =
1

τ

∫ τ

0

dtJ(t). (3.29)

Now the equation (3.27) is rewritten in the following form;

[1− (−1)n] ∂∆βGn(0) = τGn+1(0). (3.30)
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We further expand the one-point function of J̄τ , which gives an expectation value of the

current, with respect to the inverse temperature difference ∆β as

G1(∆β) ≡
∞∑

m=0

L(m)

m!
(∆β)m. (3.31)

For n = 0, we have a trivial identity G1(0) = L(0) = 0. For n = 1, the Green-Kubo

relation is derived;

L(1) =
1

2τ

∫ τ

0

dtdt′⟨J(t)J(t′)⟩|∆β=0

τ→∞−−−→ 1

2

∫ ∞

0

dt⟨J(t)J(0)⟩|∆β=0. (3.32)

When ∆β = 0, the system is described by the equilibrium distribution function P eq(x) =

e−βEtot(x)/Z, β = β1 = β2 and an expectation value of a function F (x(t)) is given by

⟨F (x(t))⟩|∆β=0 =
∫
DxP eq(x(t))F (x(t)). In the large τ limit, the correlator ⟨J(t)J(t′)⟩|∆β=0

depends only on (t− t′).

We can also obtain the expression of L(2), L(3), · · · by taking further derivatives of the

equation (3.26) with respect to ∆β. For instance, we can derive

∂2
∆β [Z(ατ , 0)− Z(−ατ , 0)] = −i∂ατ∂∆β [Z(ατ , 0) + Z(−ατ , 0)]

⇒ (1− (−1)n) ∂2
∆βKn(0) = τ

(
1 + (−1)n+1

)
∂∆βKn+1(0). (3.33)

For n = 1, we have

L(2) = lim
τ→∞

1

2τ

∫ τ

0

dtdt′∂∆β⟨J(t)J(t′)⟩|∆β=0. (3.34)

These non-linear generalizations can be systematically obtained by using the steady state

fluctuation theorem. We apply these expansion methods to the system of a black hole

and a scalar field to obtain the Green-Kubo relation for a thermal current in the rest of

the thesis.

4 The Langevin equation in the Black Hole Back-

ground

In this section, we derive a stochastic equation for a scalar field in a black hole back-

ground. We take ℏ → 0 limit with the Hawking temperature ℏκ/2π fixed. Since the

energy is absorbed into the black hole, a dissipation term is induced at the horizon. The
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classical equation is furthermore modified by the quantum effect, i.e. the Hawking radi-

ation from the black hole. Because of these effects, the equation of motion in the black

hole background is described by a stochastic Langevin equation with a quantum noise

and a classical dissipation terms. We first review the basics of black holes and the Hawk-

ing radiation, and then derive the Langevin equation of a scalar field in the black hole

background.

4.1 Space-time Structure of Black Holes

We firstly summarize some basic facts of the space-time structure of black holes. For a

review, see for example [24]. We consider a spherically symmetric neutral black hole, the

Schwarzschild black hole. It is a solution to the Einstein equation in vacuum with a zero

cosmological constant and the metric is given by

ds2 = −f(r)dt2 +
dr2

f(r)
+ r2dΩ2,

f(r) = 1− 2GM

r
, dΩ2 = dθ2 + sin2 θdϕ2. (4.1)

M is the mass of the black hole and the only parameter of the solution. The solution is

asymptotically flat; it approaches the flat metric at the space-like infinity r → ∞. It has

time-translation symmetry and the associated time-like Killing vector is given by ξ = ∂t.

A Killing horizon is defined as a null hypersurface on which there is a null Killing vector.

In the present case, it is given by the condition g(ξ, ξ) = −f(r) = 0 ↔ r = rH = 2GM .

The surface gravity κ is defined on the Killing horizon via the relation

∇ξξ = κξ. (4.2)

A direct calculation shows that κ = f ′(r)/2|r=rH = 1/4GM for the Schwarzschild black

hole.

There are several different definitions of horizons. An apparent horizon is a more

general concept and defined locally as the most outer trapped null surface. It does not

need a time-like Killing vector as the Killing horizon, but it is defined in an observer-

dependent way. An event horizon is defined in a global way as a boundary of the past

light cone of the future infinity. Mathematically, a black hole is defined as a set that is

not contained in the past light cone of the future infinity. For the Schwarzschild black

hole, all the definitions of the horizon coincide, but they are different for dynamical black

holes. In applying non-equilibrium statistical physics to the dynamics of black holes, we

need to pay special attentions to the differences. In the present thesis, however, since
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we consider an eternal black hole as a background space-time, the differences are out of

consideration.

The coordinates used in eq.(4.1) are called the Schwarzschild coordinates. The singu-

larity of the metric at the horizon r = rH is not physical, and can be removed by using

other coordinates, such as the Kruskal-Szekeres coordinates (U, V )

U = −1

κ
e−κ(t−r∗), V =

1

κ
eκ(t+r∗) (4.3)

r∗ ≡
∫

dr

f(r)
= r + rH log(

r

rH
− 1). (4.4)

Here r∗ is the tortoise coordinate and takes −∞ < r∗ < ∞ between the horizon and the

spacial infinity. In terms of the Kruskal coordinates, the metric of the Schwarzschild black

hole becomes regular at the horizon;

ds2 = −rH
r
e
− r

rH dUdV + r2dΩ2. (4.5)

At the price of removing the coordinate singularity, the asymptotically flatness is unclear

in these coordinates. We will impose regularity conditions on physical quantities at the

horizon in the Kruskal coordinates.

Figure 2 is the Penrose diagram of the Schwarzschild black hole, which captures the

causal structure of the space-time.

The vertical and the horizontal axises correspond to the Kruskal time T = (V +U)/2,

and the Kurskal radius R = (V − U)/2. In contrast to the Schwarzschild coordinates,

the Kruskal coordinates are regular beyond the horizon (r = rH), and can be extended

to the maximally extended Schwarzschild space-time (−∞ < U, V < ∞). The original

Schwarzschild coordinates (−∞ < t < ∞, rH < r < ∞), on the contrary, can cover only

the region I in fig.2. We define (t, r∗) coordinates in other regions. For example, in the

region II, we can define them by the relations U = e−κ(t−r∗)/κ, V = −eκ(t+r∗)/κ. In the

Kruskal coordinates, the space-time is separated by the future and past event horizons

(U = 0 and V = 0 respectively) into four regions. There are four possible combinations

of signature of U and V as shown in the table 4.1.

Finally we note that the time-like Killing vector ξ = ∂t is written as ξ = κ(V ∂V −
U∂U) = κR∂T in the Kruskal coordinates and, therefore, the directions of time are opposite

in the region I and II. We have drawn the directions of ξ in fig.2.
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r = 0U V
i+

i−

i0

r = rH

r =const.

t =const.

III

III

IV

Figure 2: A point in the diagram represents a two dimensional sphere with radius r

at time t. r-constant and t-constant surfaces are depicted. Arrows on the r-constant

surfaces indicate the flow of the time-like Killing vector. They have opposite directions in

the region I and II. The singularity at r = 0 is drawn by zigzag lines in the diagram. Event

horizons are located at r = rH and separate the space-time into four distinct regions. i+,

i− and i0 are the future, past and spatial infinities.

I U < 0, V > 0 r > rH

II U > 0, V < 0 r > rH

III U > 0, V > 0 r < rH

IV U < 0, V < 0 r < rH

Table 1: Four regions of maximally extended Schwarzschild space-time

4.2 Field Theory in the Black Hole Background and the Hawk-

ing Radiation

We briefly summarize the quantum field theories in the black hole background. For a

comprehensive review, see e.g. [25]. The action of a massive scalar field in the maximally

extended Schwarzschild space-time is given by a sum of the fields in the right wedge

(region I) and in the left wedge (region II). In each region, the action is given by

S =

∫
d4x

√
−g

1

2

(
gµν∂µϕ∂νϕ+m2ϕ2

)
=
∑
l,m

∫
dtdr∗ϕ(l,m)

[
∂2
t − ∂2

r∗ + Vl(r)
]
ϕ(l,m).

(4.6)
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where we have decomposed the field into partial waves

ϕ(t, r,Ω) =
∑
l,m

ϕ(l,m)(t, r)

r
Yl,m(Ω), (4.7)

and defined the effective potential for each partial wave with an angular momentum l,

Vl(r) = f(r)

(
l(l + 1)

r2
+

∂rf(r)

r
+m2

)
. (4.8)

The equation of motion of the scalar field is given by[
∂2
t − ∂2

r∗ + Vl(r)
]
ϕR,L(l,m) = 0. (4.9)

Both in the asymptotically flat region (r → ∞) and in the near horizon region (r → rH),

the potential Vl vanishes and the equation of motion is reduced to the free field equation.

Thus, in the near horizon region, the classical solutions are approximately given by

uR
k (t, r) =

{
1√
4πωk

e−iωkt+ikr∗ (in R)

0 (in L)
(4.10)

uL
k (t, r) =

{
0 (in R)

1√
4πωk

eiωkt+ikr∗ (in L).
(4.11)

and their complex conjugates. Here ωk = +|k| > 0. The sign difference in front of iωkt

in R,L follows the convention of [25]. With this convention, these fields are positive

frequency modes with respect to the time-like Killing vector, ∂t in R and −∂t in L,

satisfying L±∂tuk = −iωkuk. The complex conjugates (uR,L
k )∗ are the negative frequency

modes (in the above sense) satisfying L±∂tu
∗
k = +iωku

∗
k. They are orthonormal with

respect to the following Klein-Gordon inner product,

(f, g) ≡ i

∫
Σt

d3x
√

hΣt (f
∗∂tg − ∂tf

∗g)

= i
∑
l,m

∫
dr∗
(
f ∗
(l,m)∂tg(l,m) − ∂tf

∗
(l,m)g(l,m)

)
. (4.12)

The integration is performed on a constant time slice Σt, but it can be generalized to any

space-like surface Σ and the choice of the integration surface does not change the value

of the inner product.

The field ϕ(l,m) can be expanded in terms of the classical solutions in the Schwarzschild

coordinates in the near horizon region as follows;

ϕ(l,m) =

∫
dk√
4πωk

[
aRk(l,m)u

R
k + (aRk(l,m))

†(uR
k )

∗ + aLk(l,m)u
L
k + (aLk(l,m))

†(uL
k )

∗] . (4.13)
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We will omit the suffixes (l,m) of creation and annihilation operators for simplicity in the

followings.

In the Kruskal coordinates in the near horizon region, the equation of motion becomes

∂U∂V ϕ(l,m) = (∂2
T − ∂2

R)ϕ(l,m) = 0. So we may define another basis of functions

uK
p (T,R) =

1√
4πEp

e−iEpT+ipR, (4.14)

where Ep = +|p| > 0. They are positive frequency modes with respect to the Kruskal

time. In terms of them, the field can be expanded as

ϕ(l,m) =

∫
dp√
4πEp

[
bpu

K
p + (bp)

†(uK
p )

∗] . (4.15)

In contrast to the wave functions (4.11), they are defined globally in the whole space-time.

In order to relate two different definitions of the creation and annihilation operators in

the Kruskal and Schwarzschild coordinates and to express the Kruskal vacuum bk|0⟩K = 0

as a Fock state constructed on the Schwarzschild vacuum aR,L
k |0⟩R,L = 0, we look at

the analyticity properties of the functions [26]. The positive frequency wave function

uK
p in the Kruskal coordinates with p > 0 (or p < 0) is an analytic function in the

lower half U (or V ) plane since uK
p ∼ e−iEpU (or uK

p ∼ e−iEpV ). On the other hand,

since eikr∗ = (r/rH − 1)ikeikr, there is a phase jump when it crosses the horizon. So we

need to combine the positive and negative frequency wave functions in the Schwarzschild

coordinates to construct a wave function with the same analyticity property as uK
p . They

were obtained by Unruh [26] as
u
(1)
k = 1√

2 sinh
πωk
κℏ

(
e

πωk
2κℏ uR

k + e−
πωk
2κℏ (uL

−k)
∗
)

u
(2)
k = 1√

2 sinh
πωk
κℏ

(
e−

πωk
2κℏ (uR

−k)
∗ + e

πωk
2κℏ uL

k

)
.

(4.16)

These combinations are analytic in the lower half plane of U or V . In the following we

set ℏ = 1 for notational simplicity. Such analyticity property can be easily checked. For

example, u
(1)
k with a positive k can be rewritten as an analytic function of U

u
(1)
k ∝ uR

k + e−
πωk
κ (uL

−k)
∗

∝ (−κU)
iωk
κ , (4.17)

if it is analytically continued from the region I of the right wedge (U < 0) to the region II

of the left wedge (U > 0) through the lower half of the U plane by the transformation U →
Ueiπ. Hence the combination is analytic in the lower half plane of U . For k < 0, u

(1)
k ∝
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(κV )−
iωk
κ and it is analytic in the lower half plane of V as e−iEpV . In the classical limit

where ℏ → 0, u
(1)
k becomes a positive frequency mode in the Schwarzschild coordinates

e−iωk(t∓r∗) and localized in the region I. Similarly, u
(2)
k with a positive momentum k > 0 is

written as an analytic function of the lower half plane of V , (κV )iωk/κ while, for a negative

k, it is analytic in the lower half plane of U and written as (−κU)−iωk/κ. It behaves as

a negative frequency mode in the Schwarzshchild coordinates but localized mostly in the

left wedge in the classical limit. They penetrate into the right wedge by quantum effects.

In this sense, u
(1)
k is classical while u

(2)
k is quantum in the right wedge.

The scalar field can be expanded in terms of these modes as

ϕ(l,m) =

∫
dk√
4πωk

[
c
(1)
k u

(1)
k + (c

(1)
k )†(u

(1)
k )∗ + c

(2)
k u

(2)
k + (c

(2)
k )†(u

(2)
k )∗

]
. (4.18)

The Kruskal vacuum (bp|0⟩K = 0) is equivalently given by the conditions, c
(1)
k |0⟩K =

c
(2)
k |0⟩K = 0. The annihilation operators in the Schwarzschild coordinates aRk and aLk can

be expressed as a linear combination of c
(1)
k and c

(2)
k as

aRk = 1√
2 sinh

πωk
κ

(
e

πωk
2κ c

(1)
k + e−

πωk
2κ (c

(2)
−k)

†
)

=
√

1 + n(ωk)c
(1)
k +

√
n(ωk)(c

(2)
−k)

†

aLk = 1√
2 sinh

πωk
κ

(
e

πωk
2κ c

(2)
k + e−

πωk
2κ (c

(1)
−k)

†
)

=
√
1 + n(ωk)c

(2)
k +

√
n(ωk)(c

(1)
−k)

†.

(4.19)

where n(ωk) = 1/(e2πωk/κ − 1). Hence the Kruskal and the Schwarzschild operators are

related by the Bogoliubov transformation,(
aRk

(aL−k)
†

)
=

( √
1 + n(ωk)

√
n(ωk)√

n(ωk)
√
1 + n(ωk)

)(
c
(1)
k

(c
(2)
−k)

†

)
≡ Uk

(
c
(1)
k

(c
(2)
−k)

†

)
. (4.20)

The transformation can also be represented as

c
(1)
k = e−iGaRk e

iG, c
(2)
−k = e−iGaL−ke

iG,

G = i

∫
dk

(2π)2ωk

θk
(
(aRk )

†(aL−k)
† − aRk a

L
−k

)
,

sinh2 θk ≡ n(ωk). (4.21)

From this transformation law, we can read off the relation between Kruskal vacuum and

Schwarzschild vacuum as

|0⟩K = e−iG|0⟩R|0⟩L (4.22)

=
∏
k

1

cosh θk

∞∑
n=0

e−
βωk
2

nk |nR
k ⟩|nL

−k⟩. (4.23)
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Note that the Fock space in the left wedge |nL
k ⟩ is constructed with the backward time

direction (−t).

The expectation value of the Schwarzschild number operators (aRk )
†aRk in the Kruskal

vacuum |0⟩K is given by

K⟨0|(aRk )†aRk |0⟩K =
1

2 sinh πωk

κ

e−
πωk
κ K⟨0|c(2)−k(c

(2)
−k)

†|0⟩K

=
1

e
2πωk

κ − 1
= n(ωk). (4.24)

This is the thermal distribution of the Hawking radiation [2], and characterized by the

temperature TH = κℏ/2π. Note that the thermal spectrum in the right wedge is created

by the effect of the field u
(2)
k , which is classically localized in the left wedge but penetrates

into the right quantum mechanically.

For a generic operator ÔR = ÔR(a
R, (aR)†) which is made of only aR and (aR)†, its

expectation value K⟨0|ÔR|0⟩K can be interpreted as a thermal average. Such thermal

behavior can be generalized to products of operators, such as K⟨0|ÔLÔR|0⟩K , made of

both the right and left creation (annihilation) operators. Its expectation value can be

interpreted as a Schwinger-Keldysh correlator.

Firstly, let us consider K⟨0|ÔR|0⟩K . Since the Kruskal vacuum is represented as (4.21),

one has

K⟨0|ÔR|0⟩K =
∏
k

1

cosh2 θk

∞∑
n=0

⟨nR
k |e−βωknkÔR|nR

k ⟩

= TrR

[
e−βHR

ZR

ÔR

]
. (4.25)

Here, the Hamiltonian and the partition function are defined by

HR =

∫
dk

2π
ωk(a

R
k )

†aRk ,

ZR = Tr
[
e−βHR

]
=
∏
k

∞∑
n=0

e−βωkn
R
k =

∏
k

cosh2 θk. (4.26)

Hence K⟨0|ÔR|0⟩K can be interpreted as a thermal average of the operator ÔR at the

Hawking temperature TH .

For a product of left and right operators, the expectation value in the Kruskal vacuum
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is given by

K⟨0|ÔLÔR|0⟩K =
∏
k,k′

1

cosh θk cosh θk′

∞∑
m,n=0

e−
β
2
(ωkmk+ωk′nk′ )⟨mR

k |⟨mL
−k|ÔLÔR|nR

k′⟩|nL
−k′⟩

=
∏
k,k′

1

cosh θk cosh θk′

∞∑
m,n=0

e−
β
2
(ωkmk+ωk′nk′ )⟨mR

k |ÔR|nR
k′⟩⟨mL

−k|ÔL|nL
−k′⟩.

(4.27)

In order to express it as an expectation value in the right wedge Fock space, we first

rewrite the expectation value ⟨nL
−k|ÔL|mL

−k′⟩ in terms of the operator in the right wedge

as follows,

⟨mL
−k|ÔL|nL

−k′⟩ = ⟨nR
k′|Ô∨

L|mR
k ⟩, (4.28)

Here we have defined the operator Ô∨
L(aR, a

†
R) by the following substitution,

ÔL(a
L, (aL)†) =

∑
n

cm,n(a
L
k )

m(aL†k )n → Ô∨
L(a

R, aR†) ≡
∑
n

cm,n(a
R
−k)

n(aR†
−k)

m. (4.29)

Note that the coefficients cm,n are not converted to its complex conjugate. In particular,

the field itself ϕL(t) is converted as

ϕL(t) =

∫
dk

4πωk

[aLk e
iωkt+ikr∗ + (aLk )

†e−iωkt−ikr∗ ] (4.30)

→ ϕ∨
L(t) =

∫
dk

4πωk

[(aR−k)
†eiωkt+ikr∗ + aR−ke

−iωkt−ikr∗ ]. (4.31)

This has the same functional form as ϕR(t). We later interpret this field ϕ∨
L(t) as the

(lower) Schwinger-Keldysh field and write as ϕ̃R to distinguish the original right-wedge

field ϕR. By this substitution, the expectation value can be written as

K⟨0|ÔRÔL|0⟩K =
1

Z
Tr
(
e−

β
2
HR ÔR e−

β
2
HR Ô∨

L

)
(4.32)

≡ ⟨ÔRÔ∨
L⟩β

2
,β
2

In order to distinguish it from the ordinary finite temperature Green function, we have

introduced the notation ⟨· · · ⟩β
2
,β
2
as above.

If ÔL is made of a product of operators ÔL = ÂLB̂L, it is converted as

ÔL = ÂL B̂L → Ô∨
L = B̂∨

L Â∨
L. (4.33)
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A special care should be taken for the time evolution operator UL(t, t0) ≡ T exp
[
−

i
∫ t

t0
dtĤL(t)

]
. Following the above substitution rule, it is converted to

UL(t, t0) ≡ T exp

[
−i

∫ t

t0

dtĤL(t)

]
→ U∨

L (t, t0) = T̃ exp

[
−i

∫ t

t0

dtĤ∨
L(t)

]
(4.34)

where T̃ is an anti-time ordering. For a hermitian Hamiltonian, Ĥ∨
L = ĤR is satisfied and

U∨
L (t, t0) = T̃ exp

[
−i

∫ t

t0

dtĤR(t)

]
(4.35)

Hence a Heisenberg operator ÂL(x) is mapped to

ÂL(x) = U †
L(tx, t0)ÂL(t0)UL(tx, t0) → Â∨

L(x) = U∨
L (tx, t0)Â

∨
L(t0)U

†∨
L (tx, t0). (4.36)

The converted Heisenberg operator is evolved backward in time with the Hamiltonian

(−HR).

From these considerations, an expectation value of a general operator including both

of left and right operators can be represented as a path integral form of the right-handed

fields;

K⟨0|ÔRÔL|0⟩K = ⟨ÔRÔ∨
L⟩β

2
,β
2

=

∫
DϕRDϕ̃R OR[ϕR] O∨

L[ϕ̃R] exp
[
iS[ϕR]− iS[ϕ̃R]

]
. (4.37)

Here ϕR represents the original right-wedge field while a new field ϕ̃R(t) is introduced to

represent the transformed operator O∨
L. The minus sign in front of the action S[ϕ̃R] comes

from the backward time-evolution of O∨
L. If we combine ϕR(t) and ϕ̃R(t) together as a

single ϕR(t) field along a doubled path depicted below, this expression is equivalent to the

closed time path formalism of the real-time finite temperature field theory. The insertions

of exp(−βHR/2) can be represented as an evolution of time into the imaginary direction

with −β/2 at both ends. Hence the path is given on the complex time plane as Fig. 3. The

field on the lower line corresponds to the field in the left-wedge as ϕR(t− iβ/2) = ϕL(t).

An alternative interpretation is an analogy with the thermo field dynamics [27], an-

other method to deal with the real-time finite temperature field theory. In this analogy,

the operators in the left wedge can be regarded as the “tilde-fields” of thermo field dy-

namics [28].
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−∞ ÔR

−∞− iβ

∞
∞− iβ

2Ô∨
L

Figure 3: ϕR lives on the upper line while ϕ̃R lives on the lower line. The time evolution

is backward on the lower line.

4.3 The Effective Equation of Motion in the Vicinity of the

Horizon

Now we derive an effective equation of motion for the scalar field in the black hole back-

ground. Classically a dissipation term is induced since the energy is absorbed into the

black hole horizon. In quantizing the system, a noise term will also be induced because

of the Hawking radiation, and the system is effectively described by a Langevin equation.

The effect of the absorption can be described by imposing the ingoing boundary condi-

tion at the horizon r = rH . Since, in the near horizon region, the system can be described

by a set of 2-dim free fields satisfying (∂2
t −∂2

r∗)ϕ(l,m) = 0, the ingoing boundary condition

can be represented as

(∂t − ∂r∗)ϕ(l,m)(t, r = rH) = 0. (4.38)

The condition implies that there are no outgoing modes at the horizon, and violates the

time reversal symmetry.

Since the scalar field is coupled to the gravitational field, if it is quantized, the chiral

condition at the horizon seems to violate the general covariance by the quantum grav-

itational anomaly. The violation is compensated by the flux of the Hawking radiation

[29, 30, 31]. In the following we will see that the quantization of the scalar field near

the horizon naturally leads to the chiral condition (absorption) with the flux of Hawking

radiation (noise term) at the horizon.

The method we will use is similar to the retarded-advanced (or Schwinger-Keldysh)

formalism. The derivation of the Langevin equation is given by integrating fluctuating

fields. (For a review, see, e.g. [32].)

4.3.1 Integrating Out the Environments

In obtaining a Langevin equation near the horizon, we need to integrate out certain kinds

of environmental variables interacting with the system variable at the horizon. In order to

do this, we first consider a stretched horizon at r = rH +ϵ and treat the variables between
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the horizon (r = rH) and the stretched horizon (r = rH+ϵ) as the environmental variables.

Because of the quantum mixing of the wave functions in the left and right wedges (4.16),

the integration of these variables corresponds to an integration of the fields in the left

wedge, which are classically hidden. In this way, we derive a Langevin equation at the

stretched horizon. This equation is shown to be independent of the small parameter ϵ

characterizing the position of the stretched horizon and we can take ϵ → 0 limit at last.

Since the Langevin equation we are going to derive is the equation of motion at the

boundary of a rigion [rH , rH + ϵ], it is convenient to discretize the equation of motion near

the horizon. In the tortoise coordinate r∗ in which the equation of motion becomes free,

the region is mapped to [−∞, r∗(rH + ϵ)]. We divide the region into infinite segments as

(r∗)n = r∗(rH + ϵ) +nd (for n = 0,−1,−2, · · · −∞) and set oscillators xn on these lattice

points. Here d is a lattice spacing in the tortoise coordinate. Discretized equations of

motion for the scalar field are given by
ẍ0 = −k(x0 − x1) + k(x−1 − x0)− Vl((r∗)0)x0

...

ẍ−n = −k(x−n − x−n−1) + k(x−n+1 − x−n)− Vl((r∗)−n)x−n.

(4.39)

The continuum limit is given by taking d → 0 limit with kd2 = 1 and ϕ(l,m)(t, (r∗)n) =

xn(t)/
√
d.

k k k k k

x−2 x−1 x0 x1

r∗

Figure 4: The discretized model of a scalar field in the near horizon region. The variable

x0 represents a variable at the stretched horizon.

Introducing the forward and the backward differentials in the tortoise coordinate r∗,

∆+xn ≡ xn+1 − xn

d
, ∆−xn ≡ xn − xn−1

d
, (4.40)

and using the relation,

−(xn − xn+1) + (xn−1 − xn) = d
(
∆+ −∆−)xn = d2∆+∆−xn, (4.41)

we can write the discretized equation (4.39) for n < 0 as

ϕ̈l,m((r∗)n) = kd2∆+∆−ϕl,m((r∗)n)− Vl((r∗)n)ϕl,m((r∗)n)

d→0−−→ ϕ̈l,m(r∗) = ∂2
r∗ϕl,m(r∗)− Vl(r∗)ϕl,m(r∗). (4.42)
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Vl((r∗)n) stands for the gravitational potential at (r∗)n. It is proportional to f(r) =

1 − 2M/r and vanishes in the near horizon region. Hence we neglect the potential term

later in this section.

The normalization of the fields ϕ(l,m)((r∗)n) ≡ xn/
√
d is determined from the action.

With this normalization, the discretized action becomes the continuum one;

S = −
∫

dt

[
1

2

0∑
n=−∞

(ẋn)
2 − U(xn)

]

= −
∫

dt

∫ r∗(rH+ϵ)

−∞
dr∗

1

2

[
(ϕ̇(l,m)(r∗))

2 − (∂r∗ϕ(l,m)(r∗))
2 − Vl(r∗)(ϕ(l,m)(r∗))

2
]
. (4.43)

Here the discretized potential U is defined by

U(xn) ≡
1

2

0∑
n=−∞

[
k(xn+1 − xn)

2 + Vl(rn)x
2
n

]
. (4.44)

Note that, we define d
∑0

n=−∞ →
∫ r∗(rH+ϵ)

−∞ dr∗ when d → 0.

The full action is a sum of the fields in the left and the right wedges. As we saw

in the previous section, the path integral containing both the left and right fields can

be rewritten by a path integral of a right field on a closed time path. In the previous

section, we have written the field in the lower line by x̃R. In the following, we use a unified

notation and write xR by x1 and x̃R by x2.

Previously we considered a path from t = −∞ to ∞. It can be generalized to a path

up to a finite time with fixed boundary conditions xI
0(t) = xI

fin (I = 1, 2);

P [xI
fin, t] =

∫ xI
0(t)=xI

fin
0∏

n=−∞

Dx1
nDx2

ne
iS[x1

−N ,··· ,x1
0,x

1
1]−iS[x2

−N ,··· ,x2
0,x

2
1] (4.45)

−∞ x1
n

−∞− iβ

t

t− iβ
2x2

n

Figure 5: The values of the fields at the right ends of the paths, xI
n(t) I = 1, 2, are fixed

in the path integral.

By integrating the environmental variables (fields between rH and rH + ϵ), we have

P [xI
fin, t] =

∫ xI
0(t)=xI

fin

Dx1
0Dx2

0e
iS[x1

0,x
1
1]−iS[x2

0,x
2
1]+iSIF [x1

0,x
2
0]. (4.46)
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The definition of the influence functional SIF is schematically written by

eiSIF [x1
0,x

2
0] ≡

∫ −1∏
n=−∞

Dx1
nDx2

ne
iS[x1

−N ,··· ,x1
−1]−iS[x2

−N ,··· ,x2
−1]+iSint[x

1
−1,x

1
0]−iSint[x

2
−1,x

2
0], (4.47)

where Sint[x−1, x0] = k/2
∫
dt(x0 − x−1)

2.

Since the system variables x1
0, x

2
0 are coupled linearly with the environment variables,

the influence functional SIF [x
1
0, x

2
0] has a Gaussian form

SIF [x
1
0, x

2
0] =

1

2

∫
dtdt′xI

0(t)FIJ(t, t
′)xJ

0 (t
′). (4.48)

The Kernel function in the Schwinger-Keldysh formalism FIJ(t, t
′) can be obtained by

taking derivatives of the influence functional as

FIJ(t, t
′) =

1

i

δ2

δxJ
0 (t

′)δxI
0(t)

eiSIF [x1
0,x

2
0]|xI

0=0

= i(kd)2

(
⟨T∆+x1

−1(t)∆
+x1

−1(t
′)⟩β

2
,β
2

−⟨∆+x1
−1(t)∆

+x2
−1(t

′)⟩β
2
,β
2

−⟨∆+x2
−1(t)∆

+x1
−1(t

′)⟩β
2
,β
2

⟨T̃∆+x2
−1(t)∆

+x2
−1(t

′)⟩β
2
,β
2

)
, (4.49)

The expectation means an integration over the environmental variables xI
−∞, · · · , xI

−1

(I = 1, 2). T stands for the time ordering, and T̃ is the anti-time ordering. As we saw

in the previous subsection (4.37), these propagators are equal to the Schwinger-Keldysh

ones with the path drawn in Fig.3. In the continuum limit, the discrete Green functions

d× FIJ(t, t
′) become the continuum counterpart

F IJ
(l,m)(l′,m′)(t, t

′)

= i∂r∗∂r′∗

(
⟨Tϕ1

(l,m)(t, r∗)ϕ
1
(l′,m′)(t

′, r′∗)⟩β
2
,β
2

−⟨ϕ1
(l,m)(t, r∗)ϕ

2
(l′,m′)(t

′, r′∗)⟩β
2
,β
2

−⟨ϕ2
(l,m)(t, r∗)ϕ

1
(l′,m′)(t

′, r′∗)⟩β
2
,β
2

⟨T̃ ϕ2
(l,m)(t, r∗)ϕ

2
(l′,m′)(t

′, r′∗)⟩β
2
,β
2

)
|r=r′=rH+ϵ

≡ ∂r∗∂r′∗

(
G11

(l,m)(l′,m′)(t, r∗; t
′, r′∗) G12

(l,m)(l′,m′)(t, r∗; t
′, r′∗)

G21
(l,m)(l′,m′)(t, r∗; t

′, r′∗) G22
(l,m)(l′,m′)(t, r∗; t

′, r′∗)

)
|r=r′=rH+ϵ (4.50)

and the influence functional is given by

SIF [ϕ
1(rH + ϵ), ϕ2(rH + ϵ)] =

1

2

∫
dtdt′ϕI

(l,m)(t, rH + ϵ)F IJ
(l,m),(l′,m′)(t, t

′)ϕJ
(l′,m′)(t

′, rH + ϵ).

(4.51)

Strictly speaking, the expectation in the Green functions should be evaluated at (r∗)−1,

but in the continuum limit it coincides with the position at the stretched horizon at rH+ϵ.
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4.3.2 The Vacuum Condition

From the previous discussions, we already knew that the Green functions in the Kruskal

vacuum become identical with the Schwinger-Keldysh Green functions along the contour

in Fig.3. We repeat the discussion for the case of the two point functions explicitly in the

following. In order to calculate the influence functional, we need to specify the vacuum

condition for the environmental variables, i.e. the Kruskal vacuum condition so that the

physical quantities is regular in the Kruskal coordinates. We expand the scalar field by

u
(1)
k , u

(2)
k and its complex conjugates

ϕ(l,m)(t, r∗) =

∫
dk√
4πωk

[
c
(1)
k(l,m)u

(1)
k + (c

(1)
k(l,m))

†(u
(1)
k )∗ + c

(2)
k(l,m)u

(2)
k + (c

(2)
k(l,m))

†(u
(2)
k )∗

]
,

(4.52)

with the canonical commutation relations

[c
(1)
k(l,m), (c

(1)
k′(l′,m′))

†] = (2π)2ωkδll′δmm′δ(k − k′), (4.53)

[c
(2)(l,m)
k , (c

(2)(l′,m′)
k′ )†] = (2π)2ωkδll′δmm′δ(k − k′). (4.54)

The correlators in the Kruskal vacuum become the following forms,

FAB
K,(l,m)(l′,m′)(t, t

′) = δll′δmm′∂r∗∂r′∗G
AB
K (t, r∗; t

′, r′∗)|r∗=r′∗ (4.55)

where

GAB
K (t, r∗; t

′, r′∗) = i

(
⟨TϕR(t, r∗)ϕ

R(t′, r′∗)⟩K ⟨ϕR(t, r∗)ϕ
L(t′, r′∗)⟩K

⟨ϕL(t, r∗)ϕ
R(t′, r′∗)⟩K ⟨TϕL(t, r∗)ϕ

L(t′, r′∗)⟩K

)
(4.56)

HereK means the expectation value in the Kruskal vacuum. As we saw, they are related to

the Schwinger-Keldysh Green functions F IJ
(l,m),(l′,m′)(t, t

′) = δll′δmm′∂r∗∂r′∗G
IJ(t, t′)|r=r′=rH+ϵ

discussed in the previous section as

1

2

∫
dtdt′ϕA

(l,m)(t, rH + ϵ)FAB
K,(l,m),(l′,m′)(t, t

′)ϕB
(l′,m′)(t

′, rH + ϵ)

=
1

2

∫
dtdt′ϕI

(l,m)(t, rH + ϵ)F IJ
(l,m),(l′,m′)(t, t

′)ϕI
(l′,m′)(t

′, rH + ϵ), (4.57)

where the Schwinger-Keldysh Green functions GIJ are given by

GIJ(t, r∗; t
′, r′∗) = i

(
⟨Tϕ1(t, r∗)ϕ

1(t′, r′∗)⟩β
2
,β
2

−⟨ϕ1(t, r∗)ϕ
2(t′, r′∗)⟩β

2
,β
2

−⟨ϕ2(t, r∗)ϕ
1(t′, r′∗)⟩β

2
,β
2

⟨T̃ ϕ2(t, r∗)ϕ
2(t′, r′∗)⟩β

2
,β
2

)

= i

∫
dk

4πωk

1

2 sinh(πωk/κ)

(
M11(t, t′) M12(t, t′)

M21(t, t′) M22(t, t′)

)
eik(r∗−r′∗). (4.58)
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Non-diagonal entries have an extra minus sign with respect to eq.(4.56), since the ϕ2 field

is defined to evolve backward in time as in Fig.3.

Each component can be calculated as

M11(t, t′) = θ(t− t′)
(
e

πω
κ e−iω(t−t′) + e−

πω
κ eiω(t−t′)

)
+ θ(t′ − t)

(
e−

πω
κ e−iω(t−t′) + e

πω
κ eiω(t−t′)

)
, (4.59)

M22(t, t′) = θ(t′ − t)
(
e

πω
κ e−iω(t−t′) + e−

πω
κ eiω(t−t′)

)
+ θ(t− t′)

(
e−

πω
κ e−iω(t−t′) + e

πω
κ eiω(t−t′)

)
,

M12(t, t′) = M21(t, t′) = e−iω(t−t′) + eiω(t−t′). (4.60)

It can be also rewritten in the following form,

GIJ(t, r∗; t
′, r′∗) =

∫
dk0dk

(2π)2
e−ik0(t−t′)+ik(r∗−r′∗)(

1
−k20+ω2

k−iϵ
+ 2πin(ωk)δ(−k2

0 + ω2
k) −2πi

√
n(1 + n)δ(−k2

0 + ω2
k)

−2πi
√

n(1 + n)δ(−k2
0 + ω2

k)
−1

−k20+ω2
k+iϵ

+ 2πin(ωk)δ(−k2
0 + ω2

k)

)
,

(4.61)

where n(ωk) = 1/(eβHωk − 1), βH = 2π/κ. The 2-2 component of the Green function

coincides with the anti-time ordered finite temperature Green function, while the 1-1

component is the ordinary time ordered one.

In the conventional real-time finite-temperature field theory, the contour is usually

taken as in the figure 6.
−∞

−∞− iβ

∞

Figure 6: This path corresponds to the propagators which have non-diagonal entries

(4.65).

The contour corresponds to considering an ordinary finite temperature Green function

with the Boltzmann factor e−βH at the left-end;

⟨Ô1Ô2⟩β =
1

Z
Tr
(
e−βHÔ1(t) Ô2(t′)

)
(4.62)

irrespective of whether these operators live on the upper or lower lines. On the other hand,

the Green function (4.37) we are considering corresponds to taking a different contour as
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drawn in Fig. 3. The fields on the lower line in these two contours are related by the

similarity transformation

ϕ2
New(t, x) = e−βHR/2ϕ2(t, x)eβHR/2 = ϕ2(t+ iβ/2). (4.63)

Here ϕ2 and ϕ2
New are fields appearing in the formalism of Fig 3 and Fig 6 respectively.

In the momentum representation, it is

ϕ2
New(k) = e

βk0
2 ϕ2(k), (4.64)

In terms of the new field, the Green function can be written in the following form,

GIJ
New(t, r∗; t

′, r′∗)

= i

(
⟨Tϕ1(t)ϕ1(t′)⟩β −⟨ϕ1(t)ϕ2

New(t
′)⟩β

−⟨ϕ2
New(t)ϕ

1(t′)⟩β ⟨T̃ ϕ2
New(t)ϕ

2
New(t

′)⟩β

)
=

∫
dk0dk

(2π)2
e−ik0(t−t′)+ik(r∗−r′∗)(

1
−k20+ω2

k−iϵ
+ 2πin(ωk)δ(−k2

0 + ω2
k) −2πi sgn(k0)n(k0)δ(−k2

0 + ω2
k)

−2πi sgn(k0)(1 + n(k0))δ(−k2
0 + ω2

k)
−1

−k20+ω2
k+iϵ

+ 2πin(ωk)δ(−k2
0 + ω2

k)

)
. (4.65)

4.3.3 The Langevin equation at the Stretched Horizon

The effective equation of motion at the stretched horizon can be obtained by taking a

variation of the effective action S[x1
0]− S[x2

0] + SIF [x
1
0, x

2
0]. In taking a continuum limit,

a care should be taken since we have already integrated out the environmental field x−1,

and only the interaction with the outer variable x1 appears in the effective action for x0.

The equation of motion for xI
0 becomes

ẍI
0 = −k(xI

0 − xI
1)−

∫
dt′F IJ(t, t′)xJ

0 (t
′). (4.66)

In the continuum limit (d → 0) with kd2 =fixed, the time derivative term drops and we

have

∂r∗ϕ
I
(l,m)(t)−

∫
dt′F IJ

(l,m)(l′,m′)(t, t
′)ϕJ

(l′,m′)(t
′) = 0. (4.67)

(Note that the discretized d × F IJ becomes the continuum F IJ
(l,m)(l′,m′).) The dynamics

seems to have disappeared in the effective equation at the stretched horizon, but we will

see that another time derivative term (which is first order) is induced from the second

term.
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In order to show this, following the retarded-advanced formalism discussed below, we

recombine the Schwinger-Keldysh fields, ϕ1(x) and ϕ2(x), into a classical variable ϕr(x)

and a fluctuating variable ϕa(x). The interpretation of classical and fluctuating variables

comes from an observation that the action S[ϕ1]− S[ϕ2] has a dominant contribution in

the path integral when the configuration of two fields coincide. As we saw in Fig. 3,

the time axis of ϕ1(t) differs from that of ϕ2(t) by an amount of β/2 into the imaginary

direction, and dominant configurations are given in terms of the redefined field (4.64)

ϕ2
New(t) = ϕ1(t+ iβ/2) in the following way. We define the classical and fluctuating fields

as  ϕr
(l,m) =

1√
2

(
ϕ1
(l,m) + ϕ2

New(l,m)

)
ϕa
(l,m) =

1√
2

(
ϕ1
(l,m) − ϕ2

New(l,m)

)
.

(4.68)

Propagators are transformed in this basis as

(
ϕ1 ϕ2

New

)( G11
New G12

New

G21
New G22

New

)(
ϕ1

ϕ2
New

)
= (ϕr ϕa)

(
0 GA

GR 2iGsym

)(
ϕr

ϕa

)
. (4.69)

where we have defined

GR(t) =
1

2
(G11

New −G12
New +G21

New −G22
New)(t) = iθ(t)⟨[ϕ(t), ϕ(0)]⟩ (4.70)

GA(t) =
1

2
(G11

New +G12
New −G21

New −G22
New)(t) = −iθ(−t)⟨[ϕ(t), ϕ(0)]⟩ (4.71)

Gsym(t) = − i

4
(G11

New −G12
New −G21

New +G22
New)(t) =

1

2
⟨{ϕ(t), ϕ(0)}⟩ (4.72)

and used the relation G11
New +G12

New +G21
New +G22

New = 0. Because of this, the basis (ϕr ϕa)

are often called the retarded-advanced basis.

In terms of the r, a-fields, the influence functional can be written as

SIF =

∫
dtdt′

[
ϕa
(l,m)(t)∂r∗∂r′∗G

R
(l,m)(l′,m′)(t, t

′)ϕr
(l′,m′)(t

′)

+ iϕa
(l,m)(t)∂r∗∂r′∗G

sym
(l,m)(l′,m′)(t, t

′)ϕa
(l′,m′)(t

′)
]
. (4.73)

The derivative of the retarded Green function ∂r∗∂r′∗G
R satisfies

∂r∗∂r′∗G
R
(l,m)(l′,m′)(t, t

′)|r=r′=rH+ϵ = −δll′δmm′∂t′δ(t− t′), (4.74)

On the other hand, the symmetric Green function can be written as

Gsym =

∫
dk

4πωk

(
n+

1

2

)(
e−iωk(t−t′) + e+iωk(t−t′)

)
eik(r∗−r′∗), (4.75)
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and its derivative becomes

∂r∗∂r′∗G
sym
(l,m)(l′,m′)(t, t

′)|r=r′=rH+ϵ = δll′δmm′

∫
dk0
4π

k0

tanh βk0
2

e−ik0(t−t′)

= δll′δmm′
1

2π

[
− κ2

4 sinh2 κ(t−t′)
2

]
. (4.76)

for t ̸= t′. The integral is divergent at t = t′. Since we are interested in the finite tem-

perature effect, we regularize the symmetrized correlator by removing the κ-independent

divergence (note T = κ/2π) as

K(t, t′) ≡ 1

2π

[
− κ2

4 sinh2 κ(t−t′)
2

+
1

(t− t′)2

]
. (4.77)

Hence the action for the stretched horizon variable, which is a sum of SIF and the inter-

action term with the neighboring variable x1, becomes

S =

∫
dtdt′dΩr2ϵ

[
ϕa(t, rϵ,Ω)δ(t− t′)(∂t′ − ∂r∗)ϕ

r(t′, rϵ,Ω)

+ iϕa(t, rϵ,Ω)K(t, t′)ϕa(t′, rϵ,Ω)
]
. (4.78)

Here, rϵ ≡ rH + ϵ appears with rewriting ϕr
(l,m) to ϕr. By integrating the fluctuating

variable ϕa(t), (4.45) is written as

P [ϕr
fin, t] =∫ ϕr(t)=ϕr

fin

Dϕr exp

[
−1

4

∫
dtdt′dΩr2ϵ (∂t − ∂r∗)ϕ

r(t, rϵ,Ω)K
−1(t, t′)(∂t′ − ∂r′∗)ϕ

r(t′, rϵ,Ω)

]
(4.79)

It describes the effective dynamics at the stretched horizon. Note that the effective action

contains a term which is odd under the time reversal transformation.

Instead of integrating out the fluctuating variable, we can introduce an auxiliary field

ξ(t) by

exp

(
−
∫

dtdt′ϕa
(l,m)(t)K(t, t′)ϕa

(l,m)(t
′)

)
=

∫
Dξ exp

(
i

∫
dtϕa

(l,m)(t)
√
2ξ(l,m)(t)−

1

2

∫
dtdt′ξ(l,m)(t)K

−1(t, t′)ξ(l,m)(t
′)

)
. (4.80)

Then the probability to see ϕr(t) = ϕr
fin at the stretched horizon is written in terms of the
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scalar fields ϕr,a(t) and the auxiliary field ξ as

P [ϕr
fin, t] =

∫ ϕr(t)=ϕr
fin

DϕrDϕaDξ e−
1
2

∫
dtdt′ξ(l,m)(t)K

−1(t,t′)ξ(l′,m′)(t
′)eiSeff[ϕ(t),ξ], (4.81)

Seff[ϕ(t), ξ] =

∫
dtϕa

(l,m)(t)

[
−∂r∗ϕ

r
(l,m)(t) +

∫
dt′GR

(l,m)(l′,m′)(t, t
′)ϕr

(l′,m′)(t
′) +

√
2ξ(l,m)(t)

]
.

(4.82)

The variation with respect to ϕa gives the equation of motion for ϕr

(∂t − ∂r∗)ϕ
r
(l,m) +

√
2ξ(l,m)(t) = 0, (4.83)

with the Gaussian noise correlation

⟨ξ(l,m)(t)⟩ = 0 , ⟨ξ(l,m)(t)ξ(l′,m′)(t
′)⟩ = δll′δmm′K(t, t′). (4.84)

As expected, if we take the statistical average, the outgoing modes vanish in the

averaged sense ⟨(∂t − ∂r∗)ϕ
r⟩ = 0, which means that there are only ingoing modes at

the (stretched) horizon. The noise term can be considered as the effect of the Hawking

radiation. In the appendix (C), we compare the noise correlation obtained here with the

flux of the Hawking radiation. The noise correlation is not white, and the memory effect

remains with a time scale of the Hawking temperature (t − t′) ∼ 1/κ = ℏ/2πTH . If we

look at the dynamics of a time scale larger than it, we can approximate the noise as the

following white noise

⟨ξ(l,m)(t)ξ(l′,m′)(t
′)⟩ −→ δll′δm,m′

κ

2π
δ(t− t′) = δll′δm,m′THδ(t− t′) (4.85)

The above effective action is obtained previously based on the physical picture of the

Hawking radiation [10] or a technique to reproduce the Schwinger-Keldysh formalism [12]

in a setting of vibrating string in AdS black hole background. We have reproduced the

same effective action by explicitly integrating the environmental variables between the

horizon and the stretched horizon. Because of the mixing of the wave functions (4.16),

the integration corresponds to an integration over the variables hidden in the horizon.

5 The Fluctuation Theorem for a Black Hole and

Matters

Now we apply the fluctuation theorem to the scalar field in the black hole background.

Most generally, we must treat the whole system of the scalar field and the space-time
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as a coupled quantum system, and backreactions to the space-time structure must be

included. In our letter [33], we briefly sketched how to treat the metric degrees of freedom

quantum mechanically in the path integral formalism and discussed the effect of the

backreaction. In the present thesis, in order to give a more systematic and complete

investigation, we consider an easier situation, i.e. a scalar system in a fixed black hole

background. We neglect effects of backreactions. Even if we adopt such a simplification,

various interesting results follow the fluctuation theorem applied to our system, such as

a proof of the generalized second law and a derivation of the Green-Kubo formula.

5.1 Discretized Equations outside the Stretched Horizon

The equation of motion of the scalar field ϕr(t, r∗) in the black hole background consists

of the two coupled equations, namely, the effective equation at the stretched horizon

r = rH + ϵ and the bulk equation of motion outside the stretched horizon.

We put the scalar field in a box with a radius rB(> rH) and impose a boundary

condition at the outer boundary ϕ(t, r = rB,Ω) = 0 in this subsection. Owing to the

boundary condition, the scalar field is shown to be thermalized. Another merit of confining

the system in a box is to stabilize the total system (even we take the backreaction into

account [34] if the size of the box is not so large.) It thus justifies to choose an equilibrium

distribution as an initial distribution for the matter field as we will do in the following.

In a later section, we choose a different boundary condition to realize a steady state with

a constant energy flux.

In order to apply the fluctuation theorem reviewed in section 3, we need to construct a

Fokker-Planck equation which is local in time. In doing so, it is necessary to approximate

the noise correlation (4.84) by the white noise (4.85). This approximation is valid for

a longer time scale than ℏ/2πTH . Though the validity is limited, we consider such an

approximation in the present thesis. The memory effect of the colored noise will be

discussed later.

In the white noise approximation, the discretized equations are given by

γ0ẋ0 = −k(x0 − x1)−
√
2ξ0 , ⟨ξ0(t)ξ0(t′)⟩ = γ0THδ(t− t′)

ẍ1 = −k(x1 − x2) + k(x0 − x1)− Vl(r1)x1

...

ẍN = −k(xN − xN+1) + k(xN−1 − xN)− Vl(rN)xN

xN+1 ≡ 0.

(5.1)

The first line is the stochastic equation for the field at the inner boundary (stretched

horizon) r = rϵ ≡ rH+ϵ with a noise term ξ. Note that the time derivative term originates
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ξ0

γ0 k k k k k

x0 x1 xN−1 xN

r∗

Figure 7: A schematic illustration of eq.(5.1). Each variables xi are bound by spring with

constant k. Only x0 reserves a friction γ0 and a noise ξ0. The effects of Vl(ri) are not

described on picture, it affects each variables as harmonic potential.

in the dissipation term induced by the interaction with the environmental variables. The

last one is the boundary condition at the outer boundary r = rB. The middle ones are

the bulk equations of motion, and the field ϕl,m(r∗) between the stretched horizon and

the outer boundary is discretized into N lattice points in the tortoise coordinate r∗. The

continuum limit can be taken as before by taking d → 0 (or N → ∞) with the following

conditions and replacements;

(N + 1)d = r∗(rB)− r∗(rϵ), kd2 ≡ 1 , γ0d ≡ 1, ϕr
(l,m)((r∗)i) ≡ xi/

√
d, ξ(l,m) ≡

√
dξ0,

(5.2)

where d is the lattice spacing in the tortoise coordinate r∗. The continuum equations in

the bulk can be recovered as before and becomes

ϕ̈r
(l,m)(t, r∗) = ∂2

r∗ϕ
r
(l,m)(t, r∗)− Vl(r∗)ϕ

r
(l,m)(t, r∗). (5.3)

At the stretched horizon, the first equation of (5.1) can be written as

γ0ẋ0 = kd∆+x0 −
√
2ξ0

d→0−−→ ϕ̇r
(l,m)(t, rϵ) = ∂r∗ϕ

r
(l,m)(t, rϵ)−

√
2ξ(l,m), (5.4)

with noise correlation

⟨ξ(l,m)(t)ξ(l′,m′)(t
′)⟩ = δll′δmm′d⟨ξ0(t)ξ0(t′)⟩ = δll′δmm′dγ0THδ(t− t′)

= δll′δmm′THδ(t− t′). (5.5)

5.2 The Fluctuation Theorem for the Scalar Field in the Black

Hole Background

From the set of the Langevin equations (5.1), we can construct the corresponding Fokker-

Planck equation of P (x0, x1, · · · , xN , v1, · · · , vN , t) with 2N + 1 set of variables;

∂tP = ∂x0

[
1

γ0

∂U

∂x0

P +
TH

γ0
∂x0P

]
+

N∑
i=1

[
∂xi

(−viP ) + ∂vi

(
∂U

∂xi

P

)]
, (5.6)
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where we defined U(x) ≡ 1
2

∑N+1
i=1 [(∆−xi)

2 + Vl(ri)x
2
i ]. In this expression, we introduced

a redundant variable xN+1 for convenience, but eventually set xN+1 = 0. This equation

has a solution describing an equilibrium distribution,

P eq = Z−1e
− 1

TH
[ 12

∑N
i=1 v

2
i +U(x)],

Z =

∫
dN+1xdNve

− 1
TH

[ 12
∑N

i=1 v
2
i +U(x)]. (5.7)

A general solution to the Fokker-Planck equation can be formally represented in the path

integral form as,

P (x0, xi, τ |x′
0, x

′
i, t = 0) ∝

∫ x

x′

N∏
k=0

Dxke
− 1

4γ0TH

∫
Γτ

dt(γ0ẋ0−k(x1−x0))2
∏
t

N∏
i=1

δ(ẍi +
∂U
∂xi

)|xN+1≡0.

(5.8)

The probability that a trajectory Γτ = {(x′
0, x

′
1, · · · , x′

N) → (x0, x1, · · · , xN)} is real-

ized is given by

P [Γτ |x′] ∝ e
− 1

4γ0TH

∫
Γτ

dt(γ0ẋ0−k(x1−x0))2
∏
t

N∏
i=1

δ(ẍi +
∂U
∂xi

). (5.9)

On the other hand, the probability that the reversed trajectory Γ∗
τ = {(x0, x1, · · · , xN) →

(x′
0, x

′
1, · · · , x′

N)} is realized is given by

P [Γ∗
τ |x] ∝ e

− 1
4γ0TH

∫
Γτ

dt(−γ0ẋ0−k(x1−x0))2
∏
t

N∏
i=1

δ(ẍi +
∂U
∂xi

). (5.10)

Hence the ratio of these two probabilities becomes

P(l,m)[Γτ |x′]

P(l,m)[Γ∗
τ |x]

= exp

[
1

TH

∫
Γτ

dtẋ0k(x1 − x0)

]
= exp

[
1

TH

∫
Γτ

dtϕ̇r
(l,m)(rϵ)∂r∗ϕ

r
(l,m)(rϵ)

]
. (5.11)

Here we have written the index for the angular momentum (l,m) explicitly. Summing

over all the contributions from various partial waves (l,m), the ratio can be written as an

integral over the stretched horizon;∏
(l,m)

P(l,m)[Γτ |x′]

P(l,m)[Γ∗
τ |x]

= exp

[
1

TH

∫
Γτ

dtdΩ r2ϵ ϕ̇
r(t, rϵ,Ω)∂r∗ϕ

r(t, rϵ,Ω)

]

= exp

[
1

TH

∫
Γτ

dtdΩ r2ϵT
r
t (t, rϵ,Ω)

]
. (5.12)
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Here we have used the definition of the energy-momentum tensor T r
t = ∂tϕ

r∂rϕr =

∂tϕ
r∂r∗ϕ

r. Logarithm of the ratio is proportional to the energy flux into the black hole

∆M [Γτ ] =
∫
Γτ

dtdΩ r2ϵT
r
t (t, rϵ,Ω). Hence, by using the first law of black hole thermody-

namics TH∆SBH [Γτ ] = ∆M [Γτ ], we can interpret this entropy production as an amount

of difference of the black hole entropy during t = 0 ∼ τ ,

P [Γτ |x′]

P [Γ∗
τ |x]

= exp [∆SBH [Γτ ]] . (5.13)

In a more general setting, we can introduce an externally controlled parameter such

as a variable mass term m(t) in the potential U(x;λF
t ). Even in the presence of such an

external parameter, the ratio can be shown to be given by the difference of the entropy,

P F [Γτ |x′]

PR[Γ∗
τ |x]

= exp [∆SBH [Γτ ]] . (5.14)

In a case with time-dependent external parameters, the forward and the reversed protocols

are generally different and we need to put F and R to distinguish them.

In order to apply the fluctuation theorem, we further multiply the above probabilities

P F [Γτ |x′] (or PR[Γ∗
τ |x]) by probabilities for the initial distributions. As we discussed

above we can assume that the system is in an equilibrium distribution at the external

parameter λF
0 (or λF

τ ) with the Hawking temperature P eq(x′;λF
0 ) (or P

eq(x;λF
τ )). Hence

P F [Γτ |x′]P eq(x′;λF
0 )

PR[Γ∗
τ |x]P eq(x;λF

τ )

= exp
[
∆SBH [Γτ ]− β

(
H[x′;λF

0 ]−H[x;λF
τ ]
)
+ β

(
F (λF

0 )− F (λF
τ )
)]

= exp [(∆SBH +∆SM)[Γτ ]] . (5.15)

Here, we defined the entropy difference of the matter by ∆SM = −β(H[x′;λF
0 ]−H[x;λF

τ ])+

β(F (λF
0 ) − F (λF

τ )), where H[x′;λF
0 ] is the total energy of the system at t = 0 with an

external parameter λF
0 and F (λF

0 ) is the free energy defined by Z(λF
0 ) = e−βF (λF

0 ).

The fluctuation theorem is a direct consequence of the above key relation (5.15). As

we saw in sec.3, it is straightforward to prove that

ρF (∆SBH +∆SM)

ρR(−(∆SBH +∆SM))
= e∆SBH+∆SM . (5.16)

Here ρF (∆SBH+∆SM) is the probability to observe a value of the total entropy production

∆SBH + ∆SM with the forwardly controlled external parameter. The denominator is

similarly defined as the probability to observe a negative value of the entropy production
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in the reversed protocol. Since the right hand side is usually much bigger than 1, the

numerator is generally much bigger than the denominator.

By integrating it, we have the Jarzynski equality;

⟨e−(∆SBH+∆SM )⟩ = 1. (5.17)

We observe that there must exist a path with (∆SBH + ∆SM) < 0, i.e. an entropy

decreasing path, otherwise the Jarzynski equality cannot be satisfied. As we saw in

section 3, the generalized second law [35]

⟨(∆SBH +∆SM)⟩ ≥ 0. (5.18)

is derived using the Jensen inequality ⟨ex⟩ ≥ e⟨x⟩. The above theorems (5.16) and (5.17)

are also applicable to dynamical processes which are generally in non-equilibrium distri-

butions, if the Fokker-Planck equation we have used is valid. As we noticed, the validity

holds when the time scale of the dynamics is longer than the time scale of the inverse

Hawking temperature ℏ/(2πTH). The condition is not always satisfied, and in such situ-

ations, we need to take effects of time-correlations of emissions.

5.3 Memory Effect and Quantum Corrections

In the previous sections, we have approximated the dynamics of the scalar fields by the

Langevin and the Fokker-Planck equations. The approximation is valid when the noise

correlation (4.84) can be replaced by the white noise and also the evolution of the scalar

field ϕr is dominated by the classical path described by the Langevin equation. The

first condition is violated for a shorter time scale than ℏ/2πTH . The second condition is

related to a justification of the Markovian process we have used. If we take ℏ → 0 limit

while keeping TH = ℏκ/2π fixed, both conditions are satisfied. If these conditions are

violated, we need to treat the system quantum mechanically without using the classical

stochastic equations. A possible generalization to overcome these difficulties is given in

the following.

We start from the action (4.78) at the stretched horizon. Before integrating out the

variable ϕa, this gives an amplitude of the stretched horizon variables ϕ1 and ϕ2. But in

terms of the variable ϕr, the path integral represents the evolution of a density matrix

a la Schwinger-Keldysh, and the path integral (4.79) should be regarded as giving a

probability, not an amplitude for the configuration ϕr. Based on this interpretation, we

wrote it as P .
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The classical limit with TH fixed corresponds to replacing K(t, t′) by THδ(t − t′). In

this limit, the probability for a trajectory Γτ [ϕ
r] with an initial value ϕr

ini to be realized

is given by

P [Γτ |ϕr
ini] = exp

[
− 1

4TH

∫
Γτ

dtdΩr2ϵ [(∂t − ∂r∗)ϕ
r(t)]2

] ∏
t,r>rϵ,(l,m)

δ
[
(∂2

t − ∂2
r∗ + Vl)ϕ

r
(l,m)

]
.

(5.19)

The ratio of the forward and the backward probabilities is now given by

P [Γτ |ϕr
ini]

P [Γ∗
τ |ϕr

fin]
= exp

[
1

TH

∫
Γτ

dtdΩr2ϵ ϕ̇
r(t)∂r∗ϕ

r(t)

]
(5.20)

and reproduces the previous result (5.12). The exponent is proportional to the energy

flowing into the black hole across the horizon, and interpreted as the entropy increase of

the black hole.

More generally, if we do not replace K(t, t′) by the white noise, the ratio becomes

P [Γτ |ϕr
ini]

P [Γ∗
τ |ϕr

fin]
= exp

[∫
dtdt′dΩr2ϵ ϕ̇

r(t)K−1(t, t′)∂r∗ϕ
r(t′)

]
, (5.21)

which is nonlocal in time. By expanding the kernel in terms of derivatives of the delta

functions, the exponent receives corrections to the energy flow. These corrections can

be interpreted as flows of higher-spin currents (operators containing higher derivatives of

fields) into the black hole. These terms vanish after taking a long-time average, but remain

for a short time scale. Applying the fluctuation theorems with the nonlocal modification

of the kernel, the entropy increase of the black hole receives higher derivative corrections.

A geometric interpretation of these corrections is interesting.

Another important quantum correction is the violation of the Markovian assumption.

If the path integral is not dominated by classical paths, we need to sum over all possible

sequences of configurations at the level of amplitudes, instead of considering probabilities

at the classical level. We also need to generalize the fluctuation theorem themselves at

the fully quantum level.

5.4 The Steady State Fluctuation Theorem for the Scalar Field

in the Black Hole Background

So far, we have applied the fluctuation theorem to a scalar field in an equilibrium distri-

bution and disturbance around it. In realizing such a situation, we have put the black

hole in a box with an adiabatic (insulating) wall. Instead we can consider a steady state
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with a constant (but very small) energy flow from a black hole to outside. This can be

realized by putting a black hole in a box in contact with a thermal bath with a slightly

lower (or higher) temperature than the Hawking temperature. We set the temperature

at the wall of the box as Tw(< TH). Since the energy flow is assumed to be very small,

we neglect backreactions of the energy transfer to the black hole itself.

We start from the following discretized form of the equations of motion;

γ0ẋ0 = −k(x0 − x1)−
√
2ξ0 , ⟨ξ0(t)ξ0(t′)⟩ = γ0THδ(t− t′)

ẍ1 = −k(x1 − x2) + k(x0 − x1)− Vl(r1)x1

...

ẍN = −γẋN − k(xN − xN+1) + k(xN−1 − xN)− Vl(rN)xN −
√
2ξ

, ⟨ξ(t)ξ(t′)⟩ = γTwδ(t− t′)

xN+1 ≡ 0.

(5.22)

ξ0

γ0 k k k k k

x0 x1 xN−1 xN
ξ γ

r∗

Figure 8: A discretized model of a scalar field in a box. The wall at r = rB is in

contact with a thermal bath with temperature Tw which is slightly lower than the Hawking

temperature. Then there is an energy flow from the black hole to the outer thermal bath.

The only difference from the previous model is the equation for the variable xN at

the wall. The variable in this model interacts with the thermal bath at temperature

Tw. A redundant variable xN+1 is introduced for simplifying the above equation. The

corresponding Fokker-Planck equation is given by

∂tP = ∂x0

[
1

γ0

∂U

∂x0

P +
TH

γ0
∂x0P

]
+

N−1∑
i=1

[
∂xi

(−viP ) + ∂vi

(
∂U

∂xi

P

)]
+ ∂xN

(−vNP ) + ∂vN

(
γvN +

∂U

∂xN

P + γTw∂vNP

)
. (5.23)

The solution can be written in terms of the following path integral

P (xfin, τ |xini, 0) =

∫ xfin

xini

DΓτe
− 1

4γ0T0

∫
Γτ

dt(γ0ẋ0+∂x0U)
2∏

t

N−1∏
i=1

δ (ẍi + ∂xi
U)

× e−
1

4γTw

∫
Γτ

dt(ẍN+γẋN+∂xNU)
2

|xN+1=0. (5.24)
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The ratio of the probabilities for a single partial wave with (l,m) is given by

P [Γτ |xi]

P [Γ∗
τ |xf ]

= exp

[
− 1

TH

∫
Γτ

dtẋ0∂x0U − 1

Tw

∫
Γτ

dtẋN(ẍN + ∂xN
U)

]
|xN+1=0

. (5.25)

In addition to the energy flow at the horizon, there is another contribution from the wall.

The potential U(x) is written as a sum of three terms;

U(x) = U1(x0, x1, · · · , xN−1) + U12(xN−1, xN) + U2(xN , xN+1) (5.26)

where

U1(x0, x1, · · · , xN−1) =
1

2

N−1∑
i=1

[(
xi − xi−1

d

)2

+ Vl(ri)x
2
i

]
,

U12(xN−1, xN) =
1

2

(
xN − xN−1

d

)2

,

U2(xN , xN+1) =
1

2

[(
xN+1 − xN

d

)2

+ Vl(rN)x
2
N

]
. (5.27)

We turn on the potential U12 at the wall during a time interval between t = 0 and

t = τ. This can be realized by introducing the external parameter controlling the potential

U12 such as

U12(xN−1, xN ;λ
F
t ) = θ

(
τ−
2
− |t− τ

2
|
)
U12(xN−1, xN). (5.28)

Then the variables (x0, x1, · · · , xN−1) are decoupled from xN when t < 0 and t > τ .

Since the external thermal bath is decoupled for a long time during t < 0, the state can

be considered in the equilibrium at t = 0. The ratio of the probabilities of the initial

distributions is, hence, given by

P eq(xini)

P eq(xfin)
= exp

[
− 1

TH

(
1

2

N−1∑
i=1

(ẋ2
i,ini − ẋ2

i,fin) + U1(xini)− U1(xfin)

)

− 1

Tw

(
1

2
(ẋ2

N,ini − ẋ2
N,fin) + U2(xini)− U2(xfin)

)]
. (5.29)

The second terms are canceled by the following terms in eq.(5.25)∫
Γτ

dtẋN(ẍN + ∂xN
U2(xN)) =

[
1

2
mẋ2

N + U2(xN)

]fin
ini

. (5.30)

The remaining terms in (5.29) is, of course, independent of the duration τ , and can be

neglected compared to other terms in (5.25) that are proportional to τ .
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As a result, if take the leading contributions in the large τ limit and neglect O(τ 0)

terms in the exponent, we obtain

P [Γτ |xini]P
eq(xini)

P [Γ∗
τ |xfin]P eq(xfin)

= exp

[
− 1

TH

∫
Γτ

dtẋ0∂x0U1 −
1

Tw

∫
Γτ

dtẋN∂xN
U12

]
= exp

[
− 1

TH

∫
Γτ

dtẋ0kd∆
−x0 −

1

Tw

∫
Γτ

dtẋNkd∆
−xN

]
. (5.31)

Because of the energy conservation for a steady state, we have the relation
∫
dtẋN∆

−xN =

−
∫
dtẋ0∆

−x0. In the continuum limit N → ∞ with the scalings explained before, the

logarithm of the above ratio becomes

− 1

TH

∫
Γτ

dtẋ0kd∆
−x0 −

1

Tw

∫
Γτ

dtẋNkd∆
−xN

= (βw − βH)

∫
Γτ

dt∂tϕ
r
(l,m)(t, rϵ)∂r∗ϕ

r
(l,m)(t, rϵ) ≡ ∆βτJ̄(l,m)[Γτ ]. (5.32)

We have defined ∆β ≡ βw − βH , which is positive from our assumption TH > Tw. By

summing all the contributions from the partial waves with (l,m), we have

J̄ [Γτ ] ≡
1

τ

∫
Γτ

dtdΩ r2ϵ∂tϕ
r(t, rϵ,Ω)∂r∗ϕ

r(t, rϵ,Ω) =
1

τ

∫
Γτ

dtdΩ r2ϵT
r
t (t, rϵ,Ω), (5.33)

where we have used the definition of the energy momentum tensor T r
t = ∂tϕ

r∂rϕr =

∂tϕ
r∂r∗ϕ

r. J̄ [Γτ ] is a current flowing at the horizon out of the black hole. From the setting

TH > Tw, the averaged current is positive, but it can take both positive or negative values

because of fluctuations of absorption and emission by the Hawking radiation.

We now have established the steady state fluctuation theorem in the black hole back-

ground as

lim
τ→∞

1

τ
ln

[
ρ(J̄τ ,∆β)

ρ(−J̄τ ,∆β)

]
= ∆βJ̄∞. (5.34)

For the definitions of ρ, see eq. 3.23. The theorem can be restated in terms of

a generating function Z(ατ ,∆β), and leads to various relations between the response

coefficients L(1), L(2), · · · defined by ⟨J̄∞⟩ = L(1)∆β +L(2)/2(∆β)2 + · · · and correlator of

currents ⟨J(t)J(t′)⟩. For more details, see the subsection 3.3.

In our case, these relations lead to the following relations;

L(1) =
1

2

∫ ∞

0

dt

∫
dΩ r4ϵ ⟨T r

t (t, rϵ)T
r
t (0, rϵ)⟩|∆β=0 (5.35)

L(2) = lim
τ→∞

1

2τ

∫ τ

dtdt′
∫

dΩ r4ϵ∂∆β⟨T r
t (t, rϵ)T

r
t (t

′, rϵ)⟩|∆β=0 (5.36)

...

44



The first relation is the Green-Kubo relation for the energy current flowing at the horizon

r = rϵ. The second one is a non-linear generalization, and the evaluation of the right

hand side needs the derivative of the correlation function with respect to the temperature

difference. This means that the information of the equilibrium distribution at ∆β = 0 is

not sufficient to obtain the non-linear response function of the current.

6 Quantum Correction of the Membrane Paradigm

In this section, we consider effects of the Hawking radiation in the membrane paradigm.

The membrane paradigm [9] is an idea to describe dynamics of the black hole as dynamics

of the membrane at the stretched horizon. The way of thinking is similar to the method of

image charges in electrostatics. We introduce two different observers, the fiducial observer

and the freely falling observer. The fiducial observer (so called the hovering observer) stays

at the stretched horizon. He or she may see special phenomena such as a huge blue shift of

observables. On the other hand, the freely falling observer will see nothing special when

he or she passes the horizon because the equivalence principle. This leads the “ regularity

condition ” of the field at the horizon. The fiducial observer cannot distinguish difference

between the dynamics of the black hole and the dynamics of the membrane, a counterpart

of image charges, which acts as ordinary matter at the stretched horizon. Only the freely

falling observer will discover facts of the inside of the horizon.

In the next subsection, we briefly review the idea of the membrane paradigm according

to [36] in the case of an electromagnetic field in a black hole background.

6.1 Brief Review of the Membrane Paradigm

We consider the action of an electromagnetic field with an external current in a black hole

background

S[Aµ] =

∫
d4x

√
−g

(
− 1

16π
FµνF

µν + JµAµ

)
. (6.1)

Note that we adopt an “unrationalized” unit with c = 1 to emphasize the impedance of

the vacuum. We divide the action into two parts, the inside of the stretched horizon and

the outside of the stretched horizon Sin + Sout. The fiducial observer at the stretched

horizon cannot see the inside of the horizon, so let us consider there is no Sin term but we

have the surface term Ssurf =
∫
r=rϵ

d3x
√
−hjµSAµ. We introduce the surface current jµS to

balance the effect due to an absence of the inside action Sin. To put it more precisely, we
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change the action principle δSin+ δSout = 0 to δSout+ δSsurf = 0 and presume the surface

current is a constitution of the membrane.

We suppose that a background gµν is the Schwarzschild metric. The induced metric

hµν in the surface action Ssurf is defined by hµν = gµν − nµnν , where nµ = ∂µr/
√
grr is an

unit normal to the stretched horizon.

The action principle requires

0 =
δ

δAµ(x)
(Sout + Ssurf)

=
√
−g

(
1

4π
∇νF

νµ + Jµ

)
+
√
−hδ(r − rϵ)

(
jµS − 1

4π
F µνnν

)
. (6.2)

The first term is a usual equation of motion, and the second term is a surface term which

we want to vanish by adjusting the value of jS. The requirement is satisfied when we set

4πjµS ≡ F µνnν . (6.3)

We introduce a perpendicular component of electric field E⊥ and parallel components of

magnetic field (B||)
A as

E⊥ ≡ −F µνUµnν , (6.4)

(n×B||)
A ≡ F µνeAµnν , (6.5)

where Uµ is the unit time like vector Uµ = −√
gtt∂µt = −∂µτ , and eµA = ∂xµ

∂θA
are projections

onto the stretched horizon, θA are spatial coordinates of the surface. The suffix A covers

spatial surface (two dimensions).

By using these definitions, the surface current is expressed as

4πjτS = E⊥,

4πjAS = (n×B||)
A. (6.6)

The surface charge density jτS emerge to cancel a perpendicular component of electric

field E⊥ on the stretched horizon, and the surface current density jAS comes in to cancel

parallel components of magnetic field (B||)
A.

The contracted equation of motion with nµ leads the continuity equation

∇(3)
a jaS = −Jµnµ. (6.7)

This equation describes the balance between the income to the horizon (−Jµnµ) and the

divergence of the surface current ∇(3)
a jaS.
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In addition, we have the regularity condition. For the freely falling observer, the future

horizon U = − 1
κ
e−

1
κ
(t−r∗) = 0 is not a special plane. But several observables in the Kruskal

coordinates become divergent quantities when we accept non-zero u-components in the

Schwarzschild coordinates, because XU = ∂u
∂U

Xu = − 1
κU

Xu. Therefore, we should impose

the condition for the field strength on the horizon

Fµν(U
µ − nµ) ≡ 0. (6.8)

This is called the regularity condition or the ingoing boundary condition. This condition

can be obtained by considering transformation between the fiducial observer and the freely

falling observer on the stretched horizon. For the detail, see for example [9].

To contract the above condition with eµA, we obtain

UµF
µν = nµF

µν

×eAν ⇒ EA
|| = (n×B||)

A. (6.9)

Thus the second equation of (6.6) with the regularity condition leads Ohm’s law

EA
|| = 4πjAS . (6.10)

The surface resistivity is ρ = 4π. This can be interpreted as a resistivity of the membrane.

Finally, a perpendicular component of the Poynting vector

S · n = T µνUνnµ =
1

4π
(E|| ×B||) · n (6.11)

can be expressed as S · n = −4πjAS jSA on the stretched horizon. The Poynting flux

measures the energy flow into the black hole when we integrate it over the stretched

horizon. Therefore, we obtain the Joule heating law

dM

dt
= −

∫
d2A(−gtt)S · n

= 4π

∫
d2A(−gtt)j

A
S jSA. (6.12)

The factor (−gtt) is introduced to convert time and energy at the horizon to the infinity.

The membrane acts as an ohmic resister with the resistivity density ρ = 4π.

To summarize the review, we can regard an artificial current jµS as an actual matter

which obeys Ohm’s law, the continuity equation and the Joule heating law, if we presume

that the inside of the black hole is empty. The key ideas are introduction of the surface

action Ssurf (instead of the inside action Sin) and imposition of the regularity condition

(6.8).
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6.2 The Quantum Effect in the Scalar Membrane

If we include quantum effects to the membrane paradigm, there should be noise terms

due to the Hawking radiation. We can intuitively estimate that Ohm’s law and the Joule

heating law should be corrected due to the noise. In fact, this idea was already proposed

in the paper [37], and discussed by phenomenological way. We know that integrating out

procedure, which demonstrated in the section 4, actually shows the Hawking radiation

adds the noise term in the effective equation of motion of the scalar field. In this section,

we investigate these quantum corrections by generalizing the idea of Parikh and Wilczek.

We firstly demonstrate the scalar membrane case, and extend the method to the

electromagnetic membrane case in the next subsection.

In the previous subsection, we required the action principle for Sout+Ssurf. Our newly

formulated paradigm presumes

Z[gµν , jS] =

∫
DΦ exp

[
− i

2

∫
r≥rϵ

d4x
√
−ggµν∂µΦ∂νΦ + i

∫
r=rϵ

d3x
√
−hjSΦ

]
(6.13)

as the partition function of the system, and requires that it is invariant under diffeo-

morphism transformation (and other gauge transformations if it exists). We treat gµν

as background field. We will observe that the diffeomorphism invariance leads the Joule

heating law (with contribution of the noise).

We firstly trace the discussion of Parikh and Wilczek in the sense of the Schwinger-

Dyson equation. We assume a decomposition of the scalar field Φ = ϕB + ϕ̂, ϕB is a

background field and ϕ̂ is a quantum fluctuation which should be path integrated. The

Schwinger-Dyson equation becomes

0 =
δ

δΦ(x)
Z[gµν , jS]

=

∫
Dϕ
[
∂µ(

√
−ggµν∂νΦ) +

√
−hδ(r − rϵ) (jS − nµ∂µΦ)

]
ei(Sout+Ssurf). (6.14)

(Precisely speaking, x of δ
δΦ(x)

should be in the range of [rϵ,∞].) The first part is an

ordinary equation of motion □xϕB(x) + □x⟨ϕ̂(x)⟩ = 0, and we choose □xϕB(x) = 0 as

usual. The second part, the coefficient of the delta function, should vanish. This condition

leads

⟨jS⟩ ≡ ⟨nµ∂µΦ⟩, (6.15)

at the stretched horizon. This is the scalar version of equation (6.6).
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The regularity condition of the scalar field on the horizon is

(Uµ − nµ)∂µΦ = 0. (6.16)

Therefore, we have the scalar version of Ohm’s law as

⟨jS⟩ = Uµ∂µϕB. (6.17)

The (averaged) surface current ⟨jS⟩ is proportional to the canonical momentum. The

proportional constant varies with the normalization of the scalar field. Since ⟨ϕ̂⟩ = 0,

there is no fluctuation after taking the average, but we have the noise ξ̂ for the surface

current jS,

jS − ⟨jS⟩ = nµ∂µϕ̂ ≡ iξ̂. (6.18)

A coefficient i is introduced to achieve a good interpretation of the noise term. We cannot

fix the value of the two point function ⟨ξ̂ξ̂⟩ at this stage.
A diffeomorphism transformation x → x− ζ acts as

δgµν = −(∇µζν +∇νζµ),

δjS = ζµ∂µjS. (6.19)

We obtain a kind of Ward-Takahashi identity

0 =

∫
d4x

√
−gζµ⟨∇νTµν⟩ −

∫
d3x

√
−hζµ

[
nν⟨T ν

µ|r=rϵ⟩+ ⟨jS∂µΦ|r=rϵ⟩
]

(6.20)

Note that we used

δ
√
−h = δ(

√
−g

√
grr)

=

(
−1

2

√
−g

√
grrgµν +

√
−g

2
√
grr

δrµδ
r
ν

)
δgµν

= −1

2

√
−h(gµν − nµnν)δg

µν

= −1

2

√
−hhµνδg

µν . (6.21)

We assume ζµ does not contain r component, i.e. ζ ⊥ n. In that case, we can decompose

eµa∇µζν = ebν∇
(3)
a ζb− ζbKbanν , where e

µ
a = ∂xµ

∂ya
, ya are coordinates of the hypersurface and

Kab is the extrinsic curvature of the hypersurface. Since nµh
µν = 0, we obtain∫

d3xδ(
√
−h)jSΦ =

1

2

∫
d3x

√
−hjSΦhµν(∇(3)µζν +∇(3)νζµ)

= −
∫

d3x
√
−hζµ∂µ(jSΦ). (6.22)
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Combining the above contribution and the variation of the surface current∫
d3x

√
−hδ(jS)Φ =

∫
d3x

√
−hζµ∂µ(jS)Φ, (6.23)

we obtain the term ⟨jS∂µΦ|r=rϵ⟩.
When we take ζµ ≡ Uµ =

(
d
dτ

)µ
, the second term of (6.20) leads

⟨T ν
µnνU

µ⟩ = −⟨jSUµ∂µΦ⟩, (6.24)

at the stretched horizon. The energy-momentum tensor has the form ⟨T ν
µnνU

µ⟩ =

T ν
BµnνU

µ + ⟨T̂ ν
µnνU

µ⟩, it should be terminated by ⟨jSUµ∂µΦ⟩. If we adopt the result

(6.15) as an equality of operators, jS = nµ∂µΦ, we obtain

jSU
µ∂µΦ = ⟨jS⟩2 − ξ̂ξ̂ (6.25)

The first term (Joule heating) can be interpreted as an amount of energy absorption

T ν
BµnνU

µ, and the second term is contribution of the Hawking radiation ⟨T̂ ν
µnνU

µ⟩. These
two parts can be distinguished by degree of ℏ.

If we use, say the trace anomaly method (which is reviewed in the appendix C) or

the gravitational anomaly method etc., we can compute expectation value of the energy-

momentum tensor,
∫
dA⟨T̂ ν

µnνU
µ⟩ = πT 2

H/12. By using that result, we can fix the value

of the two point function of the noise∫
dA⟨ξ̂ξ̂⟩ = πT 2

H/12. (6.26)

Finally, time variation of the black hole mass can be interpreted as the Joule heating

with noise in the language of the surface current,

dM

dt
= −

∫
dA (−gtt)⟨T ν

µnνU
µ⟩

=

∫
dA(−gtt)

[
⟨jS⟩2 − ⟨ξ̂ξ̂⟩

]
. (6.27)

The Joule heating gives mass increase, and the noise gives mass decrease. Of course, this

result ignores back-reactions to the background metric. Precise time variation of the black

hole mass is more complex. Our focus in this subsection was how to include the effect

of the Hawking radiation in the membrane paradigm. The original membrane paradigm

gives deterministic equations, but the Hawking radiation is probabilistic, we wanted to

capture that character.

To summarize, if we include quantum effect, the surface current acts as classical current

with noise. The noise is a counterpart of the Hawking radiation, likewise previously given

result (the integrating out procedure).
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6.3 The Quantum Effect in the Electromagnetic Membrane

We demonstrate a generalization to the case of the electromagnetic membrane in this

subsection. In this case, we have gauge invariance. It leads the continuity equation of the

surface current on the stretched horizon.

The partition function is

Z[gµν , Jµ, jµS ]

=

∫
DAµexp

[
i

∫
d4x

√
−g

(
− 1

16π
gµρgνσFµνFρσ + JµAµ

)
+ i

∫
d3x

√
−hjµSAµ

]
.

(6.28)

We introduced an ordinary external current Jµ and a surface (or membrane) current jµS .

We assume a decomposition of the field Fµν = FB
µν + F̂µν , a background field and a

quantum fluctuation. The Schwinger-Dyson equation becomes

0 =

∫
DAµ

δ

δAµ(x)
eiSout+iSsurf

=

∫
DAµ

[√
−g

(
1

4π
∇νF

νµ + Jµ

)
+
√
−hδ(r − rϵ)

(
jµS − 1

4π
F µνnν

)]
ei(Sout+Ssurf).

(6.29)

The first part is an ordinary equation of motion, and we choose ∇νF
µν
B = 4πJµ as usual.

The second part, the coefficient of the delta function, should vanish. This condition leads

⟨(4πjµS − F µνnν) |r=rϵ⟩ ≡ 0. (6.30)

If we regard jµS as an operator, one obtains

4πjµS = F µν
B nν + F̂ µνnν

= 4π⟨jµS⟩+ 4πiξ̂µ. (6.31)

In the last line, we define the current noise iξ̂µ ≡ jµS − ⟨jµS⟩ = F̂ µνnν/4π.

The regularity condition is EA
|| = (n × B||)

A, therefore we obtain Ohm’s law in the

averaged sense

(EB
|| )

A = 4π⟨jAS ⟩. (6.32)

As an equality of operators, we obtain

(E||)
A = 4π⟨jAS ⟩+ 4πiξ̂A, (6.33)
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where ξ̂A = ξ̂µeAµ . The surface current is proportional to the parallel components of electric

field in the averaged sense, but there are fluctuations due to the Hawking radiation. The

value of the two point function of the noise is determined by diffeomorphism invariance.

The Ward-Takahashi identity which associates with gauge transformation Aµ → Aµ+

∂µα is

0 =

∫
d4x

√
−gα⟨∇µJ

µ⟩+
∫

d3x
√
−hα⟨∇(3)

a jaS + Jµnµ⟩. (6.34)

The consequence is

∇(3)
a ⟨jaS⟩ = −Jµnµ. (6.35)

This is the continuity equation. The dynamics of membrane current can be determined

by the charge conservation, which is same as ordinary matter.

Next, we consider diffeomorphism transformation x → x− ζ which acts as

δgµν = −(∇µζν +∇νζµ),

δJµ = ζν∂νJµ + Jν∂νζ
µ. (6.36)

We obtain the Ward-Takahashi identity of diffeomorphism invariance

0 = −
∫

d4x
√
−gζµ⟨∇νTµν + JνFνµ + (∇νJ

ν)Aµ⟩

+

∫
d3x

√
−hζµ

[
nν⟨T ν

µ − δνµJ
ρAρ + JνAµ⟩+ ⟨jνSFνµ + (∇(3)

a jaS)Aµ⟩
]
. (6.37)

(The term δνµJ
ρAρ vanishes in this case, since we consider a transformation ζ ⊥ n.) Note

that, Tµν here is an energy-momentum tensor of electromagnetic field. In the bulk, we

have an ordinary conservation law ⟨∇νTµν+JνFνµ⟩ = 0, when we use the Ward-Takahashi

identity of gauge invariance in the bulk ∇νJ
ν = 0.

From the Ward-Takahashi identity of gauge invariance on the stretched horizon, we

see the cancellation of the term nνJ
νAµ + (∇(3)

a jaS)Aµ = 0. In addition, when we take

ζµ = Uµ, we obtain

⟨T ν
µU

µnν⟩+ ⟨jνSFνµU
µ⟩ = 0 (6.38)

on the stretched horizon. By using the regularity condition and the expression of the

surface current, we conclude that

⟨T ν
µU

µnν⟩ = −4π⟨jµSjSµ⟩
= −4π⟨jµS⟩⟨jSµ⟩+ 4π⟨ξ̂µξ̂µ⟩. (6.39)
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We interpret this result as Joule heating plus noise contribution.

The variation of the black hole mass is given by

dM

dt
= −

∫
d2A(−gtt)⟨S · n⟩

= 4π

∫
d2A(−gtt)

[
⟨jµS⟩⟨jSµ⟩ − ⟨ξ̂µξ̂µ⟩

]
. (6.40)

The original membrane paradigm mainly focused on the dynamics of black hole itself.

It can be realized when we consider the Einstein equation, and introduce the “surface cur-

rent” which will be required having same value as the extrinsic curvature of the stretched

horizon. If we simply generalize above idea (introduction of the partition function of outer

and surface system, and imposing invariance) into the case of gravity, we face difficulty

such as how to define the energy-momentum tensor of gravitational waves. The case of

the gravitational field is most interesting, but we don’t have good idea to accomplish the

generalization at this moment.

7 Summary

In this thesis, we derived the stochastic equation with a dissipative term and a noise for a

scalar field in a black hole background. The dissipation comes from the ingoing boundary

condition at the horizon while the noise comes from the Hawking radiation. The stochas-

tic equation can be derived by considering a stretched horizon and integrating variables

between the horizon and the stretched horizon. The stochastic equation describes the dy-

namics of the scalar field in the limit ℏ → 0 with the Hawking temperature TH = ℏκ/2π
kept finite. We then applied the non-equilibrium fluctuation theorems, developed in the

statistical physics, to the above stochastic equation in the black hole background. We

consider two cases. One is a scalar field confined in a box with an insulating wall. The

system is relaxed to an equilibrium state at the Hawking temperature. The fluctuation

theorem shows that there are non-zero probabilities to measure entropy decreasing pro-

cesses and leads to the second law of the black hole thermodynamics after taking the

thermal average. The other case is a scalar field in a box in contact with a heat bath with

a different temperature from TH . Then there is an energy flow between the horizon and

the outer boundary. The fluctuation theorem leads to the Green-Kubo relation and its

nonlinear generalizations.

We have used an approximation of replacing a non-local (colored) noise correlation by

a white noise. We furthermore approximated the dynamical evolution of the scalar field

by a classical Markovian process. These approximations are valid in the classical limit
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ℏ → 0 with the Hawking temperature TH fixed. In this sense, quantum effect is partially

taken into account through the Hawking radiation. The results such as the ordinary

second law of the black hole thermodynamics or the Green-Kubo relation are derived

only in such approximations. As mentioned in Sec 5.3, the non-local noise correlation will

lead to a deviation of the black hole entropy appearing in the second law of black hole

thermodynamics.

We also investigated the form of quantum corrections in the membrane paradigm of

scalar field and electromagnetic field. We presented simple generalizations of the idea

proposed by Parikh and Wilczek. They introduced the surface action instead of the inner

action. The value of the surface current was chosen to compensate unbalance which

occurs due to absence of the inner action. We further require diffeomorphism invariance

and gauge invariance on the partition function and determine the dynamics and the

correlation of the surface current.
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A The Path integral form of the Fokker-Planck equa-

tion

In this appendix, we derive the path integral form (2.11) of the solution to the Fokker-

Planck equation;

∂tP (x, v, t|x0, v0, 0) = L̂FTP (x, v, t|x0, v0, 0)

= ∂x (−vP ) + ∂v

[(
γ

m
v +

1

m

∂V

∂x

)
P

]
+ ∂2

v

(
γT

m2
P

)
. (A.1)

For a small time-interval, it can be written as

P (x, v,∆t|x0, v0, 0) = e∆tL̂FP δ(x− x0)δ(v − v0)

∼
∫

dkxdkv
(2π)2

[
1 + ∆t

[
−v0ikx +

(
γ
m
v0 +

1
m

∂V (x0)
∂x

)
ikv − γT

m2k
2
v

]]
eikx(x−x0)+ikv(v−v0)

∼
∫

dkxdkv
(2π)2

exp

[
i∆tkx

(
x−x0

∆t
− v0

)
−∆t γT

m2

(
kv − i m

2γT

(
mv−v0

∆t
+ γv0 +

∂V (x0)
∂x

))2]
× exp

[
− ∆t

4γT

(
mv−v0

∆t
+ γv0 +

∂V (x0)
∂x

)2]
=
√

2πm2

∆tγT
δ(ẋ0 − v0) exp

[
− ∆t

4γT

(
mv̇0 + γv0 +

∂V (x0)
∂x

)2]
(A.2)

Then by using the Chapman-Kolmogorov equation P (X3|X1) =
∫
dX2P (X3|X2)P (X2|X1)

which is equivalent to an insertion of the complete set and integrating over v, we obtain

the path integral form as follows;

P (x, t|x0, 0) =

∫ x(t)=x

x(0)=x0

Dx exp

[
− 1

4γT

∫ t

0

dt′
(
mẍ+ γẋ+ ∂V

∂x

)2]
. (A.3)

If we use the Langevin equation (2.1), the path integral is equivalent to the noise average

with the weight function in eq. (2.3).

B The Ornstein-Uhlenbeck process

In this appendix, we briefly review an example of steady state solution of the Fokker-

Planck equation. See [38] for more detailed analysis.

In the body of the thesis, we have a set of equations which is expressed as the following
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Fokker-Planck equation;

∂tP = ∂x0

[
1

γ0

∂U

∂x0

P +
TH

γ0
∂x0P

]
+

N−1∑
i=1

[
∂xi

(−viP ) + ∂vi

(
1

m

∂U

∂xi

P

)]
+ ∂xN

(−vNP ) + ∂vN

(
γ

m
vN +

1

m

∂U

∂xN

P +
γTw

m2
∂vNP

)
,

U(x) =
1

2
kd2

N+1∑
i=1

[
(∆−xi)

2 + Vl(ri)x
2
i

]
. (B.1)

We bring them together into the general form;

∂tP = CIJ∂XI
[XJP ] +DIJ∂XI

∂XJ
P. (B.2)

We defined general variables XI which have suffix I which runs over all of dynamical

variables under consideration. CIJ and DIJ are coefficients independent of XI . The

evolution process which can be described by eq.(B.2) are called the Ornstein-Uhlenbeck

process. This process can be solved exactly. It is an example of so called the Gaussisan

process.

We solve the eq.(B.2) by using Fourier transform of P (X, t|X ′, t0) with respect to X,

P̃ (k, t|X ′, t0) =

∫
e−ikIXIP (X, t|X ′, t0), (B.3)

and assume an ansatz

P̃ (k, t|X ′, t0) ∝ exp

[
−ikIMI(t− t0)−

1

2
kIkJσIJ(t− t′)

]
, (B.4)

with initial conditions

MI(0) ≡ X ′
I , σIJ(0) = 0, (B.5)

which leads the equations{
ṀI = −CIJMJ

σ̇IJ = −CIKσKJ − CJKσKI + 2DIJ .
(B.6)

We define τ = t− t0 and

GIJ(τ) =
(
e−Cτ

)
IJ

, (B.7)

then the solutions are {
MI(τ) = GIJ(τ)X

′
J

σIJ(τ) =
∫ τ

0
dτ ′GIK(τ

′)GJL(τ
′)2DKL.

(B.8)
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Next, we expand theses solutions by orthonormal eigenvectors of C,

CIJu
(A)
J = λAu

(A)
I . (B.9)

We define a matrix U which brings together all the eigenvectors u
(A)
I

U =
(

u(1) · · · u(2N+1)
)
, (B.10)

which satisfies

U−1CU = Λ (B.11)

,Λ ≡ diag(λ1, · · · , λ2N+1). (B.12)

Hence we get

GIJ(τ) =
(
Ue−ΛτU−1

)
IJ

(B.13)

=
∑
A

e−λAτUIA(U
−1)AJ , (B.14)


MI(τ) =

(
Ue−ΛτU−1X ′)

I

=
∑

A e−λAτUIA(U
−1)AJX

′
J

σIJ(τ) = 2
∫ τ

0
dτ ′
(
G(τ ′)DGT (τ ′)

)
IJ

= 2
∑

A,B
1−e−(λA+λB)τ

λA+λB
UIAD(A,B)UJB , D(A,B) ≡ (U−1)AKDKL(U

−1)BL.

(B.15)

Finally, back to the coordinate X, we obtain the result

P (X, t|X ′, t0) =

√
(2π)2N+1

detσ(τ)
exp

[
−1

2
(X −M(τ))I(σ

−1(τ))IJ(X −M(τ))J

]
. (B.16)

This is an exact solution of the Fokker-Planck equation (B.2), it reaches a steady state in

t → ∞ if the case of all eigenvalues of C are positive.

P st(X) ≡ lim
t→∞

P (X, t|X ′, t0) =

√
(2π)2N+1

detσ(∞)
exp

[
−1

2
XI(σ

−1(∞))IJXJ

]
. (B.17)

We assume the existence of steady state and denote it as P st(X). A steady state solution

forgets the initial conditions, namely dependence of X ′ at t0.

We can characterize productions of entropy by using the probability current SI(X, t|X ′, t0)

which is associated with P (X, t|X ′, t0). The probability current is defined by

SI = CIJXJP + ∂J (DIJP ) , (B.18)

57



and it has zero divergence ∂ISI = 0 when P is a solution of the Fokker-Planck equation.

It can be divided into two parts.

Srev
I = Crev

IJ XJP, (B.19)

Sirrev
I = C irrev

IJ XJP +DIJ∂JP, (B.20)

where Crev and C irrev are defined by

Crev
IJ =

1

2
(CIJ − ϵICIJϵJ) , (B.21)

C irrev
IJ =

1

2
(CIJ + ϵICIJϵJ) . (B.22)

Note that repeated indices are not summed in this equation. ϵI is defined as

ϵI =

{
+1 for I = 0, 1, · · · , N
−1 for I = N + 1, · · · , 2N + 1.

(B.23)

We can observe that Srev
I preserves time reversal symmetry, but Sirrev

I breaks it.

When we take t → ∞, the solution P st(X) can become an equilibrium state only if

Sirrev
I = 0. Sirrev

I ̸= 0 indicates steady productions of entropy.

C The Noise correlation and the Hawking radiation

The noise correlation induced in the effective equation of motion for the boundary field

at the stretched horizon r = rH + ϵ can be interpreted as the Hawking radiation. Here

we first review the method to determine the energy-momentum tensor in the black hole

background by using the trace anomaly of the energy-momentum tensor and the regularity

condition at the horizon [39], and then generalize the method to determine higher spin

currents [40, 41, 42, 43].

In two dimensions, the trace of the energy-momentum tensor of a single scalar field

(i.e. the central charge is c = 1) has an anomaly term proportion to the scalar curvature

R

T µ
µ =

1

24π
R. (C.1)

Writing the metric in the conformal gauge ds2 = eφ(u,v)(−dudv), the equation becomes

Tuv = − 1
24π

∂u∂vφ. By combining with the conservation of the energy-momentum tensor

∇µT
µ
ν = 0, derivatives of the EM tensor ∂vTuu(u, v) and ∂uTvv(u, v) can be written as
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follows;

∂vTuu =
1

24π

[
∂2
u∂vφ− (∂uφ)(∂u∂vφ)

]
(C.2)

∂uTvv =
1

24π

[
∂2
v∂uφ− (∂vφ)(∂u∂vφ)

]
. (C.3)

From these equations, we can define a (anti-) holomorphic quantity

tuu(u) ≡ Tuu −
1

24π

[
∂2
uφ− 1

2
(∂uφ)

2

]
(C.4)

tvv(v) ≡ Tvv −
1

24π

[
∂2
vφ− 1

2
(∂vφ)

2

]
. (C.5)

They are often called (anti-) holomorphic energy-momentum tensors, but their trans-

formation laws are anomalous and not tensors in the exact sense. Actually, under a

coordinate transformation from (u, v) to (U = U(u), V = V (v)), they transform as

tUU(U) =
1

(κU)2

[
tuu(u) +

1

24π
{U, u}

]
, (C.6)

where {U, u} is the Schwarzian derivative,

{U, u} ≡ ∂3
uU

∂uU
− 3

2

(
∂2
uU

∂uU

)2

. (C.7)

In particularly, for the transformation from the Schwarzschild coordinates to the Kruskal

ones, namely from (u, v) to (U, V ) = (−κ−1e−κu, κ−1eκv), the Schwarzian derivative be-

comes {U, u} = −κ2/2.

Now, we impose the regularity condition at the horizon. The energy momentum tensor

TUU must behave regularly near the future horizon U = 0 in the regular coordinates, and

so is tUU(U) since they are related regularly as (C.4). The regularity condition, hence,

imposes that tuu must behave as

tuu(u → ∞) =
κ2

48π
. (C.8)

If we neglect the effect of scatterings of the outgoing fluxes (namely in the absence of the

gray body factor), we can extrapolate the above flux at the horizon to the outgoing flux

at r → ∞ as

Tuu(r → ∞) =
κ2

48π
=

π

12
T 2
H . (C.9)
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It is interpreted as the flux from the black body with the Hawking temperature TH ,∫ ∞

0

dω

2π

ω

eβω − 1
=

π

12
T 2
H . (C.10)

The transformation property of the holomorphic energy-momentum tensor can be also

derived by considering the following point-splitting regularization,

: tuu(u) : ≡ lim
δ→0

[
∂uϕ(u+ δ

2
)∂uϕ(u− δ

2
)− ⟨∂uϕ(u+ δ

2
)∂uϕ(u− δ

2
)⟩
]

= lim
δ→0

[
∂uϕ(u+ δ

2
)∂uϕ(u− δ

2
) +

1

4πδ2

]
, (C.11)

where we have used the explicit form of the free boson propagator ⟨ϕ(u)ϕ(u′)⟩ = − ln(u−
u′)/4π. From this definition, we can relate it to the energy momentum tensor regularized

in the Kruskal (U) coordinate;

: tuu(u) :

= lim
δ→0

[
∂uU(u+ δ

2
)∂uU(u− δ

2
)∂Uϕ(U(u+ δ

2
))∂Uϕ(U(u− δ

2
)) +

1

4πδ2

]
= lim

δ→0

[
∂uU(u+ δ

2
)∂uU(u− δ

2
)

(
tUU(U)− 1

4π

1

(U(u+ δ
2
)− U(u− δ

2
))2

)
+

1

4πδ2

]
= (∂uU)2 : tUU(U) :K − 1

24π
{U, u}. (C.12)

Namely, the Schwarzian derivative is nothing but the difference of the normal orderings

in different coordinates.

The energy flux (which corresponds to the first moment of the thermal spectrum

(C.10)) can be generalized to a flux of a higher spin current with a higher moment, and

its generating function can be defined as a correlation function of the scalar field;

J(u, u+ a) ≡
∞∑
n=0

an

n!
: ∂uϕ(u)∂

n+1ϕ(u) :

=: ∂uϕ(u)∂uϕ(u+ a) : . (C.13)

The normal ordering : : is defined similarly to tuu(u) by

: ∂uϕ(u)∂uϕ(u) : ≡ lim
u′→u

[∂uϕ(u)∂uϕ(u
′)− ⟨∂uϕ(u)∂uϕ(u′)⟩] . (C.14)

Then we can show that J(u, u+ a) transforms under the coordinate transformation from

u to U(u) as

J(u, u+ a) = ∂uU(u)∂uU(u+ a)J(U(u), U(u+ a)) +
1

4π

[
− κ2

4 sinh2 κa
2

+
1

a2

]
. (C.15)
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Similarly to the energy flux discussed before, the regularity condition at the future horizon

fixes the value of J(u, u+ a) at U = 0 as

J(u, u+ a)|r=rH =: ∂uϕ(u)∂uϕ(u+ a) :=
1

4π

[
− κ2

4 sinh2 κa
2

+
1

a2

]
. (C.16)

This can be interpreted as a correlation function of ∂uϕ(u) and ∂uϕ(u+a) on the Kruskal

vacuum.

In Section 4.3.3, we have shown that the scalar field obeys a stochastic equation of

motion

∂uϕ(t− r∗)|r=rH+ϵ = −
√
2ξ(t). (C.17)

at the stretched horizon. Since the equation is independent of the value of ϵ, we can safely

take ϵ → 0 limit. Then the value of the generating function J(u, u + a) for the higher

spin fluxes discussed above is equivalent to the noise correlation 2⟨ξ(t)ξ(t + a)⟩ of the

Langevin equation at the horizon. The functional forms are equal, though the coefficients

are different by a factor 4.
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