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Summary of thesis contents

The Linked Open Data (LOD) cloud contains tremendous amounts of interlinked
instances, from where we can retrieve abundant knowledge. In order to access to the
linked data, we have to be familiar with the ontology of each data set. However,
because of the heterogeneous and big ontologies, it is time consuming to learn all the
ontologies manually and it is difficult to observe which properties are important for
describing instances of a specific class. In order to construct an ontology that can help
users easily access to various data sets, we propose the Framework for InTegrating
ONtologies (FITON) that can reduce the heterogeneity of the ontologies, retrieve core
ontology schemas, and construct easily understandable integrated ontology. The
integrated ontology constructed by FITON can help us discover missing links, detect
misused properties, recommend standard ontology schemas for the instances, and
improve the information retrieval with simple SPARQL queries.

The thesis consists of 6 Chapters. In the following, we introduce each Chapter.

* In Chapter 1, we introduce background knowledge about the Linked Open Data,
OWL, and SPARQL. Then we present the motivation, the problem statement, and
contributions of this thesis. Our research mainly focuses on solving three problems:
ontology heterogeneity problem, difficulty in identifying core ontology schemas, and
missing domain or range information problem. The three main components of FITON
solve each problem, which are graph-based ontology integration,
machine-learning-based approach, and integrated ontology constructor.

* In Chapter 2, we introduce some ontology matching methods that are commonly used
in solving ontology heterogeneity problem. The ontology matching methods include
string-based ontology similarity measures and WordNet-based (knowledge based)
ontology matching methods. Then we discuss some research work about analyzing the
SameAs networks that can assist finding ontology alignments from interlinked
instances and discover SameAs links between instances. We also introduce some
approaches which extract concepts from data or ontologies using machine learning
methods. At last, we list some unsolved problems in the related work that can be
solved with our approach and summarize this chapter.

* In Chapter 3, we present two approaches that can solve the ontology heterogeneity
problem in the LOD cloud by integrating the heterogeneous ontologies. We introduce
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the Mid-Ontology learning approach and graph-based ontology integration approach
that solve the ontology heterogeneity problem. The Mid-Ontology Learning approach
finds alignments between different ontologies in the LOD data sets. This approach
collects interlinked instances and applies ontology similarity matching methods on the
collected triples to find related ontology predicates and integrates them into one
ontology. The graph-based ontology integration method overcomes some limitations of
the Mid-Ontology learning approach by performing ontology matching methods on the
SameAs graph patterns. This method integrates both related classes and properties, and
does not require a hub data set to collect data. Furthermore, different similarity
measures are applied to the categorized <Predicate, Object> pairs and also default
domain information is added to the integrated ontology for better understanding. The
comparison results with the Mid-Ontology learning approach are also discussed to
show the advantages of the graph-based ontology integration approach.

* In Chapter 4, we introduce machine-learning-based approach and integrated ontology
constructor that can enrich the integrated ontology automatically. Although the
integrated ontology constructed using the graph-based ontology integration approach
successfully integrates related ontology schemas from various data sets, the integrated
ontology may miss some core ontology schemas that are important for describing
instances of the data sets. Furthermore, because of missing domain or range
information in the definitions of the ontology schemas, it is difficult to observe the
relations between properties and classes or the ranges of property values. In order to
solve these two problems: the difficulty in identifying core ontology schemas and
missing domain or range information, we propose two approaches to enrich the
integrated ontology. The former problem is solved using the machine-leaning-based
approach and the latter one is solved by the integrated ontology constructor. Detailed
experimental results and discussion are also included in this chapter.

* In Chapter 5, we introduce the Framework for InTegrating ONtologies — FITON that
consists of three main components: graph-based ontology integration,
machine-learning-based approach, and integrated ontology constructor. By combining
these three components, we can solve the three proposed main problems. We compare
the ontology alignment results with other ontology matching tools and also evaluate
the integrated ontology with manually created ontology reference alignments. At last,
we discuss the performance on different types of the data sets, possible applications for
link discovery, and the effectiveness in information retrieval with the integrated
ontology using some SPARQL examples.
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* In Chapter 6, we discuss the advantages of our approach by comparing with related
work and also discuss remaining problems. Furthermore, we present the contributions
and limitations of our research work and propose future work to achieve our vision. In
addition, we propose possible further research by using the integrated ontology
constructed using FITON.



(Separate Form 3)

iR L OFAEROEE
Summary of the results of the doctoral thesis screening

AUH—Fy FTIE, SFEIERA LV AX AT 5T —473, Linked Open Data
ELTABENTWS., ZnEFATLH2ET, AV AZ L RZET #5525 2 &0
T& 5. L»L, Linked Open Data ZF|H 7 27-0I21%, ZTNETNOT—ZNED LD
IZFEIR STV D) ERT A4 b O — 2 L iudZe 5220 L3S0 T,
2 —WNE L2 Linked Open Data ZF|[T& 5 L 212 T 572018, kit bav—
e T oLV MBIV HA TS, FEERLIA b —2 L, T ey
—DERMEZRD LIZEA PP —2MET 52 LT, TR onTnD
Ty baV—OHBNEGCIRD. ZOTDONENLBMAEZER LIV 0N, K
MXOERTHS.

i iL, 26 =N H5. 8 1% [Introduction] TiE, ARWFZEOE &, #hEIcHOW
THHIL, ZOmC TR MEREEZ, (1) v hr Y —0ZEREME, (2) $8%
WAy bu Y —oRERE, (3) EFR - RO KERE, O3 UKL, Zom
DRFEEH SN LTV A,

% 2 % [Related Work| T, Z O3 TIRR DS D F{EOBMREIZ VI BHEAFIEIZ >
WTHRTWD., £7, A brP—0LRERELZ S OIEbn 24 hry—<y
F 2 THEIINZ DN TR TV A, KIZ, Linked Open Data #7277 7 & LT 5Z &
T, Av b U—MOBMRE M T D HEIC OV TR TV, RIZ, HE %2 - T
F v b —=R7 =2 bR EZ RO MR OV TR TS, 2 LT, £ OHf
FETHRR SN TV R WRIBEZ R, 1 EGRSCONE EOMESIT 2 LML TN D.

% 3% [Integrating Heterogeneous Ontologies] T, il (1) OFRBEICHY FH
ATWD. 2Tk TMid-Ontology =87 7 rn—F) & (77 7_X—2F4> bro—#
BT —F] O2O07 T —FIZONTIHERHL TS, [Mid-Ontology &7 7' 1
—F) T, VI oEbNIA v AZ L RAEED, FEEARS Z L2 ko TREET S
WEEZ RO, —oOFy hrY—IlRE T2 FEEZREL TS, £LT, EFRMICE
DFEOHIMEEZHIB LTS, [FFT7_X=2F v huP—HE7 7u—F] T3,
Linked Open Data ® 7' Z 7 #Ff§ 5 Z & T, 7 7R LTa/"T 1 Ol ;TOMEZ=FEB
L, EbIINTT—=F2E LR TEET 2 L9 IR LTS, £LT, FERMIZE
DFEOFIEEHETE L TV D,

% 4 % [Enriching the Integrated Ontology| <Ti%, ko (2), (3) OFBEITHY
MATHD., 77, (2) IZRHT 572012, PR 2 ERT 5 FEZREL, EBRIIZ
ZOFEOEIMEEZMR L TS, WIZ, (3) ITLTH7=DIC, a4y bu v —HEgE
BAREL, FEBRNICEDOFEORNMEZHR L TND.

% 5% [Framework for InTegrating ONtologies - FITON| Ti¥, & 3 & Cib~7= [/
TIR=AF brY—iEa T 7n—F] OFELHEAETEN 2 DOFEEZREG L
Frhev—HaE7 L—AU—7 FITON ##££ L, FERIOIRETIEOGIMEZ MR L
TwWa.

% 6 % [Conclusion] TiE, M@ OfGwmEELOTND. S HIZ, SHBOERLEICS



(Separate Form 3)

WTHRTWN S,

FRO XS, KELwRE, 3 2OFEEHAETH I &1L 5T, Linked Open Data
IZBWT, IERFZE L Y %))JJ%EI"J A PP —HEEERETHDL Z L AR LIEAT,
ZOMESTEORBIZERT 2D THD. £z, ZOWEIE, 5%, HEPRAEND
Linked Data OXHg & 72 D858 L 72 7=, FHBHEINEE L WHIBLAPL LER1IH D &
BOBLND. 6T, HERXOANRFIL, 1ARKOEGMN Y ¥ —F AL, 3AROEZTE
PRaigam oL, 22'§0).|7<J:5u Gam 5L, ZjK@EnJLfTX&‘— LLTHREINTEY, T
b HHMiiS TS, UL EED, RamsUIfELimce LT, +akiETH D LHEA
ZERBE—HTRD LT



