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Abstract

Collisionless magnetic reconnection is a fundamental process of many dynamical phenom-
ena with a fast and impulsive energy release observed in high temperature plasmas, such
as solar flares, geomagnetic substorms and tokamak disruptions. Magnetic reconnection
requires some non-ideal mechanism to break down the frozen-in constraint in a weak field
region, called dissipation region, and thus allows the topological change of magnetic field.
This process can lead to a sudden release of stored magnetic energy into particle energy
and plasma transport in a large spatial scale. The fast and impulsive reconnection in col-
lisionless plasmas remains one of major subjects of plasma physics and at a hot issue to
date. Collisionless reconnection driven by an external plasma inflow, collisionless driven
reconnection, is one of the potential candidates because reconnection rate is mainly con-
trolled by external driving conditions. Driven reconnection is a dynamical process in an
open system where there exist energy inflow and outflow through its boundaries. For an
open system with a constant energy supply, we would expect two ways of time evolution in
collisionless driven reconnection in a long time scale, i.e., steady and intermittent ways.
Only a few particle simulations have so far been carried out to investigate dynamical
process of collisionless driven reconnection. However, these studies are restricted to only
early growing phase because a periodic condition is used at the downstream boundaries.
Thus, which way the system selects as an evolution route remains unsolved to date.

In order to to explore long time scale behavior of collisionless driven reconnection,
a full open boundary model is required. We develop a new two-dimensional particle
simulation model for an open system with free conditions at the downstream boundaries
on the basis of the previous version. In this model, a free physical condition is used at the
downstream boundary, across which particles can freely go in and out. At the upstream
boundary the driving condition can be uniquely determined by an external driving electric
field which is described by two key parameters, i.e., the strength Ej and the early non-
uniformity scale z,. Based on the newly developed open model, long time scale evolution
of collisionless driven reconnection is simulated. The simulation results reveal many new
features of collisionless reconnection which help us to understand the physical processes of
collisionless reconnection. In this thesis, we clarify the mechanism of collisionless driven
reconnection, and the relationship between the driving conditions and the long time scale



behavior of driven reconnection.

The evolution of collisionless driven reconnection depends strongly on the external
driving electric field. The strength Ey controls the reconnection rate, while the scale z4
controls the current layer shape and thus the magnetic field configuration. It is found
that there are two regimes in the long time scale behavior of collisionless reconnection
which is mainly controtled by the scale x; in our simulation parameter range, i.e., steady
regime and intermittent regime. In a small x, case the system evolves toward a steady
regime in which steady reconnection is realized and thus the global field topology remains
unchanged. This is the first results that particle simulation discloses the existence of
steady reconnection. On the other hands, in a large z4 case the system evolves into an
intermittent regime in which magnetic islands are frequently excited to grow near the
center of the current sheet.

The physical features of the steady reconnection is investigated. The reconnection rate
in the steady regime is determined by the strength of the driving electric field Ey even if
reconnection would be triggered by microscopic particle dynamics. In other words, mi-
croscopic scale dynamics in the current sheet evolves so as to accommodate macroscopic
scale dynamics in the surroundings. The dissipation region has two-scales structure cor-
responding to both the electron dynamics and the ion dynamics. The electron dissipation
region is dominated by the electron inertia effect which controls the electron flow velocity
through an electrostatic field. The ion inertia effect is responsible for breaking the ion
frozen-in constraint in the ion dissipation region, while the ion meandering motion plays
an important role in ion dynamics which controls the spatial structures of plasma density,
ion flow velocity and ion temperature. Although the current is predominantly carried by
electrons, the current layer has the half-width of the ion meandering orbit scale {,;. This
is because the density profile is exclusively controlled by the massive ion motion. That is,
the global dynamic process of steady magnetic reconnection is dominantly controlled by
ion dynamics. The electrostatic field generated through a finite Larmor radius effect is a
key to coordinate the motions of electrons and ions. It leads to electron acceleration in an
equilibrium current direction in the ion dissipation region and ion heating by intensifying
meandering motion. Our results are in good agreement with the recent experimental re-
sults in MRX in the aspects of current layer width and ion heating [Yamada et al., Phys.
Plasmas 7, 1781 (2000), Hus et al., Phys. Rev. Lett. 84, 3859 (2000)].

The dynamical process of collisionless reconnection in the intermittent regime is stud-
ied. The intermittent behavior is found to appear due to the frequent formation of mag-
netic islands as a result of the excitation of an electron microscopic instability. The
detailed analysis of simulation results reveals that the island growth is caused by the cur-
rent increase through the electron trapping in it, and thus the instability is triggered by
electron dynamics. To shed light on the island excitation mechanism in the intermittent
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regime, the effect of the driving parameters Eg and z4 on the current layer structure and
the magnetic field configuration has been explored in the regime of steady reconnection.
As E, increases, the current layer is similarly compressed, and thus the corresponding
magnetic field configuration is almost unchanged. On the contrary, as zg increases, the
current layer becomes narrow and flat in shape so that the angle between the separatri-
ces decreases. The change of the current layer structure leads to generation of a seed
island with spatial size longer than the electron meandering size in the outflow direction,
which is equal to the spatial size of unmagnetized electron thermal motion. This island
grows up by increasing the electric current through the electron trapping in it. Thus, in
a large x4 case the system evolves into the intermittent regime in which magnetic islands
is frequently formed near the original X point.
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Chapter 1

Introduction

1.1 General picture of magnetic reconnection

Magnetic reconnection plays an important role in plasmas because it leads to the fast
energy release from magnetic field to plasmas and the change of magnetic field topology
as well. Evidence of magnetic reconnection is found in all relevant plasma environments,
both space plasmas and laboratory plasmas. Solar flares and coronal mass ejections are
widely studied in relation to reconnection processes [1, 2, 3]. In the magnetosphere,
dayside reconnection at the magnetopause permits the solar wind plasma to enter magne-
tosphere [4]. The solar wind transports the reconnected field lines to the nightside across
the polar cap and triggers magnetic reconnection in the magnetotail which is involved
in geomagnetic storm and substorm dynamics [3, 6, 7, 8]. In addition, some of particle
acceleration phenomena in galaxies [9] seem to be caused by reconnection. In tokamaks
sawtooth oscillations, Mirnov oscillations and disruptions [10] are all attributed at least
partly to reconnection processes. Thus, most of dynamical processes in magnetized plas-
mas involve magnetic reconnection.

Magnetic reconnection is a process in which the topology of magnetic field is changed.
The basic picture is illustrated in Fig. 1.1. Consider magnetic topology with antiparallel
field lines around a thin current sheet, as sketched in the left panel. When field lines carried
by plasma move toward the current sheet and contact at some point, i.e., reconnection
point (see the middle panel), they are cut and reconnected to other field lines. The
reconnected field lines are then expelled from the reconnection point due to the magnetic
tension (see the right panel). The reconnection point is also called X point after the shape
of field lines, and the magnetic neutral point due to the magnetic field being zero at this
point. The field lines forming the figure X and passing through the reconnection point
are called separatrix.

Magnetic reconnection cannot take place in an ideal magnetohydrodynamic (MHD)
plasma because the magnetic field is frozen in the plasma and the relative positions (or
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Figure 1.1: Illustration of reconnection process.

topological structure) of the fluid elements are kept unchanged. Magnetic reconnection
requires the existence of a nonideal mechanism which is responsible for breaking the
frozen-in constraint

E+%xB=& (1.1)

where ¢ is the speed of light, u is the fluid velocity and E and B are respectively electric
and magnetic fields. The nonideal effect induces an out-of-plane electric field at the field
null point, called reconnection electric field, which drives an electric current and allows
reconnection to proceed. Most of early studies on magnetic reconnection are based on
the resistive MHD model in which the nonideal process, dissipation, is provided by an
electrical resistivity originating from the binary collision between electrons and ions. The
induction equation for the magnetic field B is
0B

C2 2
—_— =V u B) + —nY B 1.
ot % ( % ) 4T ( 2)

where 7 is the resistivity. The resistive dissipation, the second term on the right hand side
(RHS), allows the magnetic field to diffuse across the plasma and to smooth out any local
inhomogeneity, and thus it can lead to the release of the magnetic free energy and the
change in magnetic topology. The first term on the RHS describes the convective motion
of the field along with the plasma. The importance of the two terms is characteristized
by the magnetic Reynolds number,

Ry, = 4muLg/c*n (1.3)

where Lg is the characteristic length of magnetic field variation. When the relation R, >
1 holds everywhere, the diffusion term can be neglected and the plasma is fully ideal. It
is evident that the diffusion term is negligible in a highly conducting plasma except for
in the vicinity of reconnection point, called dissipation region, where the gradient scale of
magnetic field becomes small and the in-plane component of u vanishes. Thus, magnetic
reconnection is a localized process.



Although magnetic reconnection is a localized process, it may completely change the
global field line topology, permitting the plasma transport across the magnetic field and
the mixture between plasmas of different origins which would be inhibited in the absence of
diffusion term. Moreover, magnetic reconnection leads to energy conversion from magnetic
field into plasma. In other words, acceleration and heating of plasmas take place through
magnetic reconnection. It is worthy of notice that although ideal MHD processes, such
as the ideal kink instability, can also release magnetic energy quickly, the distinction is
important in two aspects. Ideal MHD processes can convert magnetic energy into only
kinetic energy but cannot lead to plasma heating (i.e., raise the entropy) without any
dissipation. And they rarely release a significant amount of energy due to the topological
constraint. In contrast, magnetic reconnection can release a much greater amount of
magnetic energy so that a system can relax toward a minimum energy state by changing
magnetic topology.

The research on magnetic reconnection was originated from the studies by Giovanelli
in the 1940s [11, 12] to explain solar-activities. Hoyle [13] and Dungey [14] applied the
idea to geomagnetic phenomena. Giovanelli [11, 12] and Hoyle [13] suggested the concept
of magnetic X-type null points severing as locations for plasma heating and acceleration
in solar flares and substorms. Cowling [15] pointed out in 1953, that a current sheet is
needed to power solar flare. Dungey [16] developed X-type collapse theory and showed
the formation of current sheet during collapse. Then Sweet and Parker {17, 18] presented
the first simple MHD model for steady-state reconnection. However, the Sweet-Parker
reconnection rate is too slow to account for realistic application. Petschek [19] in 1964
developed slow shock model with a much smaller current sheet and predicted a much faster
reconnection rate being very weakly dependent on the resistivity through the logarithmic
term. Since then, more general models for fast reconnection have been developed. On the
other hand, Furth, Killeen and Rosenbluth [20] in 1963 presented resistive tearing mode
theory, as one of the most important developments in the reconnection theory, to explain
reconnection phenomena occurring in fusion devices.

1.2 Collisionless reconnection

Magnetic reconnection can occur not only in collisional plasmas but also in collisionless
plasmas provided that the magnetic field diffuses across the plasma in the presence of
nonideal mechanism. In many applications of interest, the magnetic Reynolds number is
quite large, for example, about 107 in a tokamak plasma and 10™ ~ 10 in a solar coronal
loop plasma, and thus the electrical resistivity based on Coulomb collisicn of particles is
too weak to explain the observations. In general, collisionless reconnection rate is much
faster than the value estimated from the collisional effect, e.g., fast energy conversion in



the impulsive phase of solar flares, and an abrupt energy release in the tokamak disruption
and sawteeth oscillations. To explore this fast reconnection process remains a particular
challenge to plasma physics though it has been studied for more than three decades.

In a collisionless plasma, nonideal mechanism that breaks the frozen-in constraint is
generally considered to come from kinetic effects. One of them is an anomalous resistivity
generated near the reconnection point through the wave-particle interaction (21, 22, 23,
24} (or the stochasticity of particle orbit). The interaction between particles carrying
electric current and a wave propagating along the electric current becomes an origin of
an anomalous resistivity which can also lead to collisionless reconnection. The study of
this effect needs a three-dimensional treatment that is beyond the scope of the present
investigation.

The others are microscale particle kinetic effects based on nongyrotropic (or so-called
meandering) motion and convective motion. In a fluid description the mechanism to
break the frozen-in constraint can be described by volume inertia effect (or inertia effect)
and thermal inertia effect (or thermal effect), as first discussed by Vasyliunas [25]. To
get insight into the nonideal effects causing violation of the frozen-in condition, let us
consider the momentum equation for species s (= i, ¢€)

du,

3t

my

Vv 'Psa +— (

N;qs Qs

E—i—%XB: +u,-vus), (1.4)
where g, 7,, g5, Ms, Ps denote velocity, number density, charge, mass and pressure
tensor. Equation (1.4) should hold for all plasma species since it can be derived directly
from Vlasov equation without any approximation. While the left-hand side (LHS) of Eq.
(1.4) describes the frozen-in state, the terms on the RHS refer to nonideal mechanisms,
i.e., the thermal effect based on anisotropic pressure and the inertia effect of the bulk flow,
respectively. It is worth pointing out that in two dimensions {2D), a scalar pressure or a
pressure tensor with only diagonal elements dose not contribute itself to an reconnection
electric field and also dose not cause reconnection [26]. This point can be seen from the
magnetic induction equation in which the term associated with the scalar pressure or the
diagonal pressure elements disappears when substituted into Faraday’s equation. Only
the off-diagonal elements of pressure tensor associated with particle meandering motion
can balance the reconnection field near the X point {25, 27, 28, 29, 30, 31] because the
off-diagonal pressure tensor caused by a skewed velocity distribution of particles acts as
viscosity, causing the momentum transport and allowing a relative motion of different
species to form the electric current [32).

The relative importance of these terms is estimated by their characteristic scales. The
process with the largest scale length will dominate the breaking process. The inertia
term has an effect in a collisionless skin depth, é; (= ¢/wy,), where wy, is the plasma
frequency of species s. The thermal effect becomes important when the dissipation region
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is of the scale comparable to the Larmor radius, ps (= vys/wes), Where vy, is the thermal
velocity and we, the local cyclotron frequency of species s. Both characteristic scales are
proportional to m}/2. Therefore, the ion kinetic effects are of much larger scales than
electron effects.

The literatures often involve a term of the Hall effect (33, 34, 35, 36]. This is an MHD

concept appearing in the generalized Ohm’s law
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where the first term on the RHS is called the Hall term, u is the fluid flow velocity, and
j the current density. When the Hall term dominates over the other terms on the RHS,
Eq. (1.5) reduces to

j x B
E~1—-E><B=J)< . (1.6)
c nec
By using the relations j = en(u, — u;) and u = u;, we rewrite Eq. (1.6) as
U,

Thus, the Hall effect implies that the magnetic field is frozen into the electron fluid [Eq.
(1.7)], but not the ion fluid [Eq. (1.6)]. In other words, the ions are unmagnetized due to
the Hall term. If Eq. (1.6) is substituted into the equation of ion momentum, Eq. (1.4)
with s = ¢, we have

JXB :iv~Pi,+% (alh

+u; - vu,-) . (1.8)
nec ne
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This equation means that the Hall term itself dose not tell us which effect, ion inertia or
ion thermal effect, allows ion motion to deviate from the field.

In a collisionless plasma the dissipation region develops to form a multiscale structure
associated with the electron and ion scales [33, 34, 35, 36, 37). Outside of the dissipation
region both electrons and ions move together because they are magnetized and ideal.
Suppose that the plasma inflow is driven toward the neutral sheet from the outer frozen-
in region. As soon as ions move into the region of an ion scale length, ion motion decouples
from the magnetic field because of Hall effect (either its thermal effect or its inertia effect)
and ions are diverted in the direction of outflow from the X point, while the electrons
remain magnetized until they move into the region of electron scale length, ¢/wye or pe,
and decouple from the magnetic field. As a result of decoupling of electron and ion motion,
an electrostatic field is built in the inflow direction. This electric field accelerates the ions
in the inflow direction, but causes an E x B drift motion of electrons in the out-of-plane
direction. Therefore, a current layer is actually formed in the ion dissipation region.



1.3 Driven reconnection

Magnetic reconnection is often divided into spontaneous reconnection and driven recon-
nection. Spontaneous reconnection is triggered due to internal instabilities such as the
collisionless tearing instability (20, 38, 39, 40, 41, 42, 43, 44, 45, 46] in the absence of
an external driving source (i.e., no energy inflow from the boundary). Driven reconnec-
tion is related to an open system where plasma inflow and magnetic field are supplied
from upstream boundaries. In this research we study driven reconnection underlying the
following reasons.

Most of active plasma phenomena in nature and laboratory are relevant to driven
reconnection where a plasma flow is the primary cause of magnetic reconnection. It is
a common case in nature that the flow energy can be larger than the magnetic energy.
In the solar wind-magnetosphere coupling system, for example, the solar wind drives
reconnection at the magnetopause. Reconnection allows the solar wind plasma to enter
magnetosphere. When the plasma is accelerated and reaches the magnetotall, it gives
rise to a second reconnection. A similar example is the interaction between accreting
plasma and a magnetic star. In magnetic confinement devices, the plasma current is a
major source of free energy, so that a plasma flow resulting from various current-driven
instabilities can lead to deformation of the magnetic configuration.

Driven reconnection is a potential candidate of fast reconnection because reconnection
rate is mainly controlled by external driving conditions. The resistive MHD simulation
by Sato and Hayashi [47] reveals that driven reconnection rate is relatively independent
of resistivity but strongly dependent on the amplitude of the driving plasma flow. This
conclusion should also be applicable to collisionless driven reconnection since reconnection
rate is also determined by the ion inflow velocity which is controlled by the external
conditions. If this inference is right, one can say that collisionless reconnection can be a
fast process, which is important to understand many realistic reconnection phenomena.
Therefore, this point is one of the motivations of the present research.

Although magnetic reconnection is a localized process, it gives rise to plasma transport
in a global scale. In this sense, the evolution of spontaneous reconnection is also affected by
other physical processes outside the dissipation region. Thus, driven process is important
in considering magnetic reconnection in large time and space scales.

In order to clarify microscopic mechanism of collisionless reconnection, we are forced to
restrict our simulation domain to a small region including the dissipation region. A driven
system may be regarded as a section of whole reconnection system so as to keep higher
spatial resolution of the dissipation region with microscopic scales under the condition of
the limited computer resource.



1.4 Study status of collisionless reconnection

Magnetic reconnection has been studied based on satellite observations [5, 6, 7, 8], lab-
oratory plasma experiments [48, 49, 50], theoretical analysis 38, 39], and computer sim-
ulations [27, 28, 29, 30, 31, 33, 34, 35, 37] in past decades. Although these studies have
advanced the understanding of magnetic reconnection, the fundamental physics of fast
reconnection remains unknown to date. Many recent studies of collisionless reconnec-
tion focus on the understanding of reconnection mechanism, in particular, reconnection
rate, dissipation region size, current layer width and their relation with electron and ion
dynamics.

Numerical simulations have been developed as one of the most powerful tools for recon-
nection study. Full particle simulation is required to address the problem of collisionless
reconnection. A considerable amount of effort has been made [27, 28, 29, 30, 45, 51].
Because of the limit of computer resources, however, various simple models, such as Hall-
MHD simulation (with massless electrons and scalar pressure) [52], two-fluid simulation
(with scalar pressure) {33, 34, 53] and hybrid simulations (ion particles and electron fluid
with /without electron inertia/pressure tenser) (31, 35, 37, 54, 55], have widely been used
in place of full particle simulation. These simple model cannot often account for all po-
tential kinetic effects, as shown in Eq. (1.4). In the Hall-MHD and conventional hybrid
models all the electron non-ideal terms are removed, and reconnection is supported by an
ad hoc anomalous resistivity or/and by a numerical resistivity. The detailed discussion of
these models are referred to the paper [31] and references therein.

Most simulations focus on the problem of non-driven collisionless reconnection in a
closed system. An important conclusion from recent studies [30, 31, 33, 34, 35, 37] is that
the reconnection rate is controlled by the ion dynamics based on the Hall effect which is
faster than on the resistivity, and is essentially independent of the electron dynamics by
which the electron frozen-in condition is broken. The corresponding current layer width
is, however, scaled by the electron skin depth §, or gyro-radius pe.

Because of numerical difficulties, very few simulations based on Hall-MHD model
[52], two-fluid model (53], the hybrid model [54] and particle simulation [27, 28] involve
collisionless driven reconnection which refers to an open system. Horiuchi and Sato [27, 28]
have firstly performed the particle simulations of collisionless driven reconnection. They
found that the early evolution of collisionless reconnection is dependent not only on the
internal microscopic processes such as electron dynamics and ion dynamics, but also on
the external driving condition. When the current layer shrinks from the ion orbit size
to the electron orbit size, reconnection transits from slow growth to fast growth, and
electrons are heated. The global evolution of reconnection is controlled mainly by the ion
dynamics. The reconnection rate is in proportion to the driving electric field. However,
their studies are limited to an early ramp-up phase because a periodic condition is used



at the downstream boundary.

On the other hand, experimental studies in the Magnetic Reconnection Experiment
(MRX) have found that the current layer width is about 0.46; ~ p; [48] and that the
significant nonclassical ion heating occurs in the current layer [48, 49].

1.5 Steady reconnection and intermittent behavior

Reconnection is often discussed with steady models, such as Sweet-Parker current sheet
model [17, 18] and Petschek slow shock model [19]. The question is whether steady re-
connection is realized in a realistic system. For an open system with a constant energy
supply, the steady state is certainly a possible tendency of evolution. However, the steady
state is not always realized even if there exists a steady state. For example, Kitabata ef
al [56] and Amo et al [57] have demonstrated intermittent phenomena in the magnetic
reconnection processes by using resistive MHD simulation. Intermittent behavior has also
been observed by Hall-MHD and two-fluid simulations [52, 53]. There are two factors that
disrupt the steady state. One comes from the disparity of internal physical process and
external physical condition. The steady reconnection is realized when the reconnection
rate is balanced with the external driving flow rate. That is, the internal processes (elec-
tron dynamics and ion dynamics) should adjust themselves to accommodate the external
driving condition, because magnetic reconnection is controlled by both the internal mi-
croscopic process and the external driving condition. However, the adjustment is limited.
Beyond this limit, there is no steady state. The other is due to an instability. If such a
steady state itself is unstable due to some instabilities such as the tearing instability, or
if an instability can be excited in the process of system evolution, the reconnection can
hardly tend toward this steady state, but often behaves intermittently. Thus the evolu-
tion of collisionless driven reconnection depends closely on the rate and spatial pattern of
driving flow.

How collisionless driven reconnection evolves in a long time scale and what depen-
dence of its evolution behavior on the external driving conditions remain unsolved to
date. It appears that reconnection may operate in entirely different ways for different
plasma parameters and for different external driving conditions. Steady reconnection
may be allowed in some cases, forbidden in others, with intermediate situations involving
impulsive or pulsative events.

1.6 Purpose and outline

The purpose of the present work is to explore long time scale evolution of collisionless
driven reconnection by means of 2D particle simulation. We will clarify the mechanism



of collisionless driven reconnection, and the relationship between the driving conditions
and the long time scale behavior of driven reconnection.

For this purpose a completely open system model is needed. Thus, we develop a new
2D particle simulation model for an open system with free conditions at the downstream
boundaries on the basis of the previous version [28]. The simulation model and numerical
method are described in Chapter 2. By using this newly developed model, we perform
particle simulation in a long time scale and investigate the influence of the external driving
conditions, i.e., the rate and spatial pattern of driving flow, on the collisionless reconnec-
tion process in a long time scale. An overview of results are given in Chapter 3. We find
driven reconnection evolves in two ways, i.e., in steady and intermittent regimes. Chapter
4 is devoted to the analysis of reconnection mechanism in the steady regime with the focus
on the electron dynamics and ion dynamics. On this basis we explore the mechanism that
leads to intermittent phenomena in Chapter 5. Finally, a conclusion is given in Chapter
6.



Chapter 2
Simulation Model

The particle simulation is one of the most effective methods to study collisionless plasma
problems. In order to study long time scale evolution of collisionless driven reconnection,
we have developed a two and half dimensional explicit electromagnetic particle simulation
code for an open system based on the previous version [28]. The simulation is performed
in the x-y plane. Plasma flows and their carring magnetic fluxes are driven symmetrically
into the system from the top and bottom upstream boundaries (y = +y). The driving
condition can be uniquely determined by an out-of-plane electric field E,4 since both
electrons and ions are magnetized outside the dissipation region. A free physical condition
is used at the left and right downstream boundaries (z = %), across which particles
can flow in or out. Therefore, the total number of particles in the system changes with
time, but the charge neutrality condition is kept to be satisfied. In this chapter, we will
describe the open boundary model for the particle simulation in details.

2.1 Basic equations

In particle simulation the basic equations consist of the Newton-Lorentz equations of
motion for particles and the Maxwell equations for field quantities. The Newton-Lorentz
equations of motion are written as

d(ve) @ Vi

" = 2 {E + — .
ie) _ B+ ¥ xB), (2.1)

dx

Fl (2:2)

Y = 1/\/1—v£/cg, (23)

where Xg, Vi, Mk, qx and v, are the position, the velocity, the rest mass, the charge and
the relativistic factor of the k-th particle, respectively. The Maxwell equations are
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where E and B are the electric and magnetic fields. The current density j(x,t) and the
charge density p(x,t) are obtained by summing.over all the particles, namely,

j(X, t) = z quk(t)S[X — Xk(t)] (28)
k

p(x,t) = 3 guSTx — xi (1) (2.9)
k

where S(x) is the particle shape factor [58] which can be interpreted as the charge distri-
bution of a particle.

The electric and magnetic fields described by Eqs. (2.4)-(2.7), in principle, may include
long-range macroscopic fields and short-range microscopic fluctuation fields. The long-
range interaction gives rise to collective behaviors, such as modes involving coherent
motions of many particles with the wavelengths larger than the Debye length. The short-
range interaction is related to collision. For plasmas of interest, the collective effects is
much more important than collisional effects. In particle simulation, thus, Eqs. (2.4)-
(2.7) actually describe the macroscopic electric and magnetic fields in the presence of the
macroscopic current and charge densities by means of the spatial average over the short-
range distance (e.g., the Debye length). To realize this, the method of finite-size particles
(called superparticle) is introduced, which makes particle simulation feasible with finite
particle number much less than in practice.

It is noteworthy that only the first two Maxwell equations are completely independent.
In fact, the divergence of Eq. (2.4) gives rise to

9 5B ~

which means that Eq. (2.7) always holds if it is satisfied initially. Similarly, from Eq. (2.5)
we have

d dp
— (g E—~dmp) =4 J- =),
2\V mp) = 4dn(v 5 )"
that is, Eq. (2.6) remains satisfied if j and p satisfy the continuity equation and Eq.
(2.6) holds initially. However, j and p given by Eqs. (2.8)-(2.9) do not exactly satisfy the

continuity equation in numerical simulation because of applicability limit of numerical

(2.11)

techniques such as a finite sized mesh and weighting [58].
Thus in our simulation model we solve the first two Maxwell equations (2.4)-(2.5) for
E and B, and then adjust E to E’ by correcting the electrostatic part in order to satisfy
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Eq. (2.6). The Boris-type correction (58] is used as

E =E — yéd, (2.12)
V¢ =v-E—p. (2.13)

2.2 Numerical scheme

The equations of motion and the Maxwell equations are solved in the explicit finite differ-
ence scheme in the x-y plane with rectangular grids. The particles are scattered around
within the grid. The field quantities E and B and the sources j and p are defined at the
center of grid denoted by (¢, 7). Both particles and fields are advanced by a second-order
leap-frog algorithm. The simulation process from time step n to n+1 and the temporal
layout of field and particle quantities are shown in Figure 2.1.

o
n n+1
1 % l LR
172 fvn+1/2—'
k (E,B)Z L k_ ]
. n+1/2 o
E" U,p)ij " T
E™
Y L M

B! /2 T ,'_BT.L.:?’/Q_]

i C-Y

Figure 2.1: Sketch of simulation process from time step n to n+1 where the known
quantities are marked by the solid boxes and the unknown by the dashed boxes.
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2.2.1 Integration of the equations of motion

The difference scheme of particle motion equation (2.1) is

un+1/2 _ un—l/‘Z _ i En 4 un+1/2 + un—1/2 < B
At m 2cy" ’

where the superscripts stand for the time labels, and we ignore the subscript & labeling

(2.14)

particles for convenience and use u = v rather than v. E and B should be the values
at the position of a particle which are interpolated from the values at the grid position.
In Eq. (2.14) we need to specify only (v")? = 1 + (u"/c)?. Centering of ¥* is easily
determined from the Boris’ method [58]. Let us define the quantities u™ and u~ as

n-1/2 _ u — qEnAt

2.15
u Y- (2.15)
g2 = gt 4 SEA (2.16)

2m

Substituting Egs. (2.15) and (2.16) into Eq. (2.14), we obtain

ut —u- q + _
= x B" 2.17
At 27”mc(u +u’) ( )
which describes a rotation from u~ to u* about a axis parallel to B® through an angle
§ = —2tan~1(¢B"At/2v*mc). Because the relations u* = |u~| = |u*| hold from Eq.

(2.17}, we can specify ¥* from the known quantities by using Eq. (2.15). According to
geometry relationship of rotation, ut can be described by

u=u +u xt (2.18)
ut=u +u xs (2.19)

with t = gB™At/2y™mc and s = 2t/(1 + t?).
From Egs. (2.15)-(2.19) we get the relations

u n+1/2
Y12 — (u/,},)n+1/2 — (m) , (2.20)
and then advance the position to the future by one time-step At according to
x" = x" 4 vHIAL (2.21)

2.2.2 Integration of the field equations

The difference form of Maxwell equations (2.4)-(2.5) can be written out using the centered
differencing scheme, for example, the x components being

n n+1/2 n+l/2
Emt'-gl B Ezij — Bzij-i-’; - Bzij—{ _ 4_7rjn_-+71/2 (2 22)
cAt 2Ay e "™ '
n+3/2 n+1/2 n n
B::::’j - Ba:ij / — _Ezi-;'.-}-l - Ezi}-il (2 23)
cAt Ay |
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where the subscripts i and 7 denote the labels of 2D space grids. When E® and B"+1/2
are known, E**! is determined. B"*3/2 js then advanced similarly.

The time-step width At is chosen to satisfy the Courant-Friedrichs-Lewy (CFL) con-
dition {59] for the electromagnetic wave in vacuum so as to make the explicit scheme
stable.

2.2.3 Weighting

It is necessary to calculate the charge and current densities on the discrete grids from the
particle positions and velocities when we solve the Maxwell equations and to calculate the
forces on the particles from the fields on the grids when we solve the particle motion equa-
tions. These calculations are called weighting, which implies some form of interpolation
among the grid centers nearest the particle. The former is obtained from Eqs. (2.8)-(2.9)

Jij = Zkak(t)Sij(xk): (2.24)
k
pii = 3 qeSij(Xx), (2.25)
k
1 yi+Ay/2 zi+Az/2
i = — 2.26
Sij{%x) AzAy ./y,-_ayfz 4 -/:r:,-—A:z:/? 4z Slx — x¢(2)] ( )

The latter is interpolated from the fields on the grids as

Ek = A.’L‘Ay Z E,’jSij(Xk), (2.27)
i,]

Bk = AIAy Z B,-J-S,-j(xk). (228)
5

The same weighting function Sj; is used in order to avoid excitation of a self-force (i.e., a
particle accelerates itself) [58].

Note that Sy;, the average of S over the grid (4, j), is quite different from S. Sj;
is the contribution of particle with shape of S to the density on grid (7,j), which is
interpreted as the particle density distribution observed at grid point (¢, j) as a particle
moves into this cell. Figure 2.2 shows the zeroth-, first- and second-order weighting S; and
the corresponding particle (cloud) shapes S in one-dimensional (1D) case. For example,
the zeroth-order weighting corresponds to the point particles whose shape factor S is a
é-function. As a particle moves through a grid centered at X;, the observer (or density
detector) observes that the particle has a rectangular shape S; with a width of Az rather
than that of a point particle, S. S; may be interpreted as the effective particle shape. This
is a natural consequence due to the use of spatial grid. As seen from Fig. 2.2, the effective
particle size observed is bigger by Ax than that of itself in all the cases. In other words, in
the sense of grid the weighting process smooths out the density and current fluctuations,
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(a) S(x)=3(x) 5;(x)
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-AX 0 Ax -Ax 0 AX !
() S(x) §,(x)
! 3/4
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Figure 2.2: (a) zeroth-order (b) first-order and (c) second-order (quadratic spline) weight-
ing S; and the corresponding particle (cloud) shapes S in one-dimensional case.

and thus reduces the numerical noise. Evidently higher-order weighting rounds off further
the roughness in particle shape and reduces the simulation noise more effectively.

In the present simulation we choose the second-order weighting by making use of
quadratic spline. The particle shape S is a triangle with the base length of 2Az centered
at 7x in the x direction. Its contribution to charge density is assigned to three grids

e = 3 [1- () | @25
Six1(xk) = ﬁ [% xkA_xXi] (2.30)

where i is the nearest grid point. In the 2D case, the weighting is composed of the factor
of each dimension

Sii(xx) = Si(xk)S; (ye)- (2.31)
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2.3 Boundary condition

Now, we specify the driving conditions at the upstream boundaries (y = ) and the free
conditions at the downstream boundaries (z = +z3) for both field quantities and particle
quantities.

2.3.1 Field quantities

In order to solve the maxwell equations, the appropriate boundary conditions are required.
The problem is what boundary conditions are needed to ensure that the equations have
a unique and determinate solution.

In a 2D problem the fields may be divided into transverse electric (TE) set with
components E,, B;, By, and transverse magnetic (TM) set with components E;, Ey, B..
These sets are uncoupled. In Appendix A we prove that only one boundary condition is
needed for each set, such as E, and B,, and the other components can be obtained from
the Maxwell equation. However, TM field components E, and E, depend on the current
density components j, and j, which are unknown at the boundary. An alternative is to
give the conditions on E,, E,, instead of those on B,, j; and j,. Actually, only E; at the
top and bottom boundaries or E, at the left and right boundaries is necessarily required
for solving the Maxwell equations (see Appendix A). The other conditions are given so as
to solve the particle motion equations.

Thus, the boundary conditions for field quantities are taken as

OF.
Ez = 0, a—yy = 0, Ez = Ezd(l', t), at v = ﬂ:yb, (232)
oF, OF. OF, .
5 6—; =0, 5 continuous, at z = £, (2.33)

where E,4 is the external driving electric field. The choice of boundary conditions is
required to ensure that the system can transit to a steady state.

2.3.2 Particle quantities

The upstream boundary is set in the ideal MHD region where both electrons and ions are
frozen in the magnetic field. Thus the plasma inflow is symmetrically supplied with the
E x B drift velocity from two upstream boundaries into the simulation domain. The input
particle distribution is given by a shifted Maxwellian with the initial constant temperature
(T,0), where the average velocity ug and density ny are

__EdXBd

Ug = —_Bg_—’ (234)
B,

Mg = Mo 2.35

d d0 By ( )
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where subscript d stands for the upstream boundary and subscript 0 for the initial time.
The corresponding input particle flux is proportional to £,4 as

Nglyd X Ezd- (236)

An open downstream boundary means that particles can not only go out of but also
come into the system across it, which is illustrated in Fig. 2.2. The outgoing particles can
be obtained directly by observing the motion of particles at the boundary. The questions
are how many particles go into the system, and how to assign the positions and velocities
of these incoming particles. To determine the incoming particle numbers we choose a
region I with width of five grids (5Azx) on the boundary and calculate the average particle
velocity (v;) in this region. Then we obtain the net number of outgoing particles passing
across the boundary during one time step At as '

N = —n{v,)At - 2y, (2.37)

where n is the average particle number density in region I. According to the charge
neutrality condition, the net numbers for electrons and ions are the same. So the numbers
of incoming electrons and ions are given as

N;'n — N:ut _ Nnet’ Nljin — Niout _ N“ei_ (238)
Nout
~ 1 =Ny
N:’n =
1 2

Figure 2.3: Hlustration of the free boundary condition for particles.

As the next step, we have to assign the positions and the velocities of the incoming
particles. We assume that the physical state outside is the same as that in region I, to
say, the particle distribution function outside is the same as that in region I. Thus, the
positions and velocities of the incoming particles can be defined by using the information
of particles crossing surface 2 from left to right in Fig. 2.3. For example, if N* < N,,,
the information of Ni" particles randomly selected among N, particles crossing surface
2 is copied to the incoming electrons; if N2 > Ny, then N;'" — N, outgoing particles are
randomly selected and then reflected except for u2% which obeys v = —u% + 2(v,) so
as to satisfy the condition w™ > 0. Since |1 — Ne/NP"| « 1, this treatment seems not
bad.
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2.4 Initial condition
The simulation begins with a Harris-type equilibrium [60] as

B(y) = Bptanh(y/L),
P(y) = (B} /8m)sech®(y/L),
7:(y) = —(cBo/4n L) sech’(y/L),

(2.39)
(2.40)
(2.41)

where By is a constant and L is the scale height along the y-axis. The magnetically neutral
sheet is on the x axis (y = 0). The electric field vanishes initially because both ions and

electrons are loaded to the same spatial positions.
The electron and ion distribution functions are the shifted Maxwellian as

Fo(vz, vy, v2) = n(y) ( M )3/2 exp {— T [vi + 02+ (v, — uso)z]} . (2.42)

2 TsO 2T50

2

- B
n(y) - 87T(T50 + fTiO) SeCh (y/L)!

Ugn = —2CT30/q,BgL.

(2.43)
(2.44)

The constants u,p and Ty represent the diamagnetic drift velocity and the temperature of

particles of species s, respectively. It is seen that in the Harris equilibrium the magnetic

field confining the plasma is maintained by the diamagnetic current.
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Chapter 3

Overview of Simulation Results

3.1 Simulation parameters

The simulation is carried out on a 512x 128 point grid by using 6.4 million particles. The
simulation box with a big aspect ratio, z,/y = 6, is used so as to reduce the effect of
the numerical noises excited at the downstream boundary on the reconnection. The main
parameters are in the following: the mass ratio of ion to electron m;/m, = 25, the charge
ratio gi/ge = 1, Tin/Teo = 1, Wpeo/Weeo = 3.5, L = 0.8y, = 3pjp, where wpep is the plasma
frequency associated with the density on the neutral line, w.q is the electron cyclotron
frequency associated with By, and pjg is the lon Larmor radius. Thus, 1, & 22p; and
1y & 3.66p;5. The relations L > py > ¢/wpeq > Ay hold in the initial configuration, where
Ay (= M) is the grid separation along the y-axis and Mg (= vieq/wpen) is the Debye
length. The above relations assure the size of dissipation region to be smaller than that
of the system in the y direction when reconnection takes place. The time step is chosen
as weoAt = 0.02 from the CFL condition.

The input rates of mass flux and the magnetic flux are uniquely determined by an
out-of-plane electric field imposed at the upstream boundary where both electrons and
ions are magnetized. The driving electric field E,4(z,t) is shown in Figure 3.1: (a) the
temporal change at x=0, (b) the spatial profiles at the five marked times in panel {a).
The field E,4 is set for zero at ¢ = 0 and gradually increases predominantly in a region
with width of z4 in the early time, and then develops on the whole boundary until it
reaches a constant value Ey. After wqot = 5.72, E,; keeps a constant value Ey which is a
necessary condition for a reconnection system to evolves toward a steady state. Hence the
characteristic feature of F,4(z, t) is determined by two parameters, i.e., the non-uniformity
scale x4 in the early phase and the value of the uniform field Ey. It is worthwhile to note
that, although E.4 is uniform in the later time, the magnetic field is always non-uniform
at the upstream boundary. Furthermore, it depends strongly on z4 and can change with
time. According to Faraday’s law the y-component of magnetic fleld at the upstream
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Figure 3.1: The external driving electric field E,4(x,£): (a) the temporal change at the
center (z = 0) of the upstream boundary, (b) the spatial profiles at the marked times in

panel (a). {c) shows the profile of y component of the corresponding boundary magnetic
field after F,4 becomes constant {wg ot > 5.72).
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boundary, Byg, has the form as

E, .

Byy(z, 1) Ef sin|¢(z)), (3.1)
—T, T < —Ty4 .

¢(z) =4 nz/Tq, —Ta< T < Ty (3.2)
m, T > Ig.

at the late time of weit > 5.72, as shown in Fig. 3.1(c). The function form sin[¢(x)] in the
above expression comes from the fact that E,4(z,t) « cos[¢(z)] for wept < 5.72. It is seen
from Fig. 3.1 and the relations (3.1) and (3.2) that the non-uniformity scale x4 actually
affects the curvature radius of magnetic field lines at the upstream boundary, and thus
the divergency of plasma inflow. Correspondingly, B.q can be estimated from Ampere’s
law

0B.qs _ 0By
Jy 8z

where the current density is assumed to be approximately zero at the upstream boundary.

(3.3)

This means that B, is not fixed but related to inner field structure. In other words, the
boundary magnetic field can change with time so as to adjust the internal reconnection
process.

3.2 Overview of simulation results

In order to study the dependence of the long-time scale reconnection process on the profile
of driving electric field, we perform nine simulation runs with various sets of Ep and z4
listed in Table 3.1. One of the important results of these runs is also summarized in this
table.

We find that driven reconnection evolves in two ways. The system relaxes to a steady
state with only one X point located at the center of the simulation domain for the small
non-uniformity scale 4. When the scale 4 increases to 0.83z, the system behaves inter-
mittently where magnetic islands are frequently formed to grow near the original X points.
On the other hand, the evolution behavior is insensitive to the driving field strength Eq.

Simulation results in the steady state largely help us to understand physical mechanism
of collisionless driven reconnection. In the following chapter, we will examine the features
of steady reconnection with the focus on the electron dynamics and ion dynamics. After
that, we will analyze the mechanism of intermittent phenomena and explore why the
reconnection behavior in a long time scale is dependent on the scale z4 (equivalently, the
pattern of driving flow) but independent of the flux input rate Ep.
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Table 3.1: Driving field parameters and reconnection evolution behaviors

Za/Ts
0.42 0.62 0.83
Ey/By

0.04 Steady Steady Intermittent

e (Run 1) (Run 2) (Run 3)
-0.08 Steady Steady Intermittent

| (Run 4) (Run 5) (Run 6)
-0.08 Steady Steady Intermittent

- (Run 7) (Run 8) (Run 9)
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Chapter 4
Steady Reconnection

Table 3.1 shows that the steady reconnection is realized for the runs of zg/zp < 0.62.
For an openly driven system with appropriate boundary conditions steady reconnection
is perfectly possible, and moreover comes true in our simulations. This fact implies that
the numerical simulation gives us physically correct results with a high precision. In
this chapter, we investigate the mechanism of steady magnetic reconnection based on the
results of Run 1 with z4/2, = 0.42 and Ey/ By = —0.04.

4.1 Temporal evolution

Let us begin with describing the time evolution of magnetic reconnection. Figure 4.1 shows
the temporal evolution of the magnetic field configuration, where ten panels represent the
contours of magnetic flux A, in z-y plane at different times. The top panel plots magnetic
field in the initial Harris equilibrium configuration. The plasma inflow supplied from the
top and bottom boundaries compresses the current sheet. Magnetic reconnection sets
in at the center of the simulation domain at w.pt = 4.9. A magnetic island appears in
the central region at wgpt = 7.2 and gradually moves to the right while increasing its
spatial size. This island coalesces before it goes out of the system. From this time on
no islands are created in the system and the global field topology remains unchanged. In
other words, the system relaxes to a steady state.

Figure 4.2 shows (a) the evolution of the reconnection electric field E,, (b) those of
the electron and ion number densities and z-component current density —j,, where all
quantities are evaluated at the main X point if there are more than one X point. The
reconnection electric field E,, which is defined as the out-of-plane electric field at the X
point, is a direct measure of the reconnection rate. Figure 4.2(a) shows that there are two
temporal phases in the evolution of the reconnection, i.e., growing phase and saturation
phase. The electric field begins to grow slowly as soon as both the plasma density and the
current density increase in the current layer through the compression driven by the plasma
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Figure 4.1: The temporal evolution of magnetic field configuration in the x-y plane for Run 1 where the time unit is wc_ﬂ%.
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Figure 4.2: The histories of (a) reconnection electric field E,, (b) the electron and ion
densities and z-component current density —j, at the main X point for Run 1.

inflow from the upstream boundary. When the electron and ion densities are compressed
to approach their peak values at wgt = 4.5, an X-shaped magnetic separatrix becomes
visible as a result of magnetic reconnection. Then the reconnection electric field rapidly
grows up. Consequently, the generation of the outflow away from the X point causes the
density decrease in the vicinity of the X point, while the current density continues to
increase. Moreover, the electron density becomes a little dominant over the ion density
due to the finite Larmor radius effect. When the densities drop below the initial value
around wept = 6, the reconnection rate starts to saturate and so does the current density.
After this period, E, gradually approaches the value of the external driving electric field
Ey, and the particle number densities and the current density relax to their own steady
values, too. It is interesting to note that the density in the steady state is lower than
the initial value. These results lead us to conclusion that the system transits to a steady
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reconnection state in which the reconnection rate E, is balanced with the flux input rate
E, at the boundary. This conclusion is consistent with the requirement for a steady
state. For 2D steady reconnection the out-of-plane electric field becomes uniform in space
and constant in time, and therefore must be equal to the driving electric field Ey at the
upstream boundary, which is verified from Faraday’s law.

Figure 4.3 shows the time histories of five spatial scales where the scales are calculated
from the profiles in the y direction passing the X point and are normalized by the grid
size Ag. The five curves represent half-width of current layer d;,, electron meandering
orbit amplitude lye, ion meandering orbit amplitude I, collisionless electron skin depth &
(= ¢/wye), and ion density scale dy, respectively. The average meandering orbit amplitude
of species s is given by [27, 28, 42]

lms = \V 6}93(6): (41)

where § = B,/(0B;/0y) is the magnetic field scale length, p,(y) = vi/wes the Larmor
radius associated with B.(y) and v = /Ts/m, the thermal velocity. Since B, can be
approximated as a linear function of y near the reconnection point, Eq. (4.1) becomes

s = ps(lms), (4.2)

that is, the average meandering orbit amplitude is equal to the local Larmor radius [31].
Considering nonuniform temperature profile, we here define the meandering orbit ampli-
tude by using the solution of Eq. (4.2). The density scale dj is defined as the half width
for the case of single-peak profile of density or the half peak-to-peak distance for the case
of two-peak profile. Comparing Fig. 4.3 with Fig. 4.1 one can find that the reconnection
sets in when the current layer is compressed as thin as l,; (weiot & 4.5). This implies that
the reconnection is triggered by the thermal effect based on nongyrating ion motion. As
the current layer is further compressed, the reconnection takes place more rapidly. When
d;, approaches Iy, (weiot =~ 6), the reconnection field starts to saturate. As time goes on,
however, d;, gradually relaxes to l,,; again and the reconnection process gets steady with
a constant rate.

Figure 4.3 also demonstrates another two features: (1) both d;; and d; almost change
with the same rate at all times, and approach l,; after the reconnection rate reaches
maximum; and (2) 6, is slight larger than [, in the saturation phase. These features
are fairly important for understanding the mechanism of magnetic reconnection. The
first feature suggests that the structure of current layer is modified by the plasma density
configuration which is controlled by massive ions although the electric current is carried
predominantly by the electrons. The second feature implies two facts. One is that the
electron frozen-in condition is broken mainly by the electron inertia effect. The other is
the unity of electron orbit effect and electron inertia effect in electron dynamics.
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Figure 4.3: The temporal evolutions of five spatial scales, i.e., the half-width of current
layer d;,, the electron orbit amplitude /., the ion orbit amplitude l;, the electron skin
depth &, and ion density scale dj, where the scales are calculated from the profiles in the
y direction passing the X point and are normalized by Ago.

The features of reconnection in the growing phase exhibited in the present simulation
is qualitatively in agreement with those of the previous periodic simulations [27, 28|, which
is not the focus of our attention. After reconnection field saturates, the system tends to
a steady state and the current layer width relaxes to a scale of the ion meandering orbit
size I, from the electron scale &, or l,,,.. This result clearly differs from that of non-driven
reconnection in a closed system [36], in which the current layer width is scaled by the
electron skin depth. The difference probably comes from the model used. In the recent
experimental study [48] on the Magnetic Reconnection Experiment {MRX), the current
layer width is found to be about 0.4c/w,;. This result is in good agreement with our

simulation in which dj, =, = 0.5¢/wpy;.

4.2 Spatial structure of physical quantities

In order to shed light on the physical mechanism of magnetic reconnection and the roles
of electron dynamics and ion dynamics, we examine the spatial distribution of several
physical quantities in the steady phase.

The vector plots of the electron and ion in-plane flow velocities at wept = 39.2 are
shown in Fig. 4.4 where the profiles of their x components along the x-axis are also plotted
in the bottom panel. The separatrix is also plotted with the dotted lines in the top and
middle panels. The plasma inflows supplied through the top and bottom boundaries flow
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Figure 4.4: The in-plane flow velocities of electrons (top) and ions (middle}, and the
profiles of their x components along the x-axis (bottom) at wept = 39.2 for Run 1.
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into the system. After moving across the separatrix ions turn and flow outward. The ion
outflow velocity increases with the distance from the X point and is lower than the electron
flow velocity in the whole downstream, which implies that the ions is unmagnetized. The
electron flow pattern is quite different. In the vicinity of the separatrix there exists
a distinct discontinuity which separates upstream from downstream. Some of upstream
electrons cross the discontinuity into the downstream region. The others convergently flow
toward the reconnection region along the magnetic field lines. A fast electron outflow is
formed in the downstream region with width around 21, along the x axis {y = 0), which
is much more localized than that of ions. The outflowing velocity reaches its peak value
at a distance about 0.2z (&~ 80)\g) from the X point. This picture implies that the
dissipation region scales of electrons and ions are different.

Figure 4.5 shows (a) the colored perspective view of the ion out-of-plane flow velocity
—1u,;, (b) that of electron out-of-plane flow velocity u.., and (c) that of current density
—j, in the x-y plane at weot = 39.2, where the blue and red respectively denotes the
low and high values and the scales are different for different figure for the resolution of
details of interest (hereafter). The value of |u,,| is larger than |u;,| almost everywhere.
Especially, the difference becomes much significant in the vicinity of the X point. The
ion out-of-plane flow exhibits a two-peak structure in which the peak-to-peak distance is
about 2l,,; in the region of |z| < 0.3z; (= 115X4) and a little wider outside. The electron
out-of-plane flow is peaked around the x axis (y = 0) with the half width slight wider
than &, in |z| < 0.3z,. The flow pattern is split into fours peaks in 0.3z < |z| < 0.4z
and then develops a three peak structure in |z| > 0.4z (= 150Ay). Figure 4.5(d) shows
the positions of the discontinuity (yq) which is estimated with the position of u.; = 0,
peak of u;, (y:,) and outer peak of u., {¥..), and ion meandering orbit amplitude In;
along the x axis, where l,; is estimated by using the x-component of magnetic field
B,. It is clear that the peak-to-peak distance of u;, is about 2/,,; in the reconnection
region and as |z| increases it becomes slight wider and then approaches 2/,,; again at the
downstream boundary. The outer peaks of u,, aré very close to the discontinuities. It is
noteworthy from Fig. 4.5(c) that due to the modulation of the plasma density distribution
the current layer has the width of about 2/,,; around the X point but its maxima are at
both downstream boundaries.

The spatial distribution of electron number density at w.pt = 39.2 is plotted in Fig.
4.6(a). It is evidently seen that there exists a low density channel along the x-axis (y = 0)
over the wide range from the X point to the downstream boundary. The width of the
channel, the peak-to-peak distances of density profile, is 2{,,; in the whole region as shown
in Fig. 4.6(b). The fact that the spatial structure of electron density is of ion orbit scale
ln; implies that the plasma density is controlled by ion motion through the electrostatic
interaction between ions and electrons. —
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Figure 4.5: The perspective view of the out-of-plane components of (a) ion flow velocity
—uiz, (b) electron flow velocity ., and (c¢) current density —j, in the x-y plane; and (d)
the positions of the discontinuity (ya), peak w;. (yi;) and outer peak ., (%ez), and ion
meandering orbit amplitude /,,; along the x axis.
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Figure 4.6: (a) The perspective view of electron density in the x-y plane, and (b) the half

width of low-density channel and the electron and ion meandering orbit amplitude radii

Versus X.

Figure 4.7 shows the perspective view of (a) ion temperature and (b) electron tem-
perature in the x-y plane at wgot = 39.2. Their profiles along the vertical lines across
the X point (z = z,) and along = = 261\ (= 0.68z;) are plotted in Fig. 4.7(c) and (d),
respectively. It is evident that the inflow ions experience heating twice, i.e., the first is
near |y| & 2l,; ~ 40y and the second in the region of l,,;. Thus the ion temperature
T; is strongly peaked around the x-axis with width of 2[,,;. In contrast, the electron
temperature T, is almost unchanged in the region of |z| < 0.2z;. The electron heating
only takes place both in the range of 0.2z, < |z| < 0.4z}, along the x-axis and near the
discontinuity. T, keeps constant in the downstream region of |z| > 0.4z;. It is noted that
the ion temperature is much higher than the electron one. This result is in agreement
with the experimental observation in MRX [48, 49] which indicates strong non-classical
ion heating in a 2D reconnection layer with ion scale. The anomalous ion heating has also
been observed in 3D magnetic reconnection experiment in TS-3 [50].

Let us examine where the frozen-in constraint, E + (us/c) x B = 0, is broken. Figure
4.8 (a) shows the spatial profiles of E,, —u..B;/c and —u;,B;/c along the vertical line
passing the X point at wgt = 37.6. In order to resolve the structure in electron scale we
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Figure 4.7: The perspective view of (a) ion temperature and (b) electron temperature in
the x-y plane at wgot = 39.2, and their vertical profiles (¢) across the X point and (d)

along x = 261Ay.
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Figure 4.8: The profiles along = = z, of (a) E,, —ue.B:/c and —u;;B;/c, and (b) u,,
Uy, —CEy /B, and vy at weot = 37.6.

plot the profiles of we,, ui,, the electric drift velocity cE,/B, and the electron thermal
velocity vy in Fig. 4.8(b) by using the same data as Fig. 4.8(a). It is evident that the ion
motion decouples from the magnetic field within a region of |y| < ¢/wp; (=~ 40X =~ 21,;)
while the electrons remain frozen in the magnetic field until they enter a region of scale
Be-

The observation of fluid quantities suggests that the dissipation region in the steady
phase is of a two-scale structure underlying the quite different characteristics scale lengths
of electron dynamics and ion dynamics. The inner electron dissipation region is 21,,,. wide
and 2 x 0.4z (=~ 2z4) long. The ion dissipation region is 2r_:/wm- (=~ 2l,,;) wide and the
length is of the order of system length 2z;,. Although the decoupling of ions from magnetic
field is due to the inertia effect, the ion meandering motion plays an important role in ion
dynamics, which controls the spatial structures of ion quantities with the scale /,,;. The

fact that the density channel, the ion temperature peak and the two-peak w;, with the
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width 21,,; stretch to the downstream boundary manifests that the ions are unmagnetized
in the whole downstream. That is, the length of ion dissipation region is longer than the
system size 2xy.

4.3 Mechanism of steady reconnection

4.3.1 Ion dynémics

As ions are driven into the ion dissipation region, they become unmagnetized due to the
inertia effect while the electrons remain frozen in the magnetic field until they enter a
region of scale 6,. This phenomenon is caused by the Hall term, as was seen in Egs. (1.6)-
(1.7). An electrostatic field E, is thus generated as a result of the decoupling of electron
motion and ion motion [see Fig. 4.8(a)]. This electric field accelerates the ions to follow
the electrons which move inwards at the increasing drift velocity cE,/B,;. Meanwhile,
the ions are also accelerated in -z direction by the electric field E,. After crossing the
neutral line, the ions are decelerated in y direction by E, and v,B,/c forces while they
remain accelerated in -z direction by E,. Under the combined action of the magnetic
field B, and electric fields E, and E;, the ions bounce back and forth across the x-axis
in y direction, i.e., meandering motion. One of typical ion meandering orbits in the y-z
plane is illustrated in Fig. 4.9. It is noteworthy from Fig. 4.8(a) that the electrostatic
field E, has the same direction as v,B;/c and dominates over it. The bounce motion of
ions is intensified due to this character. Both the bounce frequency and bounce energy
are greatly increased as ions bounce. Consequently, the velocity {v,| becomes maximum
at the x-axis, while the |v,| becomes maximum at its turning point. The minimum of |v,|
also appears at the x-axis since —v;B;/c > |E.| when the ion moves toward the neutral
line.
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Figure 4.9: The illustration of one of the typical ion meandering orbits.
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Figure 4.10: (a) The ion velocity distribution function f(v,,) at the X point, and (b} the
profiles of the ion temperatures T}, T, and T}, in three directions along z = z,.

A number of ions flow into the low magnetic field region from the upstream region
on both sides and perform the meandering motion until they are ejected out toward
the downstream. Therefore, we expect that the z-component of the ion flow velocity
u;, exhibits a bimodal structure on both sides of the x-axis, and that the ion velocity
distribution function at the X point exhibits two counterstreaming components in v;,
space. Figure 4.5(a) shows the double peaks appear at y = +l,,,; in the profile of ion flow
velocity u;,, as expected. The peak position implies that the average orbit amplitude of
ion meandering motion is In,. Figure 4.10{(a) shows the ion velocity distribution function
f(viy) at the X point where v, is normalized by vyy = /Tiy/m; and Ty = my((vy —
uiy)?) is the ion temperature in the y direction. The function f(vy,) consists of two
counterstreaming beams, which is consistent with our expectation. Similar results were
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presented in the hybrid simulations of magnetic reconnection {35]. This picture implies
that the thermal effect is associated with the bounce motion since the average velocity u;y,
is almost zero at the X point. Figure 10(b) shows the spatial profiles of of ion temperatures
in three directions, Ty, Tj, and T, along the vertical line passing the X point. The
temperature Ty, in y-direction is much higher than those in the other directions in the
region of 2l,;. This is due to the action of the electrostatic field E, in the ion orbit
motion. Therefore, the ion meandering motion plays an important role in the ion heating
in the ion dissipation region shown in Fig. 4.7(a) and (c), and the formation of bimodal
structure in ion out-of-plane flow velocity in Fig. 4.5(a).

The formation of the low-density channel with the width of 21,,; is due to the the ion
meandering motion, too. The transit time for a bouncing (or meandering) ion passing
the same distance in y direction is longer near the turning point than near the neutral
line. The difference of the transit times directly results in the density difference at two
points. That is, the ion density at turning point is larger than at the neutral line. This is
the reason why the density channel can be formed in this region shown in Fig. 4.6. The
same mechanism explains ion depletion in the channel and accumulation at the density
peak compared with the electron density distribution, i.e., the finite Larmor effect, which
gives rise to the enhancement of electrostatic field £, in the region between l; and Iy,
shown in Fig. 4.8(a). The maximum field strength of E, is about five times as large as
the reconnection electric field Fj.

According to the above discussion, there are two scale length in the ion dynamics: the
ion skin depth ¢/wy; ~ 40Xy corresponding to the ion inertia effect, and the meandering
orbit size {,; &~ 204 to the ion thermal effect. Although ions start to decouple from the
magnetic field within a region of the scale ¢/wp; due to ion inertia effect as shown in Fig.
4.8, the ion dynamics is dominantly controlled by the ion meandering motion because the
ions perform the meandering motion much longer. Remember that the ion out-of-plane
flow u;,, density and ion temperature T; all exhibit the ion orbit scale {,,; in the whole
system along the x-axis (see Figs. 4.5-4.7).

4.3.2 Electron dynamics

When electrons are driven into the ion dissipation region of scale ¢/wp; ~ 404 by E x B
drift, they feel the electrostatic field E, due to the decoupling from the ion motion shown in
Fig. 4.8(a). In contract to the unmagnetized ions, the electrons are not decelerated in the
inflow direction by E, but essentially perform a drift motion with the velocity —cE,/B;
in the out-of-plane direction. Therefore, the electron flow gets a high velocity in the z
direction before entering its dissipation region. Since the current is carried predominantly
by the electrons and 8/8y > 8/0x, we have the following estimate for the electron flow
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velocity:
Iz c 0B,
Yez r— =

nee  4nn.e Oy
Assuming that 8B, /0y ~ B,{§)/§ with the width of the electron dissipation region ¢, Eq.
{(4.3) becomes

(4.3)

2
= fwce(é) ~ (E) Ve (44)

Zme

where .. is the amplitude of electron meandering orbit defined by Eq. (4.1). It is seen
that u,, > Ve if 6 = 8, > lme, which is consistent with our simulation result shown in Fig.
4.8(b).

The fact that §, is slightly wider than [, shown in Fig. 4.3 implies that the electron
inertia effect is mainly responsible for breaking down the electron frozen-in condition in
steady magnetic reconnection. Nevertheless, the thermal effect based on the meandering
orbit can not be ignored because it is important in balancing the reconnection electric
field in the vicinity of the X point where the inertia term vanishes according to Eq. (1.4)
(27, 28, 29, 30, 31].

The role of electron inertia effect can be explained as follows. Assuming that the
zeroth-order velocity of the electron flow entering the dissipation region is equal to ueyg =
cE,/B; in the y direction and ;0 = —cE,/B; in the z direction, we can estimate the
first-order correction due to the inertia term in a steady state as follows

mce Oz

= T g et 4.5

Uey1 eBxu 30 By (4.5)
me Ot

Uez1 = —aueyoa—;oa (4-6)

where the pressure term is ignored. Note that the inertia correction u.y, gives rise to the
reduction of velocity in the y direction because ., has an opposite sign to u.,. Using
Eq. (4.3) in place of u,,p, we obtain

Ueyl _ (SQLBQB?:
Ueyo B, Oy?’

(4.7)

where the density variation is assumed to be negligibly small in the electron scale. It
is clear that the violation of the frozen-in condition for electrons takes place due to the
inertia effect in the region |y} < d, where ugy1 ~ teyo. The result leads to a rapid decrease
in ue, and thus a rapid increase in u,, because B '(u..0/0y) < 0. The physical role of
E, field can also be explained by using the analogy to the polarization drift of a particle
in a time varying electric field. Consider an electron in the presence of B; and E,. There
is only an E x B drift in the z direction. If there is another electric field component F,,
the electron moves at the drift velocity cE,/B; in the y direction. Because of E, varying
with y, the electron moving in the y direction feels as if £, changed with time. Thus, due
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to inertia the electron is further forced to perform a “polarization drift” in the y direction

c d (Ey 1 ¢KE, 0 (cEy)
—_—— e | | = —_ 4,
P T e dt (B) wee By Oy \ B, ) (4.8)

which gives the same result as Eq. (4.5). Therefore, the electrostatic field E, plays an

as

important role in the electron inertia effect.

The electrostatic field E, also plays a role in the electron meandering motion along
the y direction in the electron dissipation region, which is different from that in the ion
motion. The field E, cancels out some part of restoring force v., B;/c for electron bounce
motion along y because F, has an opposite sign to v, B./c, as shown in Fig. 4.8(a).
This cancellation gives rise to great decrease both in the bounce frequency and in the
bounce energy. Moreover, the high out-of-plane velocity v., of the electrons going into
the region reduces the ejection time in the x direction acted by the force v.,By/c. The
ejection time is comparable with the bounce period in our simulation. Thus electron
bounce motion in the y direction is not as important as in ion dynamics. This point
is confirmed from Fig. 4.8(b) in which the electron out-of-plane flow velocity does not
have the character of bounce motion (two-peak profile) with scale {,;. as found in ion
quantities. As a result, we can see from Fig. 4.7 that there is no significant increase in the
average electron temperature. The energy obtained from the reconnection electric field
is dominantly transformed into the kinetic energy in the x direction by ejection toward
downstream region.
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Figure 4.11: The profiles of thermal velocity v,, and three components .z, %y and u., of
electron flow velocity along the x-axis.

Figure 4.11 shows the spatial profiles of electron thermal velocity and three components
of electron flow velocity along the x-axis. The electron flow is accelerated in the z direction
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near the X point by the reconnection field. As the electrons flow outward, the electron
kinetic energy in the z direction is transformed to that in the x direction by u..B,/c force.
After u,, becomes maximum at |z] = 0.2z, electron flow is gradually decelerated and
heated. When it approaches the edge of the electron dissipation region (|z| = 0.4zp), Ues
becomes nearly equal to the thermal velocity and ., almost vanishes. Outside the electron
dissipation region the electrons are re-frozen in the magnetic field, flowing outward at the
velocity —cE, /By, and thus the temperature keeps constant. The electron heating in the
region of 0.2z < |z| < 0.4z results from the magnetization of electron motion. Consider
a charged particle moving into a magnetized region from an unmagnetized region. It
performs a gyration motion at its kinetic energy in a magnetized region, while its guiding
center motion depends only on the drift processes, not on the velocity in the unmagnetized
region. For a particle flow, the kinetic energy is converted into thermal energy by changing
the particle motion to gyration motion when magnetized. Thus the electrons are heated
through the magnetization process. This is the reason why the re-magnetized electron
flow has thermal velocity just equal to the maximum value of its flow velocity es-

4.3.3 Hall current structure

Now let us look at the reason why the upstream electrons convergently flow toward the
reconnection region along the magnetic field lines (see Fig. 4.4). As electrons are driven
toward the reconnection region along the vertical line passing the X point (z = z.),
the inflow flux increases with the flow velocity cE,/B, and the number density, which
reaches maximum at the peak density. Obviously the input flux supplied from the input
boundary is not enough to keep flux continuity without the flow convergence. Thus the
depletion of the input flow flux requires a convergent electron inflow along the magnetic
field lines. The force driving this inflow is related to an out-of-plane quadrupole magnetic
field component B,, which is shown in the top panel of Fig. 4.12. Due to the existence of
B,, the magnetic field vector is not in the x-y plane. The parallel component of electric
field, mainly from E,, to the magnetic field B drives electrons to flow along the magnetic
field line, while the normal component makes electrons drift perpendicular to the field
line in the plane. The field-aligned electron flow consists of the in-plane convergent inflow
and out-of-plane flow. Similarly, the ions are accelerated in the opposite direction along
the field line.

Because of different patterns between electron and ion in-plane flow velocities, an in-
plane current structure is formed to sustain the out-of-plane magnetic field B,, as shown
in the bottom panel of Fig. 4.12, The in-plane current consists of the four current loops
whose direction is outward in the upstream region and inward in the downstream region,
which is sometimes called the Hall current system. The magnetic field B, corresponding
to the current loops has a quadrupole structure. The Hall current structure as a typical
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Figure 4.12: The Hall current system: out-of-plane magnetic field B, (top panel) and

in-plane current (bottom).

character of collisionless reconnection has been seen before in the particle and hybrid
simulations of reconnection [37, 55, 61]. Recently, Nagai et al. [8] observed electrons
flowing into the reconnection region, a part of the Hall current system, near the boundary

region of the plasma sheet for substorm onsets.

4.3.4 Discontinuities

The discontinuities arise near the peak positions of B, (see Fig. 4.4), which are often
called the slow shock. In order to see these features of the discontinuity clearly, we plot
the profiles of densities, x and z components of velocities of ion and electron flows along the
vertical line z = 261y (= 0.68z;) in figure 4.13. The discontinuity causes the electron
and ion flows to turn their directions toward the outflow, and both their densities and
temperatures (see Fig. 4.7) to increase as well. The discontinuity width is of the electron
scale, e.g., 0, from the profile of electron flow component u,,. The discontinuities contain
concentrated out-of-plane electric currents, as shown in Fig. 4.5. Since je-E > 0, the
entire discontinuities along with the the electron dissipation region acts as an energy

convertor from magnetic energy into electron energy.

4.3.5 Current layer and reconnection rate

The electron dynamics and ion dynamics associated with different spatial scales display
substantially different behaviors. However, the global dynamics is controlled by the mas-
sive ion dynamics because it determines the whole plasma density distribution. This result
is in good agreement with the previous simulations [27, 30]. The electron dynamics fits in
with the global evolution by adjusting itself. The Hall current system is a good example
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Figure 4.13: The profiles of (a) number densities N, and N;, (b) x components of velocities
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the vertical line r = 261X 4.
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of the electron adjustment. In order to make up for the depletion of electron inflow flux
supplied from the upstream boundary, the upstream electrons convergently flow toward
the reconnection region which results in the Hall current.

A second example is the relation between electron inertia scale and orbit size (see Fig.
4.3}, lme ~ 6., which seems to be universal because they have the same scale with méﬂ.

B.(6.) ~ \J4mn.T.. (4.9)

That is, the magnetic field at the inflow edge of the electron dissipation region is in-

Using Eq. (4.1), we have

dependent of the electron mass, but dependent on n. controlled by ions, noting that
T, is almost unchanged. Therefore, the reconnection rate, the electron inflow velocity
cEy/By(é.) ~ cEy/+/dnn,Te, is dependent on the ion dynamics but not the electron dy-
namics. .

Furthermore, the global dynamics dominated by the ion dynamics is also seen in the
structure of the current layer. Fig. 4.8(b) shows that the electron flow velocity u,, is
much higher than the ion flow velocity u;, in the z direction, which means that most of
electric current is carried by the electrons. However, the width of current layer is almost
the same as the width of plasma density in the whole evolution of reconnection, and is
of the scale of ion orbit size rather than the electron scale in the steady phase (see Fig.
4.3). The reason comes from the following two facts. First, the electron current is formed
in the ion dissipation region because of the action of the electrostatic field. Second, the
profile of electron current is mainly controlled by the electron density characterized by
the ion orbit scale l,,;. On the other hand, the length of the current layer is determined
by the electron dynamics, which is about the length of the electron dissipation region [see
Fig. 4.5(a)].

This argument is helpful to understand why the steady reconnection rate is controlled
by the external driving electric field but independent of the internal processes such as
electron dynamics and ion dynamics (see Fig. 4.2). That is, the globai dynamical behavior
of collisionless reconnection is determined by the ion dynamics which is controlled by
the external driving electric field. This result is important to explain many realistic
phenomena relevant to fast reconnection. Our result also supports the conclusion from the
previous studies of collisionless reconnection in a driven system with periodic downstream
boundaries [27] or in a closed system [30, 33, 34, 35, 36, 37]. They found that the
reconnection rate is controlled by the ion dynamics and is essentially independent of the
electron mass and thus mechanism by which the electron frozen-in condition is broken.

‘The realization of steady reconnection implies that the internal processes (electron
dynamics and ion dynamics) can adjust themselves to accommodate the external driving
condition. Otherwise, the magnetic reconnection evolves intermittently. In Chapter 5, we
will investigate the mechanism of intermittent phenomena.
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Chapter 5

Intermittent Behavior in

Reconnection

It is shown in Table 3.1 that the intermittent phenomena can take place only in the cases
of z4/z, = 0.83. We explore the mechanism of intermittent phenomena in the evolution of
driven reconnection. In section 5.1 the characteristic features of intermittent phenomena
are given based on Run 3. The control mechanism of island growth is described in section
5.2. The influence of driving field on the current layer structure are investigated in section
5.3. In section 5.4 the mechanism of intermittent phenomena is discussed.

5.1 Overview of intermittent behavior

Figure 5.1 plots the magnetic field configurations at ten different times for Run 3. A small
magnetic island is created at we;t = 5.7. This island grows with time while moving to the
left. The system relaxed to a state without any island (see the fifth panel) after the island
moves out through the left boundary. However, the evolution of magnetic field for Run 3
after weot = 22.0 is distinctly different from that for Run 1 (Fig. 4.1). One can see that
there appears a magnetic island from the center near the original X point at weot = 22.9.
It grows and moves to the right and then goes out of the system. When the island goes
out, another island is produced near the center. In this way islands repeatedly arise one
after another. The system cannot relax to a steady state, but behaves intermittently.
This picture exhibits a typical character of tearing instability because of the frequent
generation of magnetic islands. In the other words, the intermittent behavior is related
to collisionless tearing instability.

Figure 5.2 shows the histories of (a) the reconnection electric field F, and (b) current
layer width d;,, ion meandering orbit size I;, electron meandering orbit size [, and
electron skin depth &, at the main X point for Run 3. In the saturation phase, the recon-
nection electric field in the intermittent case oscillates around the value of the external
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Figure 5.1: The temporal evolution of magnetic field configuration in the x-y plane for Run 3 where the time unit is w;.



driving field Ey with a larger amplitude compared with Run 1. Nevertheless, the recon-
nection rate is also determined mainly by the external driving electric field Ey. One can
find that there is a correlation between the growth of islands and the behaviors of these
quantities. When an island is produced at the central region (for example, at wept = 22.0,
36.7 and 52.8), |E,| is minimum. As the island grows, the width of current layer at the
main X point decreases below [,,; and |E,| evolves toward a maximum. When the island
is far away from the center, d;, returns to l,;.

+ 0.04
0.02

(a) at main X point

-0.02
-0.04
-0.06
-0.08

Reconnection electric field E

60 : N SN N
sohh ® at main X point
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Figure 5.2: The time histories of (a) reconnection electric field F, and (b) four spatial
scales, d;;, lmi Ime and &, at the main X point for Run 3.
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5.2 Control mechanism of island excitation

Let’s examine which of electrons and ions are the dominant carrier of electric current
leading to the growth of an island. Figure 5.3 shows the profiles of the total current density
—j,, the electron current —j,, and the ion current —j;, along the x axis at wgjt = 39.2
when the island is growing. The island is located at the peak position of the current
density —j,. It is clear from Fig. 5.3 that the electrons are the dominant carrier of
the electric current. This result implies that electron dynamics is important for island
growth. So we can conclude that the intermittent phenomena result from electron tearing

instability not ion tearing instability.
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Figure 5.3: The profiles of the total current density —j., the electron current —j., and

the ion current —j;, along the x axis when the island is growing.

Let us clarify the mechanism leading to the excitation of an island by examining the
spatial structure of the physical quantities for electrons when an island is formed and
growing up. Figure 5.4 shows the spatial configurations of the magnetic field and color-
coded contour maps of the current —j,, the electron flow velocity u,, and the electron
number density at wgot = 37.6 and 39.2 where the left panels correspond to the time
just when the island is formed and the right panels to the time when island is growing.
The electric current rises locally inside the island. Two islands are excited by the locally
enhanced current density, but only the one near the center can grow up. Figure 5.4 reveals
the following three facts. First, the island is formed when the current layer becomes nar-
rower and longer compared with Run 1, which facilitates the tearing instability. Second,
the island is originally triggered due to the perturbation of electron velocity u,, (see the

third panel on the left). Third, the island growth requires electric current increase in
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Figure 5.4: The spatial configurations of the magnetic field and perspective views of the current —j,, the electron flow velocity w,, and the
electron number density at weot = 37.6 and 39.2 where the left panels corresponds to the time just when the island is formed and the right
panels to the time when island is growing.
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it. Comparing the quantities at two times, one can find that the current increase is due
to the contribution of electron density rather than electron velocity. In order to see this
point clearly the profiles of these quantities along the x-axis are plotted in Fig. 5.5. It
can be seen that as time goes on the electron density increases while the electron velocity
decreases at the center of the island. The density increase is caused by the electron trap-
ping inside the island. Therefore, the electric current needed for the growth of the island
is supplied by increasing the electron number density.

In summary, the intermittent behavior in the evolution of driven reconnection for
zq/zp = 0.83 results from the excitation of collisionless tearing instability through which
islands are frequently created. More precisely, the electron tearing mode is its cause
because the electron current dominates over the ion current. A seed island is triggered
due to the perturbation of electron velocity. The increase in the electric current supporting
the growth of the island comes mainly from the increase in the electron density through
the electron trapping in the island. In the next two sections we will explore the detailed
mechanism that leads to the excitation of the electron tearing instability.

5.3 Influence of external driving field

In this section we consider why the behavior of driven reconnection is dependent on the
nonuniformity scale z4 but independent of the driving field strength £y. We examine the
influence of the driving parameters on the spatial structure of the current layer based
on the simulation resluts in the steady cases. The dependences of the electron number
density (top), the electron out-of-plane flow velocity (middle), and the half-width of the
current profile (bottom) at the X point on the scale z; are plotted in Figure 5.6. 1t can
be seen that, as x4 increases, the electron density increases and the current layer becomes
narrow, while the electron flow velocity remains almost constant. This phenomenon can
be explained as follows. As z, increases, the curvature of magnetic field lines and the
divergency of the corresponding plasma inflow near the upstream boundary decrease.
Consequently, the particle number entering the reconnection region increases and the
current layer is more strongly compressed with increasing x4, which leads to the density
increase. In other words, the parameter z4 controls the density profile of the current layer
through the ion dynamics.

Figure 5.7 shows the dependences of the electron number density, the electron out-of-
plane flow velocity, and the half-width of the current profile on the driving field strength
Fy. As Ejp increases, both electron number density and electron out-of-plane flow velocity
increase and the current layer becomes narrow. The density increase is deeply related
to the fact that the input plasma flow flux increases in proportion to Ey. The electron
velocity increase is due to the electron acceleration by the electric field F, .
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Let us examine the global structure of the current layer and the corresponding mag-
netic field configuration. Figure 5.8 plots the structures of the magnetic separatrix for
different z4 (top) and for different Ey (bottom). For comparison, we plot, in the top
panel, the separatrices at wgot = 35.9 just before an island is formed in the intermittent
case (Run 3). Figure 5.8 demonstrates that the angle ¢ between separatrices in the down-
stream region reduces distinctively as x4 increases, but is insensitive to Ey. These results
mean that the shape of current layer is also changed, which is discussed as follows.

If we expand the magnetic field near the X point (the origin) into a Taylor series and
keep only the first-order, then the field components are

Yy o
BI = a:[la_— |y| < d‘jza (31)

jz

T =
By = yuL—- |.T.'| S sz, (32)

3z

where d;, and L;, are the half width and half length of the current layer. The correspond-
ing vector potential is

4, = fg}“(yz — a22?) + Aq(t), (5.3)
where 0,4y = cEp and a® = d;,By/L;.By. Using the relation, d;.Byo = Lj.Byo, the

parameter a can be written as @ = d;,/L;, representing the shape of current layer, or

a = Byy/ By being the ratio of reconnected field to unreconnected field. The field lines are
described by the condition A,(z(t),y(t),t) = const, moving with the velocity E x B/B?



except the separatrices. The separatrices are the field lines through the X point (located
at the origin of coordinates)
y = tazx (5.4)

so that the separatrix angle in the downstream region is expressed as
f = 2tanla. (5.5)

The angle 8 or value a (= tan(6/2)) is related to the current density

BID ByO _ CB::U
dj LJ’ N 47dez

C

. C
= x B = £

(1—a?). (5.6)

In our cases, the width of current layer is approximately equal to the ion Larmor
radius, ie., dj; = lm; = p;, and thus By ~ 1/d;,. Although increases both in z4 and in
Ej lead to narrowing of the current layer and increase in the current density, the resulting
change in the shape of current layer is quite different for the two parameters. According
to the above relations, as z4 increases, the separatrix angle # decreases, and thus the
aspect ratio of the current layer L;,/d;, (= 1/a) increases, that is to say, the shape of
current layer becomes narrow and flat. On the contrary, when E; increases, the current
layer is only similarly compressed. Thus, the aspect ratio of current layer, or its shape,
remains unchanged. The dependence of the current layer shape and so the magnetic
field configuration on the external driving field is the key to understand the intermittent
behavior of reconnection because large aspect ratio of the current layer facilitates the
excitation of electron tearing instability.

The profiles of the reconnected magnetic fields along the x-axis (y = 0) for different
values of z are plotted in Fig. 5.9. The derivative 8; B, (= By/L;,) is almost independent
of x4 near the X point. That is, By and L;, are insensitive to z4 due to the relation
L;, By = d;.Bz. This result is consistent with the fact that the electron out-of-plane flow
velocity ue, at the X point is independent of x4 as shown in Fig. 5.6(b). These results
imply that the electron outflow in the dissipation region is not affected by z4 because
ue.Byo/c force is independent of x4 Thus, as z, increases, the increasing gradient of
the unreconnected field B, is the main reason for the decrease in separatrix angle. The
current density j, is dominated by term B,y/d;, from Eq. (5.6) because of the relation
Bio/djz: > Byo/Lj.. As a result, the electron density increases with z, [see Fig. 5.6(a)]
according to the scaling as

x0>

B
Ne O j, ~ d‘w x B2 (5.7)
jz

where d;, =~ I =~ pi(d;;) is used. Relation (5.7) is actually the same as Eq. (4.9), i.e.,
be = lme, discussed in the previous chapter.
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5.4 Electron tearing instability

In this section we discuss the excitation mechanism of the electron tearing instability
which causes an intermittent behavior of reconnection.

A magnetic island often arises near the original X point where the magnetic field
vanishes and the current density is locally maximum. As long as there is a perturbation,
an island structure is easily formed near the X point. However, not all the perturbed
islands can grow up. Because the growth of an island requires some mechanism to increase
electric current in it, only the islands which satisfy some condition can grow up. Figure
5.4 indicates that the current increase results from the density increase due to the electron
trapping inside the island. Let us estimate the condition for the electron trapping inside
an island from the standpoint of force balance. The electron trapping is realized when the
magnetic tension (pinching force) overcomes the pressure gradient force in the x direction

ENeU,, oP,
- B, — . .
. T >0 (5.8)

Using 7, =~ en.u., and Ampere’s law, we rewrite the above relation as
1 0B 0B on
—B L bug B BN phaly 5.9
47 y( 0y Fafs ) ‘ dr (5-9)

Defining the island size w as the distance of the B, peak from the O point along the x
axis (y = 0), the relation (5.9) reduces to

2 \?
w > 1Y, (61) , (5.10)
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where [Z, and ¥, are respectively the electron meandering orbit sizes associated with
B, and B,. (Note superscript corresponding to the component of magnetic field.) If

we use the simulation result that [Z, is slight less than &, the necessary condition for

me
island growth is that the size of a perturbed island w should be larger than the electron
meandering orbit size I¥ , in the x direction. This is the condition for a long-wave instabil-
ity. According to this criterion one can understand easily why collisionless reconnection
becomes intermittent when z4/z; increases to 0.83.

The simulation results shown in Figs. 5.4 and 5.5 indicate that the perturbation of
the electron out-of-plane flow velocity u., gives rise to a local enhancement in the electric
current profile and triggers a seed island near the original X point. The electron velocity
perturbation results from acceleration in the out-of-plane direction by the reconnection
electric field around the X point where the x component of flow velocity is nearly equal to
zero. The width of the acceleration region is controlled by the electron meandering orbit
amplitude I, (~ B ). Supposing that the perturbation of the electron out-of-plane flow
velocity Su., is located at the origin of coordinates [(z,y) = (0,0)], the corresponding
perturbed magnetic field amplitude on the x-axis (y = 0) is estimated using the integral
form of Ampere’s law as

4 Serlmetd Lned
6By (z) ~ —( W/:()lene-:t;z ;‘e ® x -1 m:—fi Nebte, x — Bl 26Uy, (5.11)
me T me e

where the relation (5.7) has been used and d, is the perturbation size in y direction. Here,
d. is independent of z4 because B, is unchanged with 4. It is seen that as x4 increases
Bgo increases and thus the perturbed field 6B, increases. In other words, the perturbed
island size which is determined from the superposed profile of By + 6B, increases with z.
When the condition w > I¥, is satisfied, the perturbed island can grow up. That is, in the
big z4 case (e.g., z4/xp = 0.83) the electron tearing mode becomes unstable and grows
up. This is why the intermittent phenomena take place in the cases of z4/2y = 0.83.

On the other hand, because the global shapes of magnetic separatrices and so the cur-
rent layer remain almost unchanged when the strength Ey changes, the tearing instability
is insensitive to the change in the strength Fy. It is concluded that in a large x4 case colli-
sionless reconnection reveals an intermittent behavior through the frequent generation of
magnetic islands because the current layer becomes unstable against the electron tearing
instability.

The intermittent phenomena is energetically favored. In a driven magnetic reconnec-
tion, the plasma inflow carries a large amount of magnetic energy into the system through
the upstream boundaries and flows toward the dissipation region. Most of magnetic en-
ergy is converted into plasma energy by means of magnetic reconnection process. The
unconverted magnetic energy is carried out of system by plasma outflow. The reconnec-
tion rate is dominantly controlled by the driving electric field Ey. This is the physical
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Figure 5.10: The histories of input magnetic energy flux for different x4 with (a) Eq/By =
—0.04 and (b) Ey/B, = —0.06.

picture of the steady reconnection which works in the small 24 case. The nonuniform scale
x4 controls the patterns of input magnetic flux and input plasma inflow. The curvature
of magnetic field lines and the divergency of the corresponding plasma inflow near the
upstream boundary decrease as x4 increases. Figure 5.10 shows the change of the input
magnetic energy flux for two different values of x4 in the steady cases. The input magnetic
energy flux increases with z;. As x4 increases the separatrix angle decreases, which implies
that the energy conversion (or magnetic energy loss) efficiency , (B2, — B%))/B2, = 1 —a’,
increases by narrowing the current layer. When x4/x) increases up to some critical value
(for instance, 0.83), the reconnection with single X point structure can not convert the
enough magnetic energy into plasma kinetic energy. Consequently, the density accumula-
tion occurs near the X point and thus a magnetic island is formed. It is evident that the

formation of the island is an effective way to relax the energy release and store up energy.
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Chapter 6

Conclusion and Discussion

We have presented first results of particle simulation of collisionless driven reconnection in
an open system. In order to study the long time scale evolution of collisionless driven re-
connection, we have developed a new simulation model for an open system. In this model,
a free physical condition is used at the downstream boundary, across which particles can
freely go in and out. At the upstream boundary the driving condition can be uniquely
determined by an out-of-plane electric field which is described by two key parameters, the
strength Fy and the early non-uniformity scale 4. The strength Eo represents the input
magnetic flux rate and the scale z4 controls the patterns of input magnetic flux and thus
the input plasma inflow.

In order to study dependence of the long-time scale behavior of collisionless recon-
nection on the external driving condition, we have carried out nine simulation runs with
various sets of E, and z;. The simulation parameters and one of important results of
these runs are listed in Table 3.1. The simulations show that the evolution of collisionless
driven reconnection depends strongly on the external driving electric field. The strength
E; controls the reconnection rate, while the scale z; controls the current layer shape and
thus the magnetic field configuration. It is found that there are two regimes in the long
time scale behavior of collisionless driven reconnection which is mainly controlled by the
scale zq4 in our simulation parameter range, i.e., steady regime and intermittent regime. In
a small z4 case the system evolves toward the steady regime in which steady reconnection
is realized and thus the global field topology remains unchanged. On the other hands, in
a large z4 case the system evolves into the intermittent regime in which magnetic islands

are frequently formed near the center of the current sheet.

Steady reconnection

We have investigated the physical features of the steady reconnection. The evolution of
collisionless reconnection consists of two temporal phases, growing phase and saturation
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phase. The behavior of reconnection in the growing phase coincides with that of the
previous periodic simulation [27, 28]. During the saturation phase the system gradually
tends to a steady state. The main results of steady reconnection are summarized as
follows.

(1) The steady reconnection rate is mainly controlled by the strength of the driving
electric field Fj.

(2) The dissipation region has two-scales structure corresponding to both the electron
dynamics and the ion dynamics. The electron motion decouples from the magnetic field in
the electron dissipation region with the half-width of 6,. The ions become unmagnetized
due to the ion inertia effect in the ion dissipation region which is 26; wide.

(3) Despite the ion inertia effect responsible for breaking down the ion frozen-in con-
straint, the ion meandering motion plays an important role in ion dynamics which char-
acterizes the spatial structures of plasma density, ion flow velocity and ion temperature
with the scale of I,;.

(4) The decoupling of ion motion and electron motion (the Hall term) in the ion
dissipation region, in particular in the scale of ion meandering motion, produces an elec-
trostatic field F, in the inflow direction due to small charge separation (the finite Larmor
radius effect). This electrostatic field is a key to coordinate the motions of electrons
and ions. The field E, leads to ion heating by reinforcing ion bouncing motion. As a
result, the distribution function of ion inflow velocity consists of two counter-streaming
components near the center of the bounce motion. The nonclassical ion heating in the
reconnection layer has been found in the recent MRX experiment [48, 49] and in the TS-3
experiment [50]. In contrast with ions, the electrons are made to drift in the out-of-plane
direction under the action of E, before entering the electron dissipation region, which
leads electrons to accelerate above their thermal velocity. In the electron dissipation re-
gion, electrons are hardly heated because E, weakens the electron bouncing motion. As
a result, the electron inertia effect dominates over its thermal effect in breakdown of the
frozen-in constraint.

(5) As a result of the action of the electrostatic field, the current layer is formed in the
ion dissipation region. Although the current is predominantly carried by electrons, the
current layer has the half-width of the ion scale I;,; because of the influence of the density
profile which is exclusively controlled by the massive ion motion. Although this result
differs from those from the simulations of non-driven reconnection in a closed system, it
is in good agreement with the recent measurement of MRX experiment [48].

(6) The electron heating occurs when the electron motion becomes magnetized again
in the downstream.

(7) The different dynamic behaviors between electrons and ions brings about the Hall
current loops which produces a quadrupole structure in the out-of-plane magnetic field.
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This Hall current system ensures that electrons in upstream region can flow convergently
toward the reconnection region along the magnetic field lines.

(8) Thus the above features lead us to a conclusion that the global dynamical process of
steady magnetic reconnection is dominantly controlled by ion dynamics. This conclusion
is consistent with the result from the previous studies [27, 30, 31, 33, 34, 35, 36, 37| that
the reconnection rate is controlled by the ion dynamics.

It is worthy of notice that the present simulation has been carried out in the case of
a relatively small mass ratio (m;/m. = 25). Let us consider what happens by increasing
the mass ratio toward the real value. The size of electron dissipation region becomes
much smaller than the ion dissipation size because it scales as my/2. According to the
present conclusion, however, we may expect that the global behavior of collisionless driven
reconnection is controlled by ion dynamics and so the electron dynamics accommodates
itself to the surroundings, i.e., ion dynamics. This problem should be clarified in the

future work.

Intermittent behavior of reconnection

As the non-uniformity scale z, increases, the evolution of collisionless reconnection be-
comes intermittent. The transition from the steady to the intermittent regime is inde-
pendent of the driving field strength E;. The dynamics in the intermittent regime of
collisionless driven reconnection has been studied. The main results are summarized as
follows.

(1) The intermittent behavior is characterized by the frequent formation of magnetic
islands near the original X points as a result of the excitation of collisionless tearing
instability.

(2) Since the electron current dominates over the ion current in the current layer,
the instability is excited by electron tearing mode but not by ion tearing mode. Island
formation is triggered by perturbation in electron velocity. The electric current supporting
the growth of an island comes mainly from the increase in the electron density through
electron trapping in the island.

(3) The effect of the driving parameters Fo and z4 on the current layer structure and
the magnetic field configuration in the regime of steady reconnection has been examined.
As E, increases, the current layer is similarly compressed, and thus the corresponding
magnetic field configuration is almost unchanged. On the contrary, as x4 increases, the
current layer becomes narrow and flat in shape. That is to say, the aspect ratio of current
layer increases, and so the angle between the separatrices decreases. The electron density
in the current layer increases with z4.

(4) Excitation of tearing instability requires two conditions, i.e., a) formation of a seed
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island and b) its growth. These conditions depend on the shape of current layer and the
corresponding magnetic field configuration. The seed island is readily formed near the
original X point due to the perturbation of electron velocity. The perturbed island size
increases with zz. The island growth requires the increase in the electron current which
is mainly supplied by the increase in the electron density. Only the seed island with the
spatial size larger than the electron meandering size can grow up by increasing the electric
current through the electron trapping in it. Thus, in a large z4 case the system evolves
into the intermittent regime in which magnetic islands is frequently created because of
electron tearing instability.

(5) On the other hand, increase in Ep dose not effectively change the magnetic field
configuration. Thus the behavior of reconnection is insensitive to Eq.

The intermittent reconnection regime is regarded as one of energy relaxation processes.
The input magnetic energy rate increases with the nonuniform driving scale z4 (see Fig.
5.10). Reconnection raises its energy conversion efficiency by flattening current layer
under the limit of a fixed reconnection rate Fy. When the internal processes can not meet
the external driving condition, e.g., in the case of z4/z, = 0.83, the magnetic island arises
as an effective energy restoring way to relax energy release.

Here let us point out the difference between the conventional tearing instability and
that in the intermittent regime in the present simulation. The conventional tearing in-
stability is studied in a static case without any global plasma flow and its growth rate
much smaller than an MHD rate. On the other hand, the intermittent behavior appears
in a dynamical open system with a large plasma inflow and the island formation takes
place in an MHD time scale. The difference in the growth time can be explained as fol-
lows. Reconnection field consists of fluctuating component and steady component which
is equal to the external driving field. The island growth is determined by total amount
of magnetic flux supplied into the island through reconnection at two X points on both
sides. The external driving field used in the present paper is strong enough to carry the
magnetic flux into the island through the X points in an MHD time scale. This is the
reason why the island growth takes place in an MHD time scale. In other words the dy-
namical behavior of collisionless reconnection in a driven system is essentially controlled
by the dynamics in an external region.
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Appendix A

Boundary Conditions for the

Maxwell Equations

We here discuss the problem of closing the Maxwell equations through the boundary
conditions in 2D space.

In 2D space the fields may be divided into transverse electric (TE) and transverse
magnetic (TM) sets. All spatial variation, or wave vector k, is in the x-y plane. The
TM fields, with k - B = 0, have components E,, E,, B,. The TE fields, k- E = 0, have
components B,, By, E,. The corresponding components of Maxwell equations can be

rewritten as follows

TE set: %%% = —aaiz, (A1)
- (- T) - (A3)
TM set: %aftm = aaiz - ilczjz, (A.4)
- (% - BB—‘E;) . (A6)

It is seen that these sets are uncoupled with each other. Thus, we can consider the

boundary condition for each set, respectively. In the following, we analyze the requirement

for the boundary conditions under the assumption that the current density is known.
Case 1: Taking derivative of (A.6) with respect to ¢ and using {A.4)-(A.5) we obtain

18*B, 9B, 0B, 4« (% B ?Ji) A7)

2 o2 dx By ¢ \bzr Iy
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which is a wave equation. An extra condition on B, at the 2D closed boundary is required
for determining system evolution. That is, if B, or its normal derivative dB,/dl at the
boundary is known, B, is completely determined from Eq. (AT) Then E, and E, are
solved from (A.4)-(A.5), respectively. The similar discussion gives the boundary condition
on E, or dE, /dl for the TE set. Therefore, the boundary conditions for whole fields require

to know
dB
B., or E‘, for TM set. (AS8)
E,, or &, for TE set,

Case 2: In the same way, we can get, instead of B,, the equations on E; and £,

| 8E, &°E, OE, 4ndj

- — = — —— A9
c? ot? Jy? Ozdy ¢ Ot (A.9)
132}3,, B PE, _BQEE 4m djy (A.10)
c? ot? 9zt  Bxdy ¢ Ot '
The boundary condition is required by TM set as
E,, or %b;l, at x-boundary, (A1)
E,, or %1’ at y-boundary.
Similarly, TE set requires
By, or %, at x-boundary, (A.12)
B., or 6—-6%‘», at y-boundary.

To sum up, each set needs only one boundary condition which is given by either (A.8)
or (A.11)-{A.12).
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