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Summary of thesis contents

A divergence measure describes discrepancy between two probability distributions.
We present a local learning approach with a specific form of the measures called
the gamma-divergence. Learning algorithms are divided into two types, global
learning algorithms and local learning algorithms. Global learning algorithms
employ all the data simultaneously to estimate the whole data structure, while
local learning algorithms employ a part of the data to capture the local structure.
Estimation with the gamma-divergence has the local learning capability, which is
the main topic of this thesis. The gamma-divergence is a generalization of the
Kullback-Leibler divergence with the power index gamma. It employs the power
transformation of density functions, instead of the logarithmic transformation
employed by the Kullback-Leibler divergence. We consider the gamma-divergence
between the underlying distribution and a distribution in a parametric family,
where the underlying distribution means the one which data follow. When the
gamma-divergence is used for standard parameter estimation problems, the global
minimum point of the gamma-divergence with respect to the parameter is
employed as an estimator. We, however, focus on another aspect of the
gamma-divergence. The gamma-divergence has an interesting property, i.e. it has
some local minimum points corresponding to the local structure in the data set. If
the underlying distribution is represented by a mixture of some distributions,
there exist some local minimum points of the gamma-divergence corresponding to
the mixture components. Therefore, we can capture the local structure by the local
minimum points, and this means the gamma-divergence has the local learning
capability. We show that the existence of the local minimum points theoretically in
some simple settings. The local learning capability of estimation with the
gamma-divergence is applied with respect to cluster analysis and detection of
heterogeneous correlation structure. Cluster analysis is aimed to divide data into
some groups called clusters. Finding clusters can be regarded as investigation of
the local structure of the data set, so we can apply the local learning capability to
cluster analysis. We propose a new method for clustering with local minimization
of the gamma-divergence based on the normal distribution, which we call
“spontaneous clustering”. The greatest advantage of the spontaneous clustering is
that it automatically detects the number of clusters that adequately reflect the
data structure. In contrast, existing methods, such as K-means, fuzzy c-means, or
model-based clustering need to prescribe the number of clusters. Instead of the
number of clusters, the value of gamma should be determined for the spontaneous
clustering. We propose two methods for this purpose. One is a heuristic choice
similar to the bandwidth selection in kernel density estimation. The other is based
on Akaike Information Criterion (AIC). We detect all the local minimum points of
the gamma-divergence, by which we define the cluster centers. As for the second
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application we discuss a parameter estimation problem for a Gaussian copula
model. A copula is a multivariate distribution function with uniformly distributed
marginals on the unit interval and it determines the correlation structure of a
multivariate distribution. We consider the heterogeneous correlation structure,
that is, the copula of the underlying distribution might be a mixture of some
Gaussian copulas. This situation can occur, for example, when we consider the
relation between the movement of stock prices and interest rates in finance. This
heterogeneity can be captured by finding the local minimum points of the
gamma-divergence based on the Gaussian copula model. We propose a fixed point
algorithm to obtain the local minimum points of the gamma-divergence. It is also
shown that the gamma-estimation is robust against outliers in terms of the
influence function. A feasible form of the gamma-divergence is given that suites the
Gaussian copula model. In both applications, we consider the situation where the
underlying distribution might deviate from the statistical model we fit. The
statistical model is a single parametric model, while the underlying distribution is
represented by a mixture of some distributions in the model. This is not the
standard situation where the statistical model includes the underlying distribution.
In this thesis, we show that even in such a situation the estimation is possible by
using the gamma-divergence. One of the advantages of this method is that it works
well for mixtures of any number of distributions if they are “distinct” enough.
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