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A Calculational High—Level Parallel Programming Framework

for Data—Intensive Computing
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Summary of thesis contents

Recent years parallel programming for efficiently processing large-scale data becomes
a crucial problem in practice. However, writing parallel programs has proven to be a
difficult task over the years, requiring various specialized knowledge and skills.
Traditional parallel programming models and frameworks like MPI, OpenMP or
Pthreads, do support writing efficient parallel programs, but for data-intensive
processing, programming under these frameworks usually leads to overly complex,
non-portable, and often unscalable and unreliable code.

This thesis reports a novel calculational approach to constructing a high-level parallel
programming framework for data-intensive computing. The main contribution of this
thesis is a high-level parallel programming framework for data-intensive computing.
This framework makes it more systematic to generate efficient parallel programs for
processing large scale data. It has a set of libraries that not only support declarative
descriptions of data-intensive computing over various data structures such as lists,
sets, trees and graphs, but also automatically transform sequential programs into
efficient and scalable MapReduce programs. Moreover, this programming framework
enforces deterministic semantics that simplify the tasks of composing, optimizing,
porting, reasoning about, debugging, and testing parallel programs.

The thesis consists of seven chapters. Chapter 1 is the introduction of the thesis,
explaining the research background, objective, and main contributions of this thesis.
The other Chapters of this thesis are presented in three parts.

In the first part (Chapters 2 and 3), an approach to resolving problems of the data
model list is introduced. In particular, Chapter 2 introduces algebras for various data
structures and homomorphisms on the algebras. Our high-level parallel programming
principle is based on the structures of data and algebras for such data structures. There
are deep relationships between the algebraic data structures and the computations (i.e.,
the problem specifications as well as the algorithms) defined on these data structures.
We make use of the mathematical properties (e.g., associativity, commutativity,
distributivity and fusibility of the operators inside the definitions of algebras) of these
algebras to construct, transform and optimize programs. In Chapter 3, we introduce
our calculational approach to resolving programming problems that are based on the
data model of lists or sets.

The second part (Chapterd 4 and 5) of the thesis describes our contributions on
resolving programming problems for certain combinatorial optimization problems on
graphs. In Chapter 4, we introduce our approach to parallel programming on large
scale data that can be represented as special trees called tree decompositions of graphs,
by which we can represent a large graph as a tree and applying efficient dynamic
programming algorithms on such tree to resolve many NP-hard optimization problems.
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Tree decompositions act as a bridge that brings the unstructured graph data into our
framework. In Chapter 5, an automatic program transformation approach to some
optimization problems on large-scale graphs is introduced.

Implementations, evaluations and conclusions are covered in the last part (Chapters 6
and 7). In Chapter 6, we explain the implementation of the libraries inside our
framework. Finally, a summary of this thesis and an outline of future work are given
in Chapter 7.



(BARR = 3)
(Separate Form 3)
Bt XOFEEMROHEE
Summary of the results of the doctoral thesis screening
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