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Abstract

Video is becoming more and more popular. Traditional video streaming only allows

users passively receive and playback the video, without any freedom to select the view-

ing angles. But users tend to change the viewing angles during the video playback

especially when watching the sports events, etc. How to provide users the freedom to

select favorite viewing angles becomes an important issue. Interactive multi-view video

streaming (IMVS), which offers viewers the freedom to switch to a desired neighbor-

ing captured view periodically, and free viewpoint video streaming (FVV), which offers

viewers the freedom to choose any viewing angle between the left-most and right-most

camera are two types of multi-view video streaming, which could satisfy users’ view

switch requests. By providing users this freedom, multi-view video is fast becoming the

core technology for a number of emerging applications such as free viewpoint TV and is

expected to be the next generation of visual communication. One fundamental research

problem to achieve these applications is how to deliver the video contents over the net-

works. The challenges exist in the network channels’ unavoidable packet losses, video’s

playback deadline, the impracticality of retransmission on a per packet, per client basis

besides how to satisfy users’ view switch requests in an efficient manner.

This dissertation focuses on the application-level streaming optimization and discusses

how to deliver the multi-view video over lossy networks considering video encoding meth-

ods, frame error concealments which are the works in the signal processing community

at the application layer and streaming protocols, cooperative strategies which are the

works in the communication community at the network transport layer. And this work

is denoted as error resilient multi-view video streaming.

Specifically, to alleviate the wireless packet loss problem, cooperative peer recovery (CPR)

for multi-view video multicast was proposed, where the decision process for individual

peers during CPR for recovery of multi-view video content was optimized using Markov

decision process (MDP) as a mathematical formalism, so that a loss-stricken peer can

then either recover using received CPR packets of the same view, or using packets of

two adjacent views and subsequent view interpolation via image-based rendering. In

addition to the loss-resilient aspect during network streaming, we also address how to

design efficient coding tools and optimize frame structure for transmission to facilitate

view switching and contain error propagation in differentially coded video due to packet

losses by using a new unified distributed source coding (uDSC) frame. After inserting

uDSC-frames into the coding structure, we schedule packets for network transmission in

a rate-distortion optimal manner for both wireless multicast and wired unicast streaming

scenarios.
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During FVV wireless network transmission, burst packet losses can corrupt the trans-

mitted texture and depth videos and degrade the synthesized view quality at the client.

Since two network paths suffer burst packet losses at the same time is very unluckily,

we propose a system for multiple description coding of free-viewpoint video transmit-

ted over two network paths and joint interview / temporal frame recovery scheme using

frames in the received description. Near-optimal source and channel coding rates for each

description are selected using a branch-and bound method, for the given transmission

bandwidth on each path, as introduced in multi-path free viewpoint video streaming.

Extensive experiments for these three proposed solutions were conducted. The simula-

tion results showed the proposed schemes’ outperformance over the competing schemes

in typical network scenario, which indicates that the proposed error-resilient multi-view

video streaming schemes enable users to enjoy better multi-view video services in term

of received video quality.
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Chapter 1

Introduction

This chapter provides an brief overview of the video streaming and highlights

the importance of multi-view video streaming over lossy networks. The au-

thor’s contributions are listed and the dissertation organization is introduced

at the end of this chapter.

1.1 Background & Motivation

Video, as an electronic medium for the recording, copying and broadcasting of moving,

is becoming more and more popular. Nowadays, people are benefiting various video

application, such as video teleconferencing [1, 2], live broadcasting [3, 4], video on de-

mand [5, 6], etc. The video network transmission is one important part of all these

applications. The challenges exist in the unavoidable packet losses and tight playback

deadline of the video services. The packet losses of wired network channels may happen

because of the congestion. The unavoidable packet losses of wireless channels come from

shadowing, channel fading and inter-symbol interference.

Recent measurement studies have shown that a significant fraction of commercial stream-

ing traffic uses hypertext transfer protocol (HTTP) [7]. For example, HTTP live stream-

ing (also known as HLS) [8] is an HTTP-based media streaming communications proto-

col implemented by Apple Inc. as part of their QuickTime and iOS software. HLS breaks

the video stream into a sequence of small HTTP-based file downloads for downloading.

It downloads a playlist containing the metadata for the various sub-streams, which are

1



Introduction 2

available at the start of the streaming session. During the video playback, the user may

select from a number of different alternate streams of the same video content but en-

coded at a variety of data rates, adapting to the available data rate. Dynamic adaptive

streaming over HTTP (DASH), also known as MPEG-DASH, is an adaptive stream-

ing technique in term of bit rates that enables high quality video streaming over the

networks using existing HTTP web server infrastructure, where the HTTP web server

infrastructure was proposed for essentially all World Wide Web content’ delivery. DASH

is the first international standard in the filed of adaptive HTTP-based video streaming

and is a technology related to Adobe HTTP Dynamic Streaming 1, Apple Inc. HTTP

Live Streaming [8] and Microsoft Smooth Streaming [9]. The idea of MPEG-DASH is

similar to Apple’s HLS. MPEG-DASH also breaks the video content into multiple small

HTTP-based file segments. The video contents are encoded at different bit rates. Then

the user can select from the alternatives to download and playback based on his/her

network conditions as the video is played back. The user chooses the segment with the

largest bit rate possible that could be transmitted in time for playback without stalls

or rebuffering events during playback. To handle packet losses over the networks, these

HTTP/TCP(transmission control protocol)-based strategies adopt persistent packet re-

transmission. This will lead to video pause during multiple retransmission attempts,

which degrades the quality of video service greatly [10, 11] and hence not desirable.

User datagram protocol (UDP) offers shorter latency since there is no retransmission

and no handshaking dialogues. Hence it is more suitable for time sensitive applications

e.g. VoIP [12] and vide streaming [13–15]. The problem with UDP is that it provides

no guarantee of the data delivery. Moreover, UDP is an unresponsive protocol, which

means it does not reduce its data rate when there is a congestion. Given the number

of streaming flows is expected to grow rapidly, UDP will introduce more congestion.

Response to congestion is very important for the health of the Internet. To avoid this

congestion collapse, more recent transport protocols uses the congestion control for video

streaming [15, 16], which means they are TCP-friendly [17].

Orthogonally, in telecommunication, information theory and coding theory, forward er-

ror correction (FEC) [18, 19] is widely used to tolerant errors in data transmission over

noisy communication channels including the video streaming [20, 21]. The general idea

is that server transmits the data in a redundant way by using an error-correcting code

1http://www.adobe.com/products/hds-dynamic-streaming.html
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(ECC) [22]. Given that the wireless channels are burst-loss prone [23] and there is

stringent playback deadline for video frames, FEC does not work efficiently in video

streaming over wireless networks. Deploying sufficient amount of FEC even for the

worst-channel peer translates to a large overhead, leaving preciously few bits out of a

finite transmission budget for source coding to fight quantization noise, resulting in poor

video quality.

In this dissertation, what we focus is the application-level streaming optimization, which

unlike TCP, has knowledge about what’s inside the packet payload so smarter decisions

can be made regarding what to transmit, how to transmit and when. The lost frames

could also be recovered to some extend.

Figure. 1.1 illustrates one typical video system, which is composed of the video capturing

part, video transmission part and users side. As consumer-level cameras are becoming

cheaper and cheaper, the scene of interest can now be captured by multiple cameras

simultaneously from different viewpoints. Depth maps, which record the distances be-

tween the scene and cameras at pixel level, can also be captured besides the texture

maps if necessary. Server encodes the captured video using the state-of-the-art encod-

ing method such as H.264 [24], High Efficiency Video Coding (HEVC) [25] first before

transmission. The technical problems of the video encoding are how to encode them in a

coding efficient manner [24–27] or loss resilient manner [28, 29], etc. Then upon a user’s

request (or live broadcasting), the video contents are delivered to users via the network

(core wired network or wireless network). The data transmission problems include how

to jointly do the source/chnanel coding problem [30–37], etc. After receiving the frames,

the client can decode the view or recover the lost frames if there are and then playback

the video. How to perform the frame error concealment [38, 39] when loss happens is

one important issue for video streaming.

displayed views

server client

scene of interest M capturing cameras
Figure 1.1: Overview of core components in a general video system.
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Please note that the traditional video streaming systems provide no interaction between

users and the video systems, i.e. users just passively receive and playback the video

contents. While users tend to change the viewing angles during the playback especially

when watching the sports events, dancing, etc. How to provide users the freedom to

select the viewing angles freely becomes an important issue. IMVS [40–46] and FVV [47–

51] are recently widely studied. In IMVS, a user observes one view at a time, but can

periodically switch to a desired neighboring captured view as the video is played back

in time. In FVV, by transmitting texture and depth videos captured from two nearby

camera viewpoints, a client can synthesize via depth image based rendering (DIBR) any

freely chosen intermediate virtual view of the 3D scene, enhancing the user’s perception

of depth.

By providing users the freedom to select the viewing angles, multi-view video is fast be-

coming the core technology for a number of emerging applications such as free viewpoint

TV, immersive video conferencing, multi-view version of YouTube and is expected to

be the next generation of visual communication. How to transmit them over the lossy

network is one fundamental problems to achieve these applications. Comparing with the

single view video streaming, the additional challenges are how to utilize the multi-view

information besides the view itself for better performance. In this dissertation, we as-

sume the multi-view video have already been captured, and there is no retransmission

for lost packets over the wireless network channels, where the network are with limited

bandwidth constraints and could be simulated using state-of-the-art channel loss mod-

els. We focus on the problem of how to deliver the video in IMVS and FVV scenarios

including the video encoding, video transmission and lost frames’ error concealment.

We designed the coding methods which are the work in the single processing community

at the application layer; and proposed streaming protocols and cooperative strategies

which are the work in the communication community at the network transport layer, the

cross-layer, and cross-community solution makes it challenging, effective and impressive.

Specifically, to alleviate individual wireless wide area network (WWAN) packet losses, a

cooperative local recovery scheme was proposed, where we optimized the decision process

for individual peers during CPR for recovery of multiview video content in IMVS. This

work is denoted as cooperative peer recovery for multi-view video multicast.

In addition to the loss-resilient aspect during network streaming, we also designed a new
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uDSC frame for periodic insertion into the multi-view frame structure to facilitate view-

switching and contain error propagation for IMVS. After inserting uDSC-frames into

the coding structure, we schedule packets for network transmission in a rate-distortion

optimal manner for both wireless multicast and wired unicast streaming scenarios. This

work is called unified distributed source coding for interactive multi-view video streaming.

The wireless network channels are burst-loss prone, which makes the traditional channel

coding scheme (such as adding FEC) inefficient, but two independent paths suffer the

burst loss at the same time is very unlikely. We proposed to encode the texture and

depth signals of two camera captured viewpoints into two independently decodeable de-

scriptions for transmission over two disjoint wireless network paths. We designed a novel

missing frames recovery scheme using frames in the received description by exploiting

the temporal and inter-view correlation of the transmitted viewpoints. Near-optimal

source and channel coding rates for each description were selected using a branch-and-

bound method, for the given transmission bandwidth on each path. We name this work

as multi-path free viewpoint video streaming.

1.2 Contributions

In cooperative peer recovery for multi-view video multicast for IMVS multicast, local

repair was introduced to alleviate the wireless packet loss problem using distributed

Markov decision process. We optimized the decision process for individual peers during

CPR for recovery of multi-view video content in IMVS, so that a loss-stricken peer can

then either recover using received CPR packets of the same view, or using packets of

two adjacent views and subsequent view interpolation via image-based rendering. In

particular, for each available transmission opportunity, a peer decides—using MDP as

a mathematical formalism—whether to transmit, and if so, how the CPR packet should

be encoded using structured network coding (SNC). The experimental results showed

that the proposed distributed MDP can outperform random schemes by at least 1.8dB

in term of the received video quality in typical network scenarios evaluated using peak

signal-to-noise ratio (PSNR).
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In unified distributed source coding for interactive multi-view video streaming, we used

the distributed source coding as a tool to halt the video error propagation and provide

the view switch. The contributions are listed as follows:

• Leveraging on previous work on DSC, we propose a new uDSC frame to simulta-

neously facilitate view switching and halt error propagation in differentially coded

video, and periodically insert them into a pre-encoded IMVS frame structure.

• Given inserted uDSC frames in coding structure, at streaming time we optimize

transmission for wireless multicast and wired unicast scenario, so that uDSC is

decoded with high probability and the visual quality of the decoded video is max-

imized.

• We conducted extensive experiments to show that our frame structures using

uDSC frames with optimized transmission can outperform other competing coding

schemes by up to 2.8 and 11.6dB for the multicast and unicast scenarios, respec-

tively.

In the chapter of multi-path free viewpoint video streaming, we propose to transmit the

FVV through two paths since FEC does not work efficiently over the burst-loss prone

wireless channels, but two paths suffer from the burst loss at the same time is very

unlikely. The contributions of this work are as follows:

• We propose to encode the texture and depth signals of two camera captured view-

points into two independently decodeable descriptions for transmission over two

disjoint wireless network paths. We designed a novel missing frames recovery

scheme using frames in the received description by exploiting the temporal and

inter-view correlation of the transmitted viewpoints

• Near-optimal source and channel coding rates for each description are selected

using a branch-and-bound method, for the given transmission bandwidth on each

path.

• Extensive experimental are conducted and the results show that our system can

outperform a traditional single-description / single-path transmission scheme by

up to 5.5dB in PSNR of the synthesized intermediate view at the client
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1.3 Dissertation Organization

The reminder of this dissertation is organized as follows:

Chapter 2 introduces this dissertation’s related work.

Chapter 3 describes how we optimized the decision process for individual peers during

CPR for recovery of multi-view video content in IMVS without asking the sever to

retransmit the lost packets.

Chapter 4 introduces how we construct the uDSC frame and how we optimize the uDSC

frame insertion, the wireless multicast and wired unicast transmission. The simulation

results and the chapter summary are included at the end of this chapter.

Chapter 5 explains how we encode the two nearest neighboring views’ texture and depth

maps into two independently decodeable descriptions for transmission over two disjoint

wireless network paths. Then the frame recovery scheme exploring the temporal and

inter-view correlation of the transmitted viewpoints, and the video data transmission

optimization are introduced. The experiments results and the conclusion are written at

the end of this chapter.

Chapter 6 concludes this dissertation, discussed the solutions proposed and introduces

some research issues that have not been well addressed.
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Background

This chapter introduces the related researches of IMVS/FVV video stream-

ing. This chapter’s organization and why these related works are introduced

are explained in Section 2.1.

2.1 Overview

This chapter overview all the related researches in the filed of IMVS/FVV video stream-

ing. For both IMVS/FVV, the captured video need to be encoded before transmission,

Section 2.2 introduces the multi-view video coding methodology. This dissertation is all

about video streaming, an overview about the video streaming is given in Section 2.3. In

this dissertation, we use the state-of-the-art network channel loss models to simulate the

network channels and the related researches in the filed of network channel loss models

are explained in Section 2.4. Chapter 3 discusses how to use MDP for the cooperative

local repair, hence the related work in the filed of cooperative local repair and MDP are

introduced in Section 2.5 and Section 2.6, respectively. Chapter 4 introduces how we op-

timally use the DSC as a tool to provide the timely view switch and stop the video error

propagation for IMVS. The DSC researches in literature are introduced in Section 2.7.

Chapter 5 is about the FVV multipath transmission. In order to transmit the FVV over

multiple paths, we need to divide the video into multiple descriptions, hence multiple

description coding is used and the related work is introduced in Section 2.8. When one

path enters the ’bad’ state, frame recovery is conducted exploiting the temporal and

8
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inter-view correlation of the transmitted viewpoints. The literature work about how to

utilize the temporal correlation of transmitted viewpoints is introduced in Section 2.9.

2.2 Multi-view Video Coding

Multi-view Video Coding (MVC) [52] is an extension of the single-view video coding

standard H.264/AVC [24], where multiple texture maps from closely spaced capturing

cameras are encoded into one bitstream. Much research in MVC has been focused

on compression of all captured frames across time and view, exploiting both temporal

and inter-view correlation to achieve maximal coding gain [52–54]. Though suitable

for compact storage of all multi-view data (e.g., on a DVD disc), for our intended

IMVS application [55] where only a single view requested by client is needed at a time,

complicated inter-frame dependencies among coded frames across time and view reduce

the random decodability of the video stream. In other words, inter-dependencies among

frames of different views mean that, often, more than one video view/frame must be

transmitted in order to correctly decode and display a single view/frame, leading to an

unnecessary increase in streaming rate.

Given the limitation of MVC frame structures for IMVS, one previous work [56] proposed

to encode each video view in the multi-view content into three streams to allow for

three kinds of view interactions. [55] focused on the design of good redundant frame

structure to facilitate periodic view-switches, where by pre-encoding more likely view

navigation paths a priori, expected IMVS transmission rate can be traded off with

storage size of the coding structure. To avoid decoder complexity of performing DIBR

for view synthesis of intermediate virtual views, error propagation in differentially coded

video frames stemming from irrecoverable packet losses in the communication networks,

however, was not considered in these works. In contrast, we propose a new frame type

(uDSC frame) that offers both periodic view-switches and error resiliency for insertion

into a multi-view coding structure, and optimize its transmission for two practical IMVS

streaming scenarios, which will be introduced in Chapter 4.

The texture-plus-depth format of free viewpoint video [57] is another multi-view repre-

sentation that encoded texture and depth maps associated with multiple captured view-

points, so that a user can also choose intermediate virtual viewpoints between every
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two captured view, for an enhanced 3D viewing experience. Depth maps possess unique

piecewise smooth signal characteristics that can be exploited for coding gain [58–60].

Given that temporal redundancy has already been exploited via MC, and neighboring

temporal frames tend to be more similar than neighboring inter-view frames due to

the typically high frame rate of captured videos, it was shown that additional coding

gain afforded by disparity compensation is noticeable, but not dramatic (around 1dB in

PSNR [52]). Since we focus on error-resilient streaming of free viewpoint video, for sim-

plicity, we employ the standard H.264 video codec for coding texture and depth maps.

Using more advanced coding tools is left as future work.

2.3 Error Resilient Networked Video Streaming

Error resilient networked video streaming is a well studied topic. At the application

layer, reference picture selection (RPS) has been proposed as a way to mitigate error

propagation in differentially encoded video frames, by predicting from frames further in

the past that have higher probability of correct decoding [61, 62]. At the transport layer,

different combinations of FEC and automatic retransmission request (ARQ) have been

proposed for different network settings [63, 64]. More recently, network coding (NC) has

been used as a FEC tool for unequal error protection (UEP) of video packets of different

importance [65–67]. Our optimized transport of multi-view frames for wireless multicast

also employs UEP and applies FEC of different strengths to protect motion and residual

packets in a group of pictures (GOP) unequally. This is done so that our proposed uDSC

frames are correctly decoded with high probability to halt error propagation. Further,

unlike RPS, our proposed insertion of uDSC frames into coding structures does not

require real-time video encoding.

Among works that proposed transport layer protection like FEC and ARQ,Rate-distortion

optimized streaming (RaDio) [37] studied more methodically what optimal packet trans-

mission decision should be made at sender at each transmission opportunity (TO) using

MDP as a mathematical formalism.

While the problem of error-resilient streaming of single-view video has been extensively

studied, error-resilient streaming of free viewpoint video is an emerging topic. In [68], a

scheme to minimize the expected synthesized view distortion based on RFS [62] at the
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block level was proposed for depth maps only. In a follow-up work, [69] extended the

idea proposed in [68] to encoding of both texture and depth maps. Lastly, in [70] the

work is extended to the case where optimization of source coding rate (via an optimal

selection of quantization parameters (QP)) is included into the error-resilient streaming

framework. However, in [68–70] a simple Independent and identically distributed (i.i.d.)

packet loss model is adopted, while in wireless networks it is more common to observe

burst packet loss events [23].

2.4 Network Loss Models

Packet losses in network channels can be modeled by i.i.d. [71], 2-state Markov [72] and

Gilbert-Elliot (GE) [23]. Since i.i.d. model assumes packet losses occur independently,

it is not suitable for wireless channels, which are burst-loss prone. The channel models

by 2-state Markov and GE can explain the burst loss by describing packet losses in a

simple and idealized way. GE model is a commonly used model for wireless losses [23],

which has packet loss probabilities g and b for each of good and bad state, and state

transition probabilities p and q to move between states. 2-state Markov is a special case

of GE, where g = 0, b = 1. In this dissertation, we use GE model and i.i.d. model to

model packet losses in IMVS wireless multicast and wired unicast, respectively.

2.5 Cooperative Local Repair

Because the probability of packet loss in WWAN can be substantial, conventional

WWAN video multicast schemes [73] involve a large overhead of FEC packets. Previous

work on CPR [65] differs from these traditional approaches by utilizing a secondary ad

hoc wireless local area network (WLAN) network for local recovery of packets lost in

the primary network exploiting peers’ cooperation. [65] has shown substantial gain in

visual quality using CPR over non-cooperative schemes.

We stress that the assumption of multi-homing capable devices (each has multiple net-

work interfaces to connect to orthogonal delivery networks simultaneously) is a common

one in the literature [74–76], where different optimizations are performed exploiting the
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multi-homing property. [74] shows that aggregation of an ad hoc group’s WWAN band-

widths can speed up individual peer’s infrequent but bursty content download like web

access. [75] proposes an integrated cellular and ad hoc multicast architecture where the

cellular base station delivered packets to proxy devices with good channel conditions,

and then proxy devices utilized local ad hoc WLAN to relay packets to other devices.

[76] shows that smart striping of FEC-protected delay-constrained media packets across

WWAN links can alleviate single-channel burst losses, while avoiding interleaving de-

lay experienced in a typical single-channel FEC interleaver. [65] extended this body of

multi-homed literature to WWAN video broadcast. We further improve [65] via formal

optimization of the packet selection decision at each peer using distributed MDP.

2.6 Markov Decision Process

MDP was first used for packet scheduling in a rate-distortion (RD) optimal manner in

the seminal work RaDio [37]. Using partially observable MDP (POMDP), [77] extended

the RaDiO work and considered scheduled transmissions of coded packets by a single

sender using network coding when observations of client states are not perfect. [78]

addressed the problem of selecting transmission video rates to neighboring peers in a

P2P streaming scenario, where each peer must make its own decision in a distributed

manner. Our work introduced in Chapter 3 also leverages on the power of MDP in

decision making; in particular, we tailor MDP to the WWAN video broadcast with

CPR scenario, where the decision a peer must make is whether to transmit, and if so,

which SNC type to encode a repair packet for local WLAN transmission.

2.7 Distributed Source Coding

Much of the early DSC work for video coding, based on information theory developed by

Slepian-Wolf [79] for the lossless case and Wyner-Ziv [80] for the lossy case, has focused

on the reduction of encoder complexity, where the computation cost of motion estimation

is shifted to the decoder [81, 82]. Beyond encoder complexity reduction, DSC can also be

used for efficient encoding of correlated media data that requires random access during

navigation, without resorting to large independently coded I-frames. Examples include

light field navigation [83], flexible playback of single-view video [84], and aforementioned
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IMVS [55, 85]. See [86] for a more extensive overview on coding for random access in

media navigation. None of these works, however, considered network packet losses and

their impact on visual quality during media navigation.

In an orthogonal development, [29] proposed a DSC-based tool to halt error propagation

in single-view video at the periodic DSC-frame boundary. In Chapter 4, we combine the

advantages of previous DSC usages via the construction of a single unified DSC frame

that can halt error propagation and facilitate view-switching. This is the first notable

difference from previous work. Second, [29] did not discuss how the transmission of

the proposed DSC frame can be optimized in a real network streaming scenario. In

Chapter 4, a frame structure is designed using the proposed unified DSC frames, and

then its transport is optimized for two network streaming scenarios: wireless IMVS

multicast and wired IMVS unicast. This is the second major difference from [29].

2.8 Multiple Description Coding

Multiple description coding (MDC) has been proposed for multi-path streaming of single-

view video [87–91]. In particular, in [87] the even and odd frames of a video are encoded

separately into two descriptions; we follow the same paradigm in our MDC design as

well. However, the recovery of a lost description in [87] relies on conventional block-based

ME using temporal neighboring frames [92], which does not result in accurate recovery

of the motion field per pixel. In contrast, this dissertation proposes a sub-block-based

ME scheme, where a block can potentially be divided into foreground sub-block and

background sub-block using available depth information. As a result, we can recover

more accurate per-pixel motion information at comparable complexity.

Note that in the multiple description literature for single-view video, there exist stud-

ies [90, 93] that generalize the number of descriptions to N > 2 sent over disjoint network

paths. However, it has been shown [89, 90] that video coding performance of a system

based on N > 2 descriptions drops dramatically, due to the inefficiency of motion com-

pensated video coding when the temporal distance between the target frame and the

predictor frame is larger than two [28, 94]. This will hold true for free viewpoint video



Background 14

as well, given that the prediction structure in our coding scheme is similar to the single-

view video case. Thus, though in theory employing N > 2 descriptions is possible, we

encode only two descriptions in our proposed system.

The work in [95] exploited a hierarchical B-frame structure to construct multiple de-

scriptions. In contrast, in our work only I- and P-frames are considered, which has the

advantage of minimum decoding delay1—important for free viewpoint video streaming,

where a user can interactively switch views in real-time as the video is played back.

Moreover, [95] studied the single-view video scenario instead of free viewpoint, and in

their context the focus is on reconstruction of the single-view video at higher quality,

when multiple frame-subsampled versions of the same content are received. In contrast,

in our MDC work we focus on how a lost description can be recovered by exploiting

inter-view and temporal correlation in the received description.

2.9 Temporal Super Resolution

temporal super-resolution (TSR) interpolates frame xt at time t using its two tempo-

ral neighbors xt−1 and xt+1, by exploiting their temporal correlation. TSR is used

in applications such as temporal down-sampling for low-bitrate video streaming [96].

The most common method for TSR remains block-based motion estimation (ME) and

motion compensation (MC). For example, [97] proposed to perform forward ME from

frame xt−1 to xt+1 and backward ME from xt+1 to xt−1, and then selects the better

option. The shortcoming of [97] is that it cannot guarantee at least one candidate per

missing pixel in the target frame. In our MDC scheme, because DIBR does not provide

inter-view recovery candidates for all missing pixels (due to disocclusion, out-of-view

problems, etc.), we must construct a temporal recovery candidate per-pixel in the miss-

ing frame. We thus elect the bidirectional ME (BME) approach taken in [98], described

in Section 5.3. Note, however, that we perform sub-block ME and overlapped motion

compensation (OMC) using the available depth information, which is not considered in

[92].

1A B-frame is correctly decoded only after the past and future predicted frames are correctly decoded,
resulting in decoding delay.
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Exploiting spatiotemporal correlation in the context of stereoscopic video coding using

distributed source coding principles have been examined in [99–101], where side infor-

mation video frames are generated by combining disparity-based and temporal-based

data recovery.



Chapter 3

Cooperative Peer Recovery for

Multi-view Video Multicast

This chapter introduces how we optimized the decision process for individual

peers during CPR for the recovery of multi-view video content. In particular,

for each available transmission opportunity, a peer decides—using Markov

decision process as a mathematical formalism—whether to transmit, and if

so, how the CPR packet should be encoded using SNC. A loss-stricken peer

can then either recover using received CPR packets of the same view, or

using packets of two adjacent views and subsequent view interpolation via

image-based rendering.

3.1 Introduction

Packet losses over wireless channels happen due to the shadowing, channel fading and

inter-symbol interference. A conventional approach [73] to tackle the unavoidable packet

losses and protect source pacekts is to use FEC packets. However, deploying sufficient

amount of FEC even for the worst-channel peer in the multicast group translate to a

large overhead, leaving preciously few bits out of a finite WWAN transmission budget for

source coding to fight quantization noise, resulting in poor video quality. One alternative

solution to alleviate the wireless packet loss problem is CPR [65]. CPR, exploiting the

“uncorrelatedness” of neighboring peers’ channels to the same WWAN source (hence

16
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unlikely for all peers to suffer bad channel fades at the same time), calls for peers

to locally exchange received WWAN packets via a secondary network such as an ad

hoc WLAN. Further, it was shown [65] that instead of exchanging raw received WWAN

packets from the server, a peer can first encode a SNC repair packet using received source

packets before sharing the encoded repair packet to further improve packet recovery.

In this chapter, we proposed to locally exchange received WWAN packets via a secondary

network like ad hoc WLAN to alleviate individual WWAN packet losses. In particular,

we optimized the decision process for individual peers during CPR for recovery of multi-

view video content in IMVS. In particular, for each available transmission opportunity,

a peer decides—using Markov decision process as a mathematical formalism—whether

to transmit, and if so, how the CPR packet should be encoded using SNC. A loss-

stricken peer can then either recover using received CPR packets of the same view, or

using packets of two adjacent views and subsequent view interpolation via image-based

rendering (IBR) [102]. The proposed MDP is fully distributed and peer-adaptive, so

that state transition probabilities in the MDP can be appropriately estimated based

on observed aggregate behavior of neighboring peers. Experiments show that decisions

made using our proposed MDP outperforms decisions made by a random scheme by at

least 1.8dB in PSNR in received video quality.

3.2 System Overview

3.2.1 WWAN Multiview Video Multicast with CPR

server

client

client

client ad−hoc WLAN
WWAN
multicast
channels

scene of interest displayed viewsM capturing cameras

Figure 3.1: Overview of WWAN Multiview Video Multicast System

The components of our proposed WWAN multiview video multicast system, shown in

Fig. 3.1, are as follows. M cameras in a one-dimensional array capture a scene of interest
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from different viewpoints. A server compresses the M different views into M individ-

ual streams and transmits them, synchronized in time, in different WWAN multicast

channels such as Multimedia Broadcast/Multicast Service (MBMS) in 3GPP [103].

A peer interested in a particular view subscribes to the corresponding channel and can

switch to an adjacent view interactively by switching multicast channels every T/FPS

seconds (an epoch), where FPS is the playback speed of the video in frames per second.

Peers are also connected to their neighbors via ad hoc WLAN, providing a secondary

network for potential CPR frame recovery by relaying each peer’s own received packets.

If a neighbor to a peer is watching the same view v, then she can assist in frame recovery

of same view v by relaying her own received packets via CPR. If neighbor is watching

a different view v′, then she can still help to partially recover lost frames via view

interpolation since the views are correlated.

The WWAN server first multicasts one epoch worth of video to peers. During WWAN

transmission of the next video epoch, cooperative peers will exchange received packets

or decoded frames of the first video epoch. When the server multicasts the third epoch,

peers exchange video packets in the second epoch, and video in the first epoch is decoded

and displayed. View-switching delay is hence two epochs 2T/FPS.

3.2.2 Source and Network model

3.2.2.1 Source Model

We assume M views are captured by closely spaced cameras so that strong inter-view

correlation exists among them. We assume a GOP of a given view, transmitted in one

epoch duration T/FPS, is composed of a leading I-frame followed by T − 1 P-frames;

each P-frame Fk is differentially coded using the previous frame Fk−1 as predictor. A

frame Fk is correctly decoded if it is correctly received and its predictor (if any) is

correctly decoded. A correctly decoded frame Fk reduces visual distortion by dk. Each

frame Fk is divided into rk packets, pk,1, . . . , pk,rk , for transmission. The total number

of source packets in a GOP is then R =
∑T

k=1 rk.
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p1,1 p1,3p1,2 p2,1 p2,2 p3,1 p4,1 p4,2

F1 F2 F3 F4

SNC group 1

SNC group 2

Figure 3.2: Example of structured network coding (SNC) for a 4-frame GOP and two
SNC groups: Θ1 = {F1, F2}, Θ2 = {F1, . . . , F4}.

3.2.2.2 WWAN & Ad hoc WLAN Channel Models

Burst packet losses are common in wireless links due to shadowing, slow path fading,

and interference [23]. To model WWAN packet losses, we use the Gilbert-Elliot (GE)

model with independent & identically distributed (iid) packet loss probabilities g and b

for each of ’good’ and ’bad’ state, and state transition probabilities p and q to move

between states, as illustrated in Fig. 3.3.

0
iid (g) 

1-p 1-q
p

q

1-p
1

iid(b)

Figure 3.3: Gilbert-Elliott packet loss model: transitions between the two states
(good - 0 and bad - 1) with probabilities p and q. The packet loss probabilities in good

and bad states are g and b, respectively.

We assume packets are lost in the ad hoc WLAN due to in-air collision from hidden

terminals. Denote by γn,m the probability of a transmitted packet by peer n being lost

to a one-hop receiving peerm. For simplicity, we assume they are known and unchanging

for the duration of a repair epoch.

Transmissions in the ad hoc WLAN are scheduled according to the 802.11 MAC layer

protocol. When the right to send is granted by the MAC layer, a TO becomes available

to the peer. The peer then decides whether to send and what packet to send during

this TO. We assume an acknowledgement (ACK) control packet is broadcasted after

receiving a CPR packet and is transmitted without loss.

3.2.3 Network Coding for CPR

In order to improve CPR packet recovery efficiency, it has been proposed [65] that

each peer should encode received packets into a coded packet using NC [104] before
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performing CPR exchange. More specifically, at a particular TO for peer n, she has

received set Gn of source packets from WWAN streaming source via WWAN and set Qn

of NC repair packets from neighboring peers via ad hoc WLAN. Peer n can NC-encode

a CPR packet, qn, as a randomized linear combination of packets in Gn and Qn:

qn =
∑

pi,j∈Gn

ai,jpi,j +
∑

ql∈Qn

blql (3.1)

where ai,j’s and bl’s are random coefficients for the received source and CPR packets,

respectively. This approach is called Unstructured Network Coding (UNC). The advan-

tage of UNC is that any set of R received innovative1 packets—resulting in R equations

and R unknowns—can lead to full recovery of all packets in the GOP. The shortcoming

of UNC is that if a peer receives fewer than R innovative packets, then this peer cannot

recover any source packets using the received CPR packets.

3.2.3.1 Structured Network Coding for CPR

To address UNC’s shortcoming, one can impose structure in the random coefficients ai,j’s

and bl’s in (3.1) when encoding a CPR packet, so that partial recovery of important

frames in the GOP at a peer when fewer than R innovative packets are received is

possible. Specifically, we define X SNC groups, Θ1, . . . ,ΘX , where each Θx covers a

different subset of frames in the GOP and Θ1 ⊂ . . . ⊂ ΘX . Θ1 is the most important

SNC group, followed by Θ2, etc. Corresponding to each SNC group Θx is a SNC packet

type x. Further, let g(j) be the index of the smallest SNC group that contains frame Fj .

With the definitions above, a SNC packet qn(x) of type x can now be generated as

follows:

qn(x)=
∑

pi,j∈Gn

1(g(i) ≤ x) ai,jpi,j+
∑

ql∈Qn

1(Φ(ql) ≤ x) blql, (3.2)

where Φ(ql) returns the SNC type of packet ql, and 1(c) evaluates to 1 if clause c is true,

and 0 otherwise. In words, (3.2) states that a CPR packet qn(x) of type x is a random

linear combination of received source packets of frames in SNC group Θx and received

1A new packet is innovative for a peer if it cannot be written as a linear combination of previously
received packets by the peer.
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CPR packets of type ≤ x. Using (3.2) to generate CPR packets, a peer can now recover

frames in SNC group Θx when |Θx| < R innovative packets of types ≤ x are received.

More specifically, we can define the necessary condition to NC-decode a SNC group

Θx at a peer as follows. Let cx be the sum of received source packets pi,j’s such that

g(i) = x, and received CPR packets of SNC type x. Let Cx be the number of source

packets in SNC group x, i.e. Cx =
∑

Fk∈Θx
rk. We can then define the number of type

x innovative packets for SNC group Θx, Ix, recursively as follows:

I1 = min(C1, c1) (3.3)

Ix = min(Cx, cx + Ix−1)

(3.3) states that the number of type x innovative packets Ix is the smaller of i) Cx,

and ii) cx plus the number of type x − 1 innovative packets Ix−1. A SNC group Θx is

decodable only if Ix = Cx.

3.3 Formulation

We now address the packet selection problem when a peer is granted a TO by the MAC

layer: should she send a CPR packet, and if so, which SNC type should the packet be

NC-encoded in? We discuss how we solve this problem via a carefully constructed MDP

with finite horizon in this section.

3.3.1 Preliminaries

We assume that at the start of the CPR repair epoch of T/FPS seconds, each peer n

already knows who are her 1-hop neighbors, and who lost what source packets during

WWAN transmission in the last epoch. Among her 1-hop neighbors, those who did not

have all their source packets received in the last WWAN broadcast epoch are marked

target receivers. At each MDP invocation (when a peer is granted a TO by the MAC

layer), one peer m out of the pool of marked target receivers is selected (in a round

robin fashion for fairness). The objective of the MDP is to maximize the expected

distortion reduction of the selected target receiver m. At each TO, a peer can estimate
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the number of TOs she has left until the end of the repair epoch based on the observed

time intervals between previous consecutive TOs, and the amount of time remaining in

the repair epoch. Let the estimated number of remaining TOs until the end of the repair

epoch be H; hence H is also the finite horizon for the constructed MDP.

Finally, we assume that when a peer received a CPR packet from her neighbor, she

immediately transmits a rich ACK packet, revealing her current state (the number of

CPR packets she has received in each SNC type).

3.3.2 State & Action Space for MDP

In a nutshell, a MDP of finite horizon H is a H-level deep recursion, each level t is

marked by its states st’s and actions at’s. Each state st represents the state of the

target receiver m t− 1 TOs into the future, and at’s are the set of feasible actions that

can be taken by the sender at that TO given receiver’s state st. The solution of a MDP

is a policy π that maps each st to an action at, i.e., π : st → at.

s t1 ss
H21

...

...

select action

probabilities
transition

finite horizon H

state space action space final states

Figure 3.4: Example of Markov Decision Process

We first define states st’s for our MDP construction for SNC packet selection. Let

st(I1, ..., IX , I
′

1, ..., I
′

X , I
′′

1 , ...I
”
X) be a feasible state for target receiver m at TO t, where

Ix is the number of type x innovative packets of the same view as the target receiver.

I
′

xand I
′′

x are the number of type x innovative packets of the left and right adjacent

views to the target receiver. Given Ix ≤ Cx, the size of the state space is bounded by

O((
∏X

x=1 Cx)
3). In practice, the number of SNC groups X is small, hence the state

space size is manageable.

Given each peer receives one view from the WWAN source, the action space for each

sender is: i) no transmission (at = 0), and ii) transmission of CPR packet of type x
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(at = x) of the sender’s selected view. A type x CPR packet will not be transmitted

if there are already sufficient packets to decode SNC group x of that view at receiver.

Thus, an action at = x is feasible iff the following two conditions are satisfied:

1. There exists source packets pi,j ∈ Gn such that g(i) = x and/or qm ∈ Qn such that

Φ(qm) = x.

2. Ix < Cx.

The first condition ensures there is new information pertaining to SNC group Θx that

can be encoded, while the second condition ensures the encoded packet of type x is not

unnecessary.

3.3.3 State Transition Probabilities for MDP

State transition probabilities is the likelihood of reaching state st+1 in next TO t+1 given

state st and action at at current TO t. Here, we arrive at the “distributed” component

of the packet selection problem: the probability of arriving in state st+1 depends not

only on the action at taken by this peer n at this TO t, but also actions taken by other

peers transmitting to the target receiver m during the time between TO t and TO t+1.

However, given packet selection is done by individual peers in a distributed manner (as

opposed to centralized manner), how can this peer know what actions will be taken by

other transmitting peers in the future?

Here, we leverage on previous work in distributed MDP [78] that utilizes the notion

of users’ aggregate behavior patterns in normal-form games. The idea is to identify

the patterns of users’ tendencies to make decisions (rather than specific decisions), and

then make prediction of users’ future decisions based on these patterns. For our specific

application, first, we assume the number of received packets of the same, left and right

adjacent views at target receiver m from other transmitting peer(s) between two TOs

are L, L
′
and L

′′
, respectively. These can be learned from target receiver m’s ACK

messages overheard between the sender’s consecutive TOs.

For given L, L
′
or L

′′
received packets of the same, left or right adjacent view from other

sender(s), we identify the corresponding SNC packet types by considering the following

two aggregate behavior patterns. First is pessimistic and assumes the aggregate of other
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transmitting peers of this view always transmit innovative packets of the smallest SNC

groups possible. This pattern is pessimistic because it seeks immediate benefit as quickly

as possible, regardless of the number of TOs available in the finite horizon of H levels.

The second is optimistic and assumes the aggregate of other transmitting peer(s) will

always transmit innovative packets of the largest SNC group ΘX . This is optimistic

because it assumes R innovative packets for the largest SNC group ΘX will be received

by the target receiver m, so that the entire GOP can be correctly decoded.

Let λ, λ
′
and λ

′′
be the probabilities that a peer uses pessimistic pattern when selecting a

SNC packet type of the same, left and right adjacent views, respectively. The probability

that L packets of the same view are divided into k packets of pessimistic and L−k packets

of optimistic patterns is:

P (k|L) =





L

k



λk(1− λ)L−k (3.4)

(3.4) can also be used for the probability P (k|L
′
) or P (k|L

′′
) that L

′
or L

′′
packets are

divided into k pessimistic and L
′
−k or L

′′
−k optimistic packets, with λ

′
or λ

′′
replacing

λ in (3.4).

Initially, we do not know which pattern is more likely, and we assume they are equally

likely with probability 1/2. The probabilities of pessimistic pattern for the three views,

λ, λ
′
and λ

′′
, will be learned from ACK messages from target receiver m as the CPR

process progresses, however.

To derive state transition probabilities, we first define G to be a mapping function that,

given state st, maps k pessimistic and L − k optimistic packets of view v (v ∈ {s, l, r}

to denote same, left and right adjacent view of the receiver) into corresponding SNC

packet difference vector ∆ = {δ1, . . . , δX}, i.e. G(st, v) : (k, L − k) −→ ∆. In general,

there can be multiple pessimistic / optimistic combinations (k, L − k)’s that map to

the same ∆. Let ∆ = st+1(I1, . . . , IX)− st(I1, . . . , IX) be the SNC type-by-type packet

count difference between state st+1 and st for the same view. Similarly, let ∆
′
and ∆

′′

be the type-by-type packet count difference between st+1 and st for the left and right

adjacent views. Further, let ∆+ = st+1 − st −{at}, which is like ∆, but also accounting

for the CPR packet of the same view transmitted by this sender’s current action at = x.
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Assuming action of the same view at = x, x ≥ 1, the state transition probability

P (st+1|st, at = x) can now be written:

γn,m









∑

k|(k,L−k)
G(st,s)
−→ ∆

P (k|L)

















∑

k|(k,L
′
−k)

G(st,l)
−→ ∆

′

P (k|L
′

)

















∑

k|(k,L
′′
−k)

G(st,r)
−→ ∆

′′

P (k|L
′′

)









(3.5)

+(1 − γn,m)









∑

k|(k,L−k)
G(st,s)
−→ ∆+

P (k|L)

















∑

k|(k,L
′
−k)

G(st,l)
−→ ∆

′

P (k|L
′

)

















∑

k|(k,L
′′
−k)

G(st,r)
−→ ∆

′′

P (k|L
′′

)









(3.5) states that to arrive at state st+1, the L, L
′
, L

′′
packets received from other senders

of the same, left and right adjacent views must lead to packet difference vectors ∆, ∆
′

and ∆
′′
if transmitted packet of the same view by this peer n is lost (with probability

γn,m), or lead to packet difference vectors ∆+, ∆
′
and ∆

′′
if transmitted packet by this

peer n is delivered successfully (with probability 1 − γn,m). Similar expression can be

derived for the state transition probability if the sender is transmitting CPR packets of

left or right adjacent view.

3.3.4 Finding Optimal Policy for MDP

The optimal policy π∗ is one that leads to the minimum expected distortion (maxi-

mum distortion reduction) at the end of the H-level horizon. More specifically, denote

by π∗
t (st) the maximum expected distortion reduction at the end of H-level horizon,

given state at TO t is st. π∗
t (st) can be defined recursively: a chosen action at at TO

t leads to state st+1 with probability P (st+1|st, at), as defined in Section 3.3.3, and as-

suming optimal policy π∗
t+1(st+1) is performed at TO t + 1, we have expected benefit

P (st+1|st, at)π
∗
t+1(st+1). π∗

t (st) exhaustively searches for the optimal action a∗t given

state st:

π∗

t (st) =







maxat

∑

st+1
P (st+1|st, at)π∗

t+1(st+1) if t < H

d(st) o.w.
(3.6)

If state st is at the end of the H-level horizon, then no more actions can be taken, and

π∗
t (st) in (4.18) simply returns the distortion reduction d(st) given state st. d(st) is

defined as follows:
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T
∑

k=1

dk 1





X
⋃

x=g(k)

(Ix = Cx)



+ d′k 1





X
⋂

x=g(k)

(Ix < Cx)



 1





X
⋃

x=g(k)

(I
′

x = Cx) ∩ (I
′′

x = Cx)



 (3.7)

(3.7) states that frame Fk can be recovered from CPR packets of the same view (with dis-

tortion reduction dk), if one of SNC groups Θg(k), . . . ,ΘX can be correctly NC-decoded.

If all SNC groups Θg(k), . . . ,ΘX of the same view fail, then Fk can still be partially re-

covered (with distortion reduction d′k < dk) from CPR packets of adjacent views, if one

of SNC groups Θg(k), . . . ,ΘX of both left and right adjacent views can be NC-decoded.

(4.18) can be solved efficiently using dynamic programming as done in [78]. Note that

the complexity is determined by the finite horizon H and the size of the state space.

3.4 Experimentation

3.4.1 Experimental Setup

For our experiments, we used three views of the standard multiview video test sequence

akko at 640×480 resolution. Each client randomly chose one view for each transmission

epoch. A GOP was a leading I-frame plus 9 P-frames. We fixed the quantization

parameters for I- and P-frames so that the resulting visual quality in PSNR was roughly

32.5dB. Maximum transport unit (MTU) were assumed to be 1250 bytes, bandwidths of

the WWAN broadcast and WLAN were assumed to be 400 and 260kbps, respectively.

We assumed there were only two globally defined SNC groups: Θ1 = {F1, F2} and

Θ2 = {F1, . . . , F10}.

3.4.2 Experimental Results

We focused on the case when there was one target receiver and more than one neighboring

peer helping to recover lost packets. For comparison, FGFT instructs each peer to send

CPR packets of SNC group Θx only after sending sufficient number of type x−1 packets.

random instructs each peer to randomly choose an SNC type for encoding for each

available TO.

In Fig. 3.5(a), there were two senders and one receiver, and WWAN loss rate (x-axis) was

changed by varying loss rate b. y-axis is the resulting video quality in PSNR in dB. We
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Figure 3.5: PSNR comparison of proposed MDP-based decision making and two other
schemes for a three/four-node network topology.

can see that MDP outperformed random and FGFT by 2.5dB and 2.5dB, respectively. The

main reason for the improvement is that MDP maximized expected distortion reduction

for the entire repair epoch, taking other transmitting peers’ actions into consideration

through observed behavior patterns. That means peers can avoid sending duplicate

packets. In the case when WLAN loss rates were set to 0.05 and 0.06, one sender could

also learn that the other sender had lower WLAN loss rate than herself, and subsequently

elected not to transmit during available TOs for better overall system performance. In

Fig. 3.5(b), we change the WWAN GE model parameters to be α = 0.01, a = 0.05,

β = 0.8 for a four-peer topology. WLAN loss rate was set to be 0.05. We see here that

MDP outperformed random and FGFT by 1.8dB and 2.1dB, respectively.

3.5 Summary

In this chapter, we introduced the cooperative peer recovery for multi-view video multi-

cast. We optimized the decision process for individual peers during CPR for recovery

of multiview video content in IMVS. Based on the MDP, at each TO a peer decides

whether to transmit, and if so, how the CPR packet should be encoded using SNC. It is

fully distributed, computationally scalable and peer-adaptive. Experiments showed that

decisions made using our proposed MDP improved the received video quality in typical

network scenario by at least 1.8dB in PSNR over the random scheme.
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Unified Distributed Source

Coding for Interactive Multi-view

Video Streaming

This chapter introduces how we provided users the ability to switch to other

views and evade the error propagation at the same time. We first designed

a new unified distributed source coding (uDSC) frame for periodic inser-

tion into the multi-view frame structure. After inserting uDSC-frames into

the coding structure, we scheduled packets for network transmission in a

rate-distortion optimal manner for both wireless multicast and wired unicast

streaming scenarios.

4.1 Introduction

Multi-view video [105] is recorded by an array of closely spaced cameras from different

viewing angles; i.e., at video frame rate, images of the same scene are captured syn-

chronously by M cameras from different viewpoints. During video playback, although a

viewer is typically observing only one of M captured views at a time on a conventional

2D display, multi-view video offers a viewer the freedom to switch to a desired neigh-

boring captured view periodically (once every T frames). This inter-view interactivity

28
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coding unit coding unit

view 1

view 2

view 3

0, 1 2, 11, 1 4, 13, 1 5, 1 7, 1 8, 1 9, 1 10, 1 11, 16,1

0, 2 1, 2 2, 2 3, 2 4, 2 5, 2 6,2 7, 2 8, 2 9, 2 10, 2 11, 2 12, 2

0, 3 1, 3 2, 3 3, 3 4, 3 5, 3 6,3 7, 3 8, 3 9, 3 10, 3 11, 3 12, 3

12, 1

T = 6T = 6

Figure 4.1: Example of coding structure with periodic I-frames inserted for view-
switching and mitigating error propagation, for M = 3 views and coding unit size
T = 6. Circles and squares are I-, P-frames. Each frame Fi,v is labeled by its time

index i and view v.

(random access in view) can be triggered, for example, by viewer’s detected head move-

ments, enhancing a depth perception in the observed 3D scene via motion parallax [106].

Inter-view interactivity is typically invoked by users on the order of tens to hundreds of

milliseconds, contrasting with temporal interactivity (random access in time) available

in conventional single-view video (i.e., fast forward and rewind of the video in time),

which is typically invoked on the order of tens of seconds or minutes.

Multi-view videos with captured views from up to one hundred cameras [107] are clearly

much larger in size than single-view videos, even if state-of-the-art multi-view video

coding (MVC) techniques [52, 53] are employed to exploit inter-view and temporal cor-

relation to reduce the overall bit-rate. In an interactive multi-view video streaming

(IMVS) scenario [55], in order to minimize streaming rate, only the desired views cur-

rently requested by clients are transmitted by servers. In IMVS multicast, that means a

client subscribes to only one multicast channel that distributes his current desired view,

and re-subscribes to a different channel that distributes a neighboring view during a

view-switch. In IMVS unicast, it means the server streams only one single-view video

to a client that corresponds to his most recently chosen viewpoint. In either case, the

technical challenge remains the same: how to flexibly pre-encode the multi-view video

content a priori, so that at streaming time, a server can transmit compact versions of the

content that facilitate clients’ periodic view-switching? Previous IMVS works [40, 41, 55]

focus on efficient compression techniques that facilitate interactive view-switching with-

out sacrificing coding efficiency in differentially coded video (such as video compression

standards H.263 [108] and H.264 [24]).

In this chapter, given unavoidable packet losses in best-effort communication networks,
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we address in addition the loss-resilient aspect during network streaming: at encod-

ing time, how to design efficient coding tools and optimize frame structure, so that

at streaming time, pre-encoded structure can facilitate interactive view-switching and

contain error propagation in differentially coded video in the face of packet losses, at

the same time? One näıve way to solve both the interactive view-switching problem

and the error propagation problem is to insert an independently coded I-frame for every

view v at multiples of T frames. Thus, a client can switch from P-frame of view u to a

desired neighboring view v at view-switching boundary nT , and have I-frame of instant

nT and view v correctly decoded. Further, error propagation due to a loss-corrupted

differentially coded P-frame will terminate at the next view-switching boundary. See

Fig. 4.1 for an example IMVS frame structure using periodic I-frames (drawn as circles)

for view-switching and error resiliency. However, independently coded I-frame can be

up to 10 times larger than differentially coded P-frame, and given application-specific

view-switching period T can be quite small (e.g., T was set to 5 frames in [55]), frequent

insertion of large I-frames into the structure is not practical.

Towards a more efficient solution to both the interactive view-switching and error prop-

agation problems, we first provide a novel alternative to large I-frames: uDSC frame.

Our work leverages on previous work in DSC [29, 85], where the key idea is to treat

the source coding problem with uncertainty as a channel coding problem instead. In

our IMVS scenario, there are two uncertainties when coding an uDSC frame WnT,v of

instant nT and view v: i) which frame PnT−1,u will be available during IMVS stream-

ing at the decoder buffer as side information (SI) for decoding of WnT,v when a client

switches from neighboring view u to v; and, ii) how many and which preceding P-frames

will be lost by the time uDSC frame WnT,v is decoded. We first interpret and model

each uncertainty as “channel noise” in the SI for decoding of uDSC frame WnT,v.

We then statistically bound the maximum noise level for the two uncertainties, called

view-switching noise and error propagation noise. Finally, we apply channel code of

sufficient strength to overcome the larger of the two noise terms in the SI for recon-

struction of DSC frame WnT,v. Thus, the same constructed uDSC frame can facilitate

view-switching and halt error propagation, unifying capabilities of previous DSC pro-

posals that only facilitates view-switching [85] or only halts error propagation [29].

Inserting uDSC frames into a coding structure are effective only if accompanied packet
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scheduling is optimized to exploit uDSC frames’ unique loss-resilient characteristics.

Thus, after pre-encoding and inserting uDSC frames into IMVS coding structures, at

streaming time, we optimize frame transmission for two different network settings: i)

IMVS multicast over wireless channels with Gilbert-Elliott packet losses, and ii) IMVS

unicast over wired networks with tight playback deadline and iid packet losses. For IMVS

wireless multicast, we optimize packetization, UEP and packet reordering for each GOP,

so that important packets containing motion information necessary for uDSC frame de-

coding can be protected more heavily than packets containing prediction residual infor-

mation. This ensures uDSC frames can be correctly decoded with high probability to

halt possible error propagation. For IMVS wired unicast, we optimize packet scheduling

of a group of T frames with uDSC frames inserted using MDP, so that the expected

visual distortion is minimized.

4.2 Interactive Multiview Video Streaming System

4.2.1 IMVS System Overview

server

client

client

client

scene of interest M capturing cameras displayed views

Figure 4.2: Overview of core components in a general IMVS system.

A general IMVS system is composed of the following basic components as illustrated in

Fig. 4.2. A scene of interest is captured simultaneously by a 1D array ofM closely spaced

cameras from different viewing angles. The number of capturing cameras can be large;

up to 100 time-synchronized cameras were used in [107]. The multi-view videos from

M viewpoints are pre-encoded into a frame structure (to be discussed in Section 4.3)

and stored a priori in a server—targeting store-and-playback streaming scenarios that

require no real-time video encoding. At stream time, a client requests and watches a

single view v, v ∈ {1, . . . ,M}, at a time on a conventional 2D display. Further, the client

can periodically switch to a neighboring view u, u = {max(1, v − 1), v,min(M,v + 1)},
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every T -frame interval. Thus, the frame structure must be constructed to facilitate view-

switches to neighboring views every T frames. This interactive streaming paradigm [86],

where a client interactively navigates subsets of available high-dimensional data for ob-

servation, is in stark contrast with non-interactive streaming like single-view video broad-

cast, where clients passively consume every stored and transmitted media bit without

data selection. This system model is similar to the system introduced in Chapter 3, but

the network channels here could be wired or wireless and there are no links connecting

users.

The structure must also provide error resiliency, so that if a frame is lost during trans-

mission, error propagation (decoding error in the subsequent differentially coded frames)

can be halted in a timely manner. Designing and optimizing transmission of an IMVS

frame structure that facilitates interactive view-switching and provides error resiliency

for a particular network scenario is the main challenge.

4.2.1.1 IMVS Wireless Multicast

In IMVS wireless multicast, each captured video view v is transmitted in a separate

multicast channel like Multimedia Broadcast/Multicast Service (MBMS) in 3GPP [103].

A client interested in a view v only subscribes to a single multicast channel that transmits

view v. When switching to a neighboring view u after T frames, a client can re-subscribe

to a different multicast channel that transmits view u. Due to the broadcast nature of the

wireless medium, multicasting a video view v means a single allocated wireless channel

can satisfy multiple clients requesting the same view at the same time, resulting in

efficiency of wireless resource allocation.

However, because of the well known NAK (negative acknowledgment) implosion prob-

lem in large group multicast [109]—the undesirable situation where the server is over-

whelmed by a large number of requests for individual packet retransmission from multiple

clients—typical loss protection strategies for multicast employs FEC like Reed-Solomon

codes [110] or network coding [111] to pro-actively protect source packets before packet

losses happen. We discuss how FEC can be optimally applied to protect the IMVS

structure with uDSC frames in wireless multicast in Section 4.4.
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4.2.1.2 IMVS Wired Unicast

In contrast, in IMVS wired unicast the server can tailor transmission of a single video

view v for each client. Because the aforementioned NAK implosion problem does not

applied to unicast, ARQ [112], where a lost packet is detected and reported from client

to server to request a packet retransmission, is more often used. We optimize packet

scheduling via MDP for an IMVS structure with uDSC frames in wired unicast in Sec-

tion 4.5.

4.2.2 Packet Loss Models

We use two models to model packet losses in IMVS wireless multicast and wired unicast.

For wireless multicast, we use the GE model, as introduced in Chapter 3. GE model has

iid packet loss probabilities g and b for each of good and bad state, and state transition

probabilities p and q to move between states.

Fore wired unicast, we use the simple iid packet loss model with packet loss parameter

β.

4.3 Frame Structure for IMVS

We first overview different frame types for coding of individual video frames. We then

design coding structures using the discussed frame types for wireless IMVS multicast

and wired IMVS unicast.

4.3.1 Distributed Source Coding Frames for IMVS

We first overview conventional I- and P-frames used in video coding standards like

H.263 [108] and H.264 [24]. We then discuss Drift-Elimination (DE) DSC frame and

Multiple-Predictor (MP) DSC frame that are useful in an IMVS scenario. We create our

proposed uDSC frame by combining the functionalities of DE-DSC and MP-DSC into a

single frame.
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4.3.1.1 Conventional I- and P-frames

I-frame, denoted as Ii,v for frame at instant i and view v, is an intra-coded frame and

can be decoded independently from other frames. P-frame, denoted as Pi,v, is inter -

coded via motion and/or disparity compensation. In other words, using another encoded

frame Fj,u as predictor, only the frame differential ∆i,v between target Pi,v and predictor

Fj,u—block-by-block motion vectors (MVs) and quantized motion prediction residuals—

are encoded [108], resulting in a frame size much smaller than an I-frame. However,

correct decoding of a P-frame Pi,v requires first the correct decoding of predictor Fj,u

at the decoder. We will assume correct decoding of a frame Fi,v leads to a reduction in

signal distortion by di,v.

4.3.1.2 Drift-Elimination DSC Frames

DE-DSC frame [29], denoted as W 1
i,v, is designed to halt error propagation (also known

as coding drift) due to prediction mismatch between encoder and decoder at the DE-

DSC frame boundary. Mismatch happens when there are irrecoverable packet losses

in the transmission network, resulting first in an erred reconstructed frame F̂i,v of in-

stant i at decoder that is different from coded Fi,v at encoder. Due to differential

coding, subsequent reconstructed P-frames P̂j,v’s, j > i, in the prediction chain stem-

ming from erred predictor F̂i,v will also be incorrect, even if frame differentials ∆j,v’s

are correctly delivered, resulting in error propagation. DE-DSC frame W 1
l,v halts this

error propagation—i.e., restore F̂l,v at decoder back to encoded Fl,v at encoder at a later

instant l.

For implementation, we first assume motion prediction residuals of a given frame are

block-by-block transformed using Discrete Cosine Transform (DCT), with the resulting

DCT coefficients quantized. If the magnitude of reconstruction error (“channel noise”)

due to error propagation in different bit-planes of the quantized coefficients can be

bounded statistically, then DE-DSC frame can deploy sufficient amount of channel codes

(low-density parity check (LDPC) code was used in [29] and [85]) for each bit-plane to

remove the noise, given the noise statistics of that bit-plane. We retain the assumption

in [29] that MVs in frame differentials ∆j,v’s between two DE-DSC frames are correctly
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delivered, and only prediction residuals can be lost during transmission; this assumption

helps limit the noise level in bit-planes to a manageable amount.

More specifically, we generate a DE-DSC frame W 1
i,v(k) capable of halting propagated

error due to lost prediction residuals of any k or fewer preceding P-frames since the

previous DE-DSC frame as follows. Encoding target for W 1
i,v is the I-frame Ii,v. Using

the last k frame differentials ∆j,v’s created during encoding, j ∈ {i − k, . . . , i − 1}, we

reconstruct k preceding P-frames P̂j,v’s using MVs only (no motion prediction residuals)

in frame differentials ∆j,v’s. Doing so, we claim that P̂i−1,v represents the predictor with

the largest possible channel noise, assuming k or fewer prediction residuals have been

lost since the last DE-DSC frame. This is true because lost prediction residuals from a

different set of k P-frames earlier in the sequence will in general result in a smaller noise

term by instant i− 1, since error propagation tends to dissipate slowly over time due to

occasional intra-block coding [55]. Given worst-case P-frame P̂i−1,v , we first apply frame

differential ∆i,v (both MVs and prediction residuals) for target DE-DSC frame, and then

determine the sufficient amount of LDPC code needed to overcome the observed noise

to recover target Ii,v. This LDPC code is the additional encoded bits for W 1
i,v (beyond

frame differential ∆i,v) in order to reconstruct target I-frame Ii,v given noisy predictor

(side information) P̂i−1,v.

4.3.1.3 Multi-Predictor DSC Frames

Multi-Predictor DSC (MP-DSC) frame [85], denoted as W 2
i,v, generalizes the single-

predictor motion compensation paradigm in P-frame by employing multiple predictors

at encoder. At decoder, only one in the encoder set of predictors needs to be available

for the MP-DSC frame to be correctly decoded. For IMVS, we use MP-DSC frames for

view-switching; for example, MP-DSC frame W 2
i,v can be encoded using predictor frames

Fi−1,u’s of previous instant, where view u ∈ {max(1, v−1), . . . ,min(M,v+1)}. A client

of view u can thus switch to view v and decode frame W 2
i,v correctly, using Fi−1,u in his

buffer as predictor.

For implementation, MP-DSC frames can be encoded similarly to DE-DSC frames. To

overcome the uncertainty of which predictor will be available at decoder, a MP-DSC

frame first encodes multiple sets of MVs, one for each predictor frame. Then, the

resulting quantized DCT coefficients of the prediction residual for each predictor are
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compared against the coefficients of the target frame Ii,v to compute the noise statistics

in each coefficient bit-plane. Appropriate amount of LDPC codes are then deployed in

each bit-plane to overcome the largest noise of all prediction residuals for that plane [85].

Complexity of encoding a MP-DSC frame is only roughly k times as complex as a P-

frame, where k is the number of predictor frames (due to repeated motion compensation

performed for different predictor frames). Decoding of a DSC frame is only slightly more

complex than a conventional P-frame (due to additional channel decoding of LDPC in

different bit-planes).

We now encode MP-DSC frame W 2
i,v so that it can also halt error propagation in the

same view, as done in DE-DSC; new frame will be called uDSC frameW u
i,v. In addition to

the noise statistics of different prediction residuals from multiple predictors, we consider

the computed noise statistics for a DE-DSC frame W 1
i,v(k) of the same view also when

deciding the amount of LDPC code used for each bit-plane. Note that doing so means

that the overhead of a uDSC frame is not the sum of overheads from both a DE-DSC and

a MP-DSC frame, but only the larger of the two. This is the key in creating a coding-

efficient uDSC frame. However, this also mean a client cannot halt error propagation and

switch to a neighboring view at the same time and have statistical guarantee that the

frame will be correctly decoded. Assuming view-switching and irrecoverable packet loss

are independent events and the probability of irrecoverable packet loss is relatively small

(given suitable FEC or ARQ has been applied for loss protection), then the probability

of a client requesting a view-switch while experiencing irrecoverable packet losses is

tolerably small.

4.3.2 Frame Structure for Wireless IMVS Multicast

We now design a frame structure for wireless IMVS multicast using the previously dis-

cussed frame types as building blocks. Moreover, we optimize packetization and packet

reordering to mitigate the adverse effects of packet losses in a GE loss model.
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Figure 4.3: Example of proposed coding structure for M = 3 views and coding block
size T ′ = 3, coding unit size T = 6. Circles, squares, triangles and diamonds are I-, P-,
DE-DSC and uDSC frames. Each frame Fi,v is labeled by its time index i and view v.

4.3.2.1 Constructing Frame Structure for IMVS Multicast

Given an application-specific requirement of a T -frame view-switching period, we con-

sider coding of a GOP of τT frames, τ ∈ Z+ (i.e., user can perform up to τ − 1 view-

switches in a GOP). A segment of T consecutive frames in a single view v is called a

coding unit Ui,v, i ∈ {0, . . . , τ −1}. Within coding unit Ui,v, T/T
′ coding blocks Li,v(j)’s

of T ′ frames each, T ′ < T , are coded as follows. We first encode a starting uDSC frame

W u
iT,v(k)—I-frame I0,v if it is the first coding block of the first coding unit—with T ′ − 1

trailing P-frames PiT+l,v’s, 1 ≤ l ≤ T ′ − 1, each motion-compensated using previous

frame FiT+l−1,v as predictor, into the first coding block Li,v(1). We then encode a DE-

DSC frame W 1
iT+T ′,v(k), k < T ′, followed again by T ′−1 trailing P-frames as the second

coding unit Li,v(2). We repeat for T/T ′ coding blocks in the coding unit Ui,v. See

Fig. 4.3 for an illustration.

If a DE-DSC W 1
i,v(k) or uDSC W u

i,v(k) frame can be correctly decoded, it can mitigate

error propagation due to earlier irrecoverable packet losses by serving as the perfectly

reconstructed predictor for the following frames. Larger recoverability k results in a

larger DE-DSC or uDSC frame, however. Optimization of structure parameters T ′ and

k is discussed in Section 4.4.

4.3.2.2 Packetization of Encoded Bits in Coding Unit

We now discuss how we packetize encoded bits in coding unit Ui,v into packets. As

illustrated in Fig. 4.4, encoded bits in a P-frame are divided into header, MVs and
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prediction residuals. We group encoded bits of I-, DE-DSC and uDSC frames plus

header and MVs of P-frames in coding unit Ui,v together for packetization into Mi,v

motion packets, each of maximum size S bits (maximum transmission unit). These are

the important packets that require more loss protection.

We next packetize encoded bits of prediction residuals in P-frames. Prediction residuals

of T ′ − 1 P-frames in a single coding block are packed into different residual groups

that are channel-protected and transmitted separately, so that the likelihood of losing

all P-frame prediction residuals in a block during a burst loss is small. Specifically, we

gather residual bits of the lth frame of all coding blocks in a coding unit Ui,v, where

2 ≤ l ≤ T ′, into the lth residual group, which are then divided into packets of maximum

size S bits1. For simplicity of discussion, let the number of residual packets in each

residual group be ri,v. The number of residual groups is G = T ′ − 1.

After packetization of the source bits in all blocks Li,v(j)’s in a coding unit Ui,v, we next

generate FEC packets to protect the motion and residual packets unequally. We first

generate Φi,v level-1 FEC packets to protect Mi,v motion packets in coding unit Ui,v. We

then generate φi,v level-2 FEC packets to protect ri,v residual packets in each residual

group. Assuming a perfect code (e.g., Reed-Solomon [110], network codes [111]) is used

for FEC, Mi,v motion packets can be correctly recovered if at least Mi,v of Mi,v + Φi,v

transmitted motion plus level-1 FEC packets are delivered. Similarly, each residual

group can be correctly recovered if at least ri,v of ri,v + φi,v residual plus level-2 FEC

1One can generalize grouping so that prediction residuals of ρ frames of each coding block Li,v(j)
goes into one residual group. For simplicity, we will assume prediction residuals of a single frame from
each coding block goes into a residual group.
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Fi,v is labeled by its time index i and view v.

packets are delivered. We discuss how Φi,v and φi,v for each coding unit Ui,v are selected

optimally in the next section.

4.3.2.3 Packet Ordering for GE loss model

After packetizing encoded source bits of frames in a coding unit into packets and generat-

ing two levels of FEC packets, we now arrange the generated packets into a transmission

order. Given the wireless loss model is a GE model, the guiding principle we use is

interleaving [113]: space the motion information and prediction residuals apart so that

the adverse effect of one traversal into the bad state in the GE model will be spread

evenly across the coding unit.

Let ratio of the number of packets for motion plus level-1 FEC packets to residual

plus level-2 FEC packets be λM : λR, where λ’s are integers. We alternatively select λM

motion & level-1 FEC packets and λR residual & level-2 FEC packets into a transmission

order. When selecting residual packets, we select packets from different residual groups

in a round-robin fashion. Doing so means that the spacings among motion packets and

among residual packets are maximized. See Fig. 4.4 for an example illustration of packet

reordering.

4.3.3 Frame Structure for Wired IMVS Unicast

Similarly, we now design a frame structure for wired IMVS unicast using different frame

types as building blocks. An example frame structure is shown in Fig. 4.5. The
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key difference from previous structure in Fig. 4.3 for wireless IMVS multicast is: at

a view-switching point of instant nT and view v, there are first multiple P-frames

PnT,v’s, motion-compensated from frames FnT−1,u’s of views u’s, u ∈ {max(1, v −

1), . . . ,min(M,v + 1)}. Then, in addition, a uDSC frame W u
nT,v(k) of the same time

instant and view is added. This W u
nT,v(k) is generated as follows. As done for DE-

DSC frame, we first reconstruct k preceding P-frames P̂j,v’s, j ∈ {nT − k, . . . , nT − 1},

using MVs only in frame differentials ∆j,v’s. P̃nT,v is then constructed using P̂nT−1,v

as predictor and differential ∆nT,v. Using as predictors P̃nT,v (“noisy” P-frame motion-

compensated from the same view) and PnT,v’s (“noiseless” P-frames motion-compensated

from different views u’s, where u 6= v and max(1, v − 1) ≤ u ≤ min(M,v + 1)), encoder

determines sufficient amount of LDPC code required to overcome the largest noise in

these predictors to recover target InT,v. The chosen LDPC code alone (without frame

differential ∆nT,v) are the encoded bits for W u
nT,v(k). Like uDSC frame for wireless mul-

ticast, combination of P-frames PnT,v’s and this uDSC frame W u
nT,v(k) can also enable

view-switching or halt error propagation in the same view.

The reason for this new structure construction is as follows. Given the multiple predic-

tors PnT,v’s of uDSC frame W u
nT,v(k) are of the same instant and same view, W u

nT,v(k)

does not need to perform motion prediction first, and hence there is no need to encode

multiple sets of MVs for multiple predictors. Further, The largest noise among pre-

dictors PnT,v’s of the same view are likely much smaller than the largest noise among

predictors of different views (as in structure in Fig. 4.3). Thus, the resulting uDSC

frame W u
nT,v(k) will be much smaller.

During IMVS unicast, this modified structure has the following advantage. If a client

does not switch view at a view-switching boundary (the likely case), then only a small P-

frame PnT,v and a small uDSC frame W u
nT,v(k) are required for transmission. If a client

does switch view (the unlikely case), then a larger cross-view predicted P-frame PnT,v

and uDSC frame W u
nT,v(k) are needed. On the average then, fewer transmission bits

are required compared to the structure in Fig. 4.3, where a large uDSC frame W u
nT,v(k)

must be transmitted at a view-switching boundary, no matter if a client is switching

view or not.

Packetization for IMVS unicast frame structure is very simple. We simply put encoded

bits in each frame Fi,v into its own packets. Optimal packet ordering (scheduling) is
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discussed in Section 4.5. We assume a frame Fi,v is mapped to mi,v motion and ri,v

residual packets.

4.4 Optimized Streaming for Wireless IMVS Multicast

We now formalize an optimization problem to find the optimal structure parameters for

wireless IMVS multicast: the frequency of DE-DSC insertion T ′, the error recoverability

k for DE-DSC W 1
i,v(k) and uDSC W u

i,v(k), and the number of FEC packets for each

level, Φi,v and φi,v. We first define the wireless transmission constraint for each coding

unit Ui,v. We then derive the probabilities that: i) an entire coding unit Ui,v is correctly

decoded, and ii) a DE-DSC or uDSC is perfectly reconstructed. We then derive the

appropriate objective function for our optimization.

4.4.1 Transmission Constraint

We assume a transmission constraint in number of packets B for each coding unit Ui,v.

We can write the transmission constraint as follows:

Mi,v +Gri,v +Φi,v +Gφi,v ≤ B (4.1)

In words, (4.1) states that the total number of packets used for motion and residual

packets and both levels of FEC packets cannot exceed the bandwidth of B packets for

unit Ui,v.

4.4.2 Preliminaries

We first formally define mathematical quantities that are useful when dealing with a

GE packet loss model. Let P (i) be the probability of having at least i consecutive

transmissions in the good state in the GE model, given transmission starts in bad state.

Further, let p(i) be the probability of having exactly i good state transmissions between

two bad state transmissions, given transmission starts in bad state. We write P (i) and
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p(i) as follows:

P (i) =







1 if i = 0

q(1− p)i−1 otherwise

p(i) =







1− q if i = 0

q(1− p)i−1p otherwise
(4.2)

Similarly, we define Q(i) and q(i) as the probability of at least i consecutive bad state

transmissions, and the probability of exactly i bad state transmissions, given transmis-

sion starts in good state. Equations for Q(i) and q(i) will be the same as those for P (i)

and p(i), with the parameters p and q interchanged.

We can now recursively define the probability R(m,n) of exactly m bad state transmis-

sions in n total transmissions, given transmission starts in bad state:

R(m,n) =















P (n) for m = 0 and n ≥ 0
n−m
∑

i=0

p(i)R(m− 1, n− i − 1) for 1 ≤ m ≤ n
(4.3)

Similarly, the probability S(m,n) of exactly m good state transmissions in n total trans-

missions, given transmission starts in good state, is written in the same form as (4.3),

with Q(i) and q(i) replacing P (i) and p(i) in (4.3), respectively.

4.4.3 Correct Receive Probability of a Coding Unit

Given previous definitions, we now derive the probability αi,v that all motion and residual

packets of unit Ui,v are correctly delivered. As previously discussed, besides source

packets, two levels of FEC packets are employed to protect against packet losses. Hence,

a necessary condition for recovery is to require the number of lost packets not to exceed

the total number of FEC packets used: Φi,v +Gφi,v.

We first write αi,v as a weighted sum of αG
i,v and αB

i,v, the decoding success probability

of unit Ui,v given transmission starts in good and bad state respectively:

αi,v =

(

q

p+ q

)

αG
i,v +

(

p

p+ q

)

αB
i,v (4.4)
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Assuming transmission starts in the good state, m of B total packets can be transmitted

in good state with probability S(m,B). Unit Ui,v can be successfully received if at least

r ≥ Mi,v +Gri,v packets are correctly delivered, and these r packets can be a sum of rG

and r − rG delivered packets in good and bad states respectively. Hence we can write

αG
i,v as:

αG
i,v ≈

B
∑

m=0

S(m,B)
B
∑

r=Mi,v+Gri,v

r
∑

rG=0

PG(rG,m)PB(r − rG, B −m) (4.5)

where PG(x, y) and PB(x, y) are the probabilities of exactly x delivered packets in y tries

in good and bad state respectively:

PG(x, y) =























y

x



 (1− g)xgy−x if x ≤ y

0 o.w.

(4.6)

PB(x, y) =























y

x



 (1− b)xby−x if x ≤ y

0 o.w.

(4.7)

αB
i,v can be written similarly to αG

i,v in (5.12) and is hence omitted.

4.4.4 Correct Decode Probability for DE-DSC / uDSC

We next derive the correct decode probability for all DSC frames (DE-DSC or uDSC) in

unit Ui,v, given not all motion and residual packets in the unit are correctly delivered.

A DSC frame is correctly decoded if: i) all motion packets between two DSC frames are

correctly recovered, and ii) residual packets of at least T ′−k−1 preceding P-frames are

correctly recovered.

We first consider the probability δi,v that the motion information of all frames in unit

Ui,v are correctly recovered. As done in (5.11) for αi,v, δi,v can also be written as a

weighted sum of δGi,v and δBi,v, depending on whether transmission starts in good or bad

state. Let γM = (Mi,v+Φi,v)/B be the fraction of bandwidth for transmission of motion

and level-1 FEC packets. Mi,v motion packets are correctly recovered if at least r ≥ Mi,v

packets are correctly delivered, where again r can be a sum of rG and r − rG packets



Chapter 4. uDSC for IMVS 44

delivered in good and bad state, respectively. The difference from (5.12) is that for given

m and B−m transmissions in good and bad states, only portions γMm and γM (B−m)

are used for transmission of motion and level-1 FEC packets. We can now write δGi,v as

follows:

δGi,v ≈
B
∑

m=0

S(m,B)

Mi,v+Φi,v
∑

r=Mi

r
∑

rG=0

PG(rG, γMm)PB(r − rG, γM (B −m)) (4.8)

Next, we derive the probability ηi,v that residual packets of at least T ′ − k− 1 of T ′ − 1

P-frames are recovered for DSC frame to be correctly decoded. Given our packetization

scheme, that means at least T ′ − k− 1 residual groups are correctly recovered. Because

interleaving was performed to space packets in one residual group to be as far apart as

possible, we can approximate packet losses within a residual group as iid losses, with

probability l =
(

p
p+q

)

g+
(

q
p+q

)

b. The probability θi,v that a residual group is correctly

recovered is hence:

θi,v =

ri,v+φi,v
∑

r=ri,v





ri,v + φi,v

r



 (1− l)rlri,v+φi,v−r (4.9)

In words, (4.9) states that a residual group must receive at least ri,v packets for the

group to be correctly recovered.

Having derived θi,v, we can now write ηi,v as follows:

ηi,v ≈
T ′−2
∑

j=T ′−k−1





T ′ − 1

j



 θji,v(1− θi,v)
T ′−1−j (4.10)

where the upper limit in (4.10) is T ′ − 2, since by assumption not all the motion and

residual packets in the coding unit are correctly recovered.

4.4.5 Objective Function

We now derive our objective function as the expected distortion reduction D in the

GOP given chosen parameters for the frame structure. For a coding unit Ui,v to be

correctly decoded, each previous unit Uj,v, j < i, must be either fully correctly received

with probability αj,v, or have all its DSC frames correctly decoded with probability
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(1 − αj,v)δj,vηj,v. If the entire unit Ui,v is correctly delivered as well, then all T frames

are correctly decoded with distortion reduction D′
i,v. Otherwise, if at least the T/T ′

DSC frames are correctly decoded, then correct decoding of T/T ′ DSC frames brings

distortion reduction D′′
i,v, while the remaining frames’ distortion reduction is assumed

to be 0. D′
i,v and D′′

i,v can be written simply as a sum of individual frames’ distortion

reduction di,v’s:

D′
i,v =

T−1
∑

l=0

diT+l,v D′′
i,v =

T/T ′
∑

j=0

diT+jT ′,v (4.11)

The objective function D can now be written as:

max D =
M
∑

v=1

τ−1
∑

i=0

(

αi,v D′

i,v + (1− αi,v)δi,vηi,v D
′′

i,v

)

Yi,v

Yi,v =
i−1
∏

j=1

αj,v + (1 − αj,v)δj,vηj,v (4.12)

The goal is to find parameters that maximize D in (5.13) for the entire GOP subject

to transmission constraint (4.1) for each coding unit Ui,v.

4.4.6 Coding Structure Optimization

Having formally defined the optimization above, we now describe a simple heuristic to

find good structure parameters. We observe that since DSC frames of coding units early

in the GOP affect the decodability of differentially coded frames later in the GOP, early

DSC frames should have high probability of correct decoding. Specifically, DE-DSC

frame insertion period T ′ for an early coding unit should be no smaller than a later

coding unit, since fewer DE-DSC frames in a unit means more bandwidth left for FEC

packets, resulting in higher correct decode probability for DE-DSC frames. Further,

more sparsely inserted DE-DSC frames should have larger DSC error recovery ability

k, resulting in a higher tolerance for burst losses in the GE model. Note that sparse

insertion of DE-DSC frames also means a longer error propagation when a P-frame is not

correctly decoded. For early coding units, however, higher DE-DSC correct decoding

probability is more important than short error propagation.

Based on the above observation, we optimize the structure parameters from the last

coding unit Uτ−1,v backward to the first coding unit U0,v as follows. For Uτ−1,v, we first
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insert one DE-DSC frame into the unit (T ′ = T/2), and let DSC error recoverability

k = 1. We then equally allocate the remaining available bandwidth to level-1 and level-2

FEC, Φτ−1,v and φτ−1,v. Then, we incrementally increase Φτ−1,v and decrease φτ−1,v

(since motion packets are more important) while observing bandwidth constraint, until

no further gain in objective value (5.13) is possible. We subsequently increase k by 1 and

perform the same FEC allocation procedure to find locally optimal Φτ−1,v and φτ−1,v.

We stop when a larger k does not lead to further gain, resulting in the locally optimal set

of parameters (k,Φτ−1,v, φτ−1,v) for given T ′. We then incrementally increase insertion

of DE-DSC frames and repeat the process to search for better parameter sets, until no

further gain is observed. The best parameter set (T ′, k,Φτ−1,v, φτ−1,v) is implemented

for Uτ−1,v.

Given structure parameters for Ui+1,v, . . . , Uτ−1,v are discovered, we find parameters for

Ui,v as follows. We first set T ′ and k for Ui,v to be the same as Ui+1,v, and find the

optimal FEC allocation as described above. Then, we iteratively increase T ′ and k to

find better allocation, until no further gain is observed.

4.5 Optimized Streaming for Wired IMVS Unicast

In this section, we discuss how IMVS coding structure with uDSC frames is optimized

in the wired IMVS unicast scenario. We will assume iid packet losses and tight playback

deadlines for each streaming client.

4.5.1 Overview of Server Packet Scheduling Optimization

For wired IMVS unicast, we assume that there are tight playback deadlines for video

frames; from the moment a client has started video playback after waiting an initial

buffering period of bo seconds, each successive frame Fi,v must arrive before its playback

deadline, or decoding of Fi,v fails. bo is also the maximum buffering size (in time) the

client can accommodate; i.e., the server cannot send more than bo seconds worth of

frames into the future beyond the frame the client is currently watching to avoid buffer

overflow.
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We assume that the transmission channel has bandwidth C̄ bits per second (bps). For

fixed packet size S bits and a given transmission duration of t seconds, bandwidth C̄

translates to a fixed number of possible packet transmissions f(t) = ⌊C̄ ∗ t/S⌋. If t

is the amount of time until a frame’s playback deadline expires, then f(t) is also the

number of TO until the expiration of the frame at decoder, upon which the frame is late

and decoding fails. For simplicity, we assume each packet loss is known instantly at the

server with zero delay.

We optimize packet transmission one code block at a time. As discussed in Section 4.3.3,

each frame Fi is divided into mi motion and ri residual packets2. We assume the

following server behavior: once it has committed to transmit motion or residual packets

of a given frame Fi, the mi motion or ri residual packets will be (re)transmitted until: i)

the committed motion / residual packets are all correctly delivered, or ii) the available

TOs until Fi expires have been depleted. In the latter case, it means Fi cannot be

correctly decoded.

For a given MV coding structure, it is clear that all motion packets in a coding block

must be correctly delivered for the next DE-DSC or uDSC frame to be correctly decoded.

The hard decision for the server is the following: should the ri residual packets of a frame

Fi be transmitted towards the goal of having Fi itself correctly decoded, or should the

mj motion packets of a later frame Fj , j > i, be transmitted towards the goal of having

the next DSC Wl,v(k) correctly decoded, forsaking the correct decoding of Fi? This is

the optimization we will formulate using MDP.

4.5.2 Markov Decision Process

We use MDP [37] as the mathematical tool to help the server make the best possible

decisions of which motion or residual packets of which frame in a code block to transmit

at any given time. We define the three major components of MDP in order: i) state &

action space, ii) state transition probabilities, and iii) benefit function.

2For simplicity in explanation, we will drop the subscript for view v in this section.
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Figure 4.6: Example of Markov Decision Process.

4.5.2.1 State & Action Space for MDP

In a nutshell, a MDP is a finite horizon recursion, where the leaf node of the recursion

tree marks the end of the decision process. Each recursive call at time t is associated

with a state st. MDP then selects an action at given state st, which will then lead to

multiple recursive calls with states st′ ’s of later time t′’s, t′ > t, with state transition

probabilities P(st,at)(st′)’s. MDP will spur no more recursive calls when the state st is

a terminal state (to be formally defined shortly). The solution of a MDP is a policy π

that maps each feasible non-terminal state st to an action at, i.e., π : st 7→ at.

Specifically, we first define the state space for our MDP for a code block of frames

F0, . . . , FT ′−1. Let st = (M,R, t) be a state at time t, where M is the number of

consecutive frames starting from F0 with all motion packets correctly received, and R

is the number of consecutive frames starting from F0 with all residual packets correctly

received. t = 0 is the start of the optimization, and initial state is s0 = (0, 0, 0).

Since there are only motion and residual packets, given state st = (M,R, t), possible

actions at’s are: i) transmit mM motion packets for the next frame FM with motion

packets not transmitted yet (action denoted as M), or ii) transmit rR residual packets

for the next frame FR with residual packets not transmitted yet (action denoted as R).

Because motion packets are more important than residual packets, server will always

choose to send mi motion packets before ri residual packets for a given frame Fi. Hence

state st = (M,R, t) will always have M ≥ R. State st is a terminal state when: i) state
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st = (M,R, t) is a success state and has all motion and residual packets delivered, i.e.,

M = R = T ′; or ii) state st is a no-decision state and indicates that residual packets of

frame FR−1 have missed the playback deadline of FR−1, i.e., (t− bo) ∗FPS > R− 1. In

the latter case, the only logical action left is to transmit the remaining packets in the

code block that are necessary for correctly decoding the next DSC frame.

Figure 4.6 is a simple illustration of MDP. For a non-terminal state st, the corresponding

action could be M or R, leading to different future states. Figure shows that action

at = M can lead to two possible future states: non-terminal state (st′) and terminal

no-decision state (st′′′ ). State st′′′ means that residual packets R − 1 has missed frame

FR−1’s playback deadline. For non-terminal state st′ , MDP will continue until a different

terminal no-decision state is reached, or a terminal success state is reached.

4.5.2.2 Client Buffer Adjustment

To avoid client buffer overflow, server will avoid sending more than bo seconds worth of

frames beyond the client’s current playback frame. This can be accounted for simply

in the MDP. Given state st = (M,R, t), the amount of video data delivered (in second)

minus the amount already played back, M/FPS − (t− bo), must be smaller than buffer

size in second bo; i.e., M/FPS ≤ t. Otherwise, the server must wait M/FPS−t seconds

before another action can be taken. In other words, state st = (M,R, t) maps directly

to state sM/FPS = (M,R,M/FPS) before an action is taken via MDP if M/FPS > t.

4.5.2.3 Transmission Probabilities for MDP

We now define the transmission probability for MDP—the likelihood of landing in future

state st′ given the server takes action at at state st = (M,R, t). Given action at can only

be motionM or residualR, the corresponding future state can only be st′ = (M+1, R, t′)

and st′ = (M,R + 1, t′), for t′ > t. Note that because t′ is precisely the time when a

discrete number of motion or residual packets have been successfully transmitted, we

know t′ belongs to one of the following two discrete sets:

t′ =







t+ (mM + k)S/C̄, k ∈ Z+ if at = M

t+ (rR + k)S/C̄, k ∈ Z+ if at = R
(4.13)
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where Z+ denotes the set of non-negative integers. In words, (4.13) says that t′ depends

on the number mM + k of actual transmissions used for the correct delivery of mM

motion packets if at = M (similar expression if at = R).

Given iid packet loss model with loss probability β, if at = M, then state transition

probability Pst,at(st′) can be derived simply:

P(M,R,t),M(M + 1, R, t′) =





(t′ − t)C̄/S − 1

mM − 1



β(t′−t)C̄/S−mM (1 − β)mM (4.14)

(4.14) states that for transmission period t′ − t, (t′ − t)C̄/S − 1 transmissions were first

expended to successfully delivered mM − 1 motion packets, and then the last motion

packet is successfully delivered with probability 1−β. Similar expression can be written

for P(M,R,t),R(M,R+ 1, t′) if at = R.

4.5.2.4 Benefit of Each Action

We now assign benefit Bst,at(st′) for each state transition (st, at) 7→ st′ . There are only

two cases where we need to assign a non-zero benefit value to a state transition. First,

given st = (M,R, t), if action at = R, and residual packets of frame FR are transmitted

correctly before playback deadline of FR, i.e. t′ − bo < (R + 1)/FPS, then FR can be

correctly decoded on time, resulting in distortion reduction dR. If transmitted residual

packets are of the last frame FT ′−1, we assign in addition a large distortion reduction

dDSC . Since the following DSC frame in the next code block must be correctly decoded

for the remaining frames in the GOP to be correctly decoded, an additional dDSC for

the last frame in the current block can reflect its importance for the remaining frames

in the GOP.

Second, if st′ = (M ′, R′, t′) misses the playback deadline of frame FR′−1, i.e., t
′ − bo >

R/FPS, then st′ is a terminal non-decision state. To assign a benefit for st′ , we need

to first calculate the probability PDSC that sufficient motion and residual packets in

this block are transmitted correctly for the following DSC frame in the next block to be

correctly decoded. We then multiply PDSC by dDSC as benefit for st′ .

Let the remaining number of packets necessary for decoding of the following DSC frame

to be K. It is the sum of remaining motion packets in T ′ frames in the block, plus
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remaining residual packets (if any) in T ′ − k frames in the block:

K =
T ′−1
∑

i=M ′

mi +
T ′−1−k
∑

j=R′

ri (4.15)

Let the number of remaining TOs in the block be Q:

Q =
⌊

(T ′/FPS + bo − t′)C̄/S
⌋

(4.16)

We can now write PDSC as the probability that at least K packets are successfully

transmitted in Q transmissions:

PDSC =

Q
∑

i=K





Q

i



 βQ−i(1− β)i (4.17)

4.5.2.5 Finding Optimal Policy for MDP

The optimal policy π∗ is one that leads to the minimum expected distortion (maximum

distortion reduction) for the lifetime of the MDP. Denote by π∗
t (st) the maximum ex-

pected distortion reduction, given current state st. π
∗
t (st) can be defined recursively: a

chosen action at at state st leads to state st′ with state transition probability Pst,at(st′)

and benefit Bst,at(st′). Assuming optimal policy π∗
t′(st′) is performed at instant t′, we

have expected benefit Pst,at(st′)
[

π∗
t′(st′) +Bst,at(st′)

]

. π∗
t (st) exhaustively searches for

the optimal action a∗t given state st.

π∗
t (st) = max

at

∑

st′

Pst,at(st′)
[

π∗
t+1(st′) +Bst,at(st′)

]

(4.18)

(4.18) can be solved using dynamic programming (DP). Specifically, each time a sub-

problem to π∗
t (st), where state st = (M,R, t), is solved, the solution is placed in entry

[M,R, t ∗ C/S] of a DP table3 Π. Doing so means that the solution to a repeated sub-

problem π∗
t (st) can be simply looked up instead of solved again, reducing computation.

3t ∗ C/S is an integer, since t is the amount of time transmitting an integer number of packets over
a constant bandwidth channel.
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Figure 4.7: Example of computation reduction for Markov Decision Process.

4.5.3 Coding Structure Optimization

As done in Section 4.4.6, we use a heuristic to find locally optimal structure parameters:

DE-DSC insertion period T ′ and DSC error recoverability k. We will again make the

observation that T ′ and k for a coding unit early in the GOP should be no smaller

than a coding unit later in the GOP. Based on this observation, we again follow similar

optimization procedure, where we optimize parameters for the last coding unit Uτ−1,v

back to the first coding unit U0,v. For each coding unit Ui,v, we ensure that T ′ and k

for Ui,v are no smaller than ones in Ui+1,v.

One can reduce the computation complexity of our proposed MDP packet scheduling,

with a cost in optimization accuracy, using the following method. For state st, after

choosing action at (M or R), the client may arrive at a set of non-terminal states with

different probabilities. We propose to combine every m consecutive non-terminal states

into one, as illustrated in Figure 4.7. For the new combined state st∗ , time t∗ will be

the average time of the m original states. The probability of arriving at state st∗ will

be the sum of probabilities of arriving at each of the m states. Given the optimization

problem is solved using DP, this method effectively reduces the computation complexity

of MDP by a factor of m, by reducing the size of the DP table by the same factor.
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4.6 Experimentation

In this section, we present extensive experiments conducted to demonstrate the perfor-

mance advantage of our proposed optimized IMVS frame structures with uDSC frames

over competing schemes without uDSC frames, for both wireless multicast and wired

unicast streaming scenarios.

4.6.1 Experimental Setup

We modified DSC codec in [85]—a H.263-based4 codec using LDPC code for channel

coding to overcome noise in the side information—to generate uDSC frames as described

in Section 4.3. In the first experiments, I- and P-frames were encoded using comparable

H.263 tools. Multiview video test sequences used were 150-frame Akko 5 at 640 × 480

resolution and 75-frame Breakdancers [114] at 1024× 768 resolution. We assume there

are M = 3 captured views for each sequence. Video playback speed for Akko and

Breakdancers are 30fps and 15fps, with view-switching period T being 30 and 15

respectively.

We fixed the quantization parameters (QP) for I-, P- and DSC frames so that the

resulting visual quality in PSNR for each frame due to source coding only is roughly

35.5dB for Akko and 37.2dB for Breakdancers. Given a coding unit is composed of an

I-frame followed by P-frames, the source coding rates for Akko and Breakdancers are

587kbps, 788kbps respectively, when coded using H.263.

The size of DE-DSC will increase as the error recovery ability increases. When the DE-

DSC frame can tolerate residual loss of 4 P-frames among 7 transmitted frames, the size

of a typical DE-DSC is about 2.25 and 2.8 times of the size of a H.263 encoded P-frame

for Akko and Breakdancers, respectively. We note that two multiview test sequences

have very different characteristics: Akko has closer capturing cameras and slower video

motion than Breakdancers.

An event-driven network simulator developed in-house was used to simulate packet losses

according to the GE and iid packet loss models for wireless multicast and wired unicast.

4For the purpose of demonstrating the effectiveness of our proposed uDSC frame in facilitating view-
switching and halting error propagation in IMVS scenarios (rather than raw coding performance), we
believe DSC frames constructed using H.263 tools is sufficient.

5http://www.tanimoto.nuee.nagoya-u.ac.jp
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Each performance point in the network simulation experiments is the average result of

over 100, 000 experimental trials. MTU was set to be 1500bytes.

We assume that for all streaming scenarios, the decoder performs frame freeze, which

means that when a frame i cannot be correctly decoded (due to missing packets to this

frame or a previous frame in its motion prediction chain at frame i’s playback time),

the encoder will display the last correctly decoded frame j as a replacement. Hence the

mean square error (MSE) between the replacement decoded frame j and the original

target frame i is computed as the distortion of the incorrectly decoded frame i. PSNR

is then computed as a function of MSE.

4.6.2 Wireless IMVS Multicast Scenario

In this section, we present experimental results for the wireless IMVS multicast scenario.

Packet losses were generated using the GE model with parameters p, q, g, b, as discussed

in Section 4.2.2. We compare the performance of our optimized IMVS structure (uDSC)

with two competing schemes. In IPIP, each coding unit is composed of an I-frame plus

T − 1 P-frames. At stream time, the server would vary the amount of source packets

transmitted according to network conditions by dropping trailing P-frames. The selected

frames would be divided into two groups, and UEP FECs were applied thereafter. We

found the optimal number of frames to transmit, the division of selected frames into

two groups, and UEP FEC for the two groups via exhaustive search to achieve the

maximum expected receiver video quality for a given set of network conditions. IPIP

thus represents the state-of-the-art without DSC frames. In IPMP, each coding unit

(except the first unit, which starts with an I-frame) is composed of a MP-DSC frame

plus T−1 P-frames. IPMP allocates the largest possible number of FEC packets for equal

error protection of the generated source packets, given the same network bandwidth.

IPMP represents coding structures with DSC frames but without optimized transport

mechanisms.

At encoding time, parameters of our proposed structure uDSC were optimized assuming

loss rate was α = 5.68%, and bandwidth is 1 + α times the source coding rate (587kbps

for Akko) and rounded up to the nearest integer multiple of 100kbps, which is 700kbps.

At stream time, the actual loss parameters of the channel were used to optimize packet

transmission. Figure 4.8(a) shows the resulting PSNR of the decoded video at client
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Figure 4.8: PSNR versus loss rate (a) and bandwidth (b) for Akko. Loss rates are
varied by changing p, while q = 0.15, g = 0.05 and b = 0.8.

using the three schemes for Akko at different loss rates (by varying p), where g = 0.05,

b = 0.8, q = 0.15 and bandwidth was 700kbps. We see that uDSC outperformed the other

competing schemes by up to 1.9dB. It is because suitable DE-DSC and uDSC insertion,

in combination with optimized FEC, packetization and reordering greatly improved error

resiliency. IPIP can also halt the error propagation, but is less effective than uDSC

due to I-frame’s larger size compared to an uDSC frame, leaving little bandwidth for

transmission of trailing P-frames and FEC.

In Figure 4.8(b), we plot the resulting PSNR against bandwidth, while the loss rate

is fixed at 6.9%. The parameters of the GE models were the same. We see that as

the bandwidth available for transmission increases, performance for all three schemes

improves, but uDSC still consistently outperforms IPIP and IPMP. In particular, uDSC

outperformed IPIP by up to 2.8dB.

Similar experiments were conducted for Breakdancers, and results are shown in Fig-

ure 4.9. We see that similar trends can be observed. In Figure 4.9(a), the bandwidth

was set to 900kbps, GE parameters were set as: g = 0.05, b = 0.8, q = 0.15. We see that

the largest PSNR gain of uDSC over the competing schemes is 1.15dB. In Figure 4.9(b),

we fixed the loss rate at 6.9% and varied the transmission bandwidth. The largest PSNR

gain of uDSC over the other competing schemes is 1.3dB.
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Figure 4.9: PSNR versus loss rate (a) and bandwidth (b) for Breakdancers. Loss
rates are varied by changing p, while q = 0.15, g = 0.05 and b = 0.8.

4.6.3 Wired IMVS Unicast Scenario

In this section, we present experimental results for the wired IMVS unicast scenario.

The packet loss model used is iid with parameter β, as discussed in Section 4.2.2. We

compare the performance of our optimized IMVS structure (uDSC&MDP m=1) with four

competing schemes. uDSC&MDP m=2 is the complexity-reduced version of uDSC&MDP m=1

by combining two consecutive non-terminal states into one, as discussed in Section 4.5.3.

uDSCmc&MDP uses a single uDSC frame proposed for wireless multicast as discussed in

Section 4.3.2.1 for both view-switching and error resilience (as opposed to the multiple

P-frames plus small uDSC frame for unicast as discussed in Section 4.3.3). As a result,

uDSCmc&MDP must transmit a large uDSC frame whether view-switching is performed

or not. uDSCmc&MDP performs packet scheduling using MDP. uDSC uses the proposed

coding structure for unicast described in Section 4.3.3 but does not use MDP for packet

scheduling. Instead, the server transmits motion and residual packets of frames in

succession, and as soon as it fails to meet a frame’s playback deadline, it transmits

packets necessary to decode the next uDSC frame. In IP, each coding unit is composed

of an I-frame plus T − 1 P-frames. For the competing schemes not employing MDP

for packet scheduling, the server transmits motion and residual packets of frames in

succession. All schemes use the same network bandwidth and the same buffer time.

The results, in PSNR of decoded video at client versus loss rate, are shown in Figure 4.10

for Akko. The initial buffering periods were 0.16s and 0.15s, and bandwidths were

630kbps and 670kbps for Figure 4.10(a) and (b), respectively. In Figure 4.10(a), we can
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Figure 4.10: Akko: Comparison of Received Video quality vs loss rate for different
schemes.

0.05 0.06 0.07 0.08 0.09 0.1 0.11
24

26

28

30

32

34

36

38

loss rate

P
S

N
R

 in
 d

B

Breakdancers: PSNR vs loss rate

 

 

uDSC&MDP m=1
uDSC&MDP m=2
uDSCmc&MDP
uDSC
IP

(a) bandwidth 810kbps b0=0.27s

0.05 0.06 0.07 0.08 0.09 0.1 0.11
29

30

31

32

33

34

35

36

37

38

loss rate

P
S

N
R

 in
 d

B

Breakdancers: PSNR vs loss rate

 

 

uDSC&MDP m=1
uDSC&MDP m=2
uDSCmc&MDP
uDSC
IP

(b) bandwidth 850kbps b0=0.23s

Figure 4.11: Breakdancers: Comparison of Received Video quality vs loss rate for
different schemes.

see that uDSC&MDP m=1 outperformed IP by up to 11.6dB. We see also that complexity

reduction from uDSC&MDP m=1 to uDSC&MDP m=2 incurred a PSNR drop of at most 0.2dB.

We see that the performance of all schemes dropped when the loss rate increased. Larger

uDSC frames used in uDSCmc&MDP resulted in a lower PSNR when compared to uDSC&MDP.

We see also the importance of using MDP for packet scheduling, as uDSC, which used

the same structure as uDSC&MDP, performed poorly compared to uDSC&MDP.

As shown in Figure 4.10(b), when the bandwidth increased, all the schemes performed

better. However, the comparative trends are the same as Figure 4.10(a). We can see

the performance gain for uDSC&MDP m=1 over IP is up to 3.8dB.

Similar experiments were conducted for Breakdancers, and results are shown in Fig-

ure 4.11. We see that similar behavioral trends can be observed. In Figure 4.11(a),
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initial buffer period and bandwidth were set to be 0.27s and 810kbps respectively. We

can see that the PSNR gain is up to 11dB compared to IP. The cost of computation

complexity reduction is at most 0.2dB. We increased the bandwidth to 850kbps and

show the corresponding results in Figure 4.11(b). We can see the gain is up to 7.9dB

compared to IP.

4.7 Summary

In IMVS, a client can periodically switch to neighboring captured views as the video

is played back in time. The technical challenge is to design coding structure to facili-

tate periodic view-switching, while providing some level of error resiliency, so that error

propagation due to differentially coded frames can be mitigated. In this paper, we first

propose a new frame type called uDSC frame that can both facilitate view-switching

and halt error propagation. We then optimize transmission strategies for coding struc-

tures with uDSC frames for wireless IMVS multicast and wired IMVS unicast scenarios.

Experimental results show that optimal transmission of coding structure with uDSC

frames out-performs competing schemes by up to 2.8dB and 11.6dB for the two stream-

ing scenarios.



Chapter 5

Multi-Path Free Viewpoint Video

Streaming

This chapter introduces the system for multiple description coding and joint

interview/temporal recovery of free viewpoint video transmitted over two net-

work paths. Near-optimal source and channel coding rates for each descrip-

tion are selected using an efficient branch-and-bound method for the given

transmission bandwidth on each path.

5.1 Introduction

The popularity of stereoscopic video, where two texture images captured from two closely

collocated cameras are shown respectively to each of the viewer’s eyes in order to induce

a perception of depth in the 3D scene, is indisputable. However, it is known that

motion parallax [106], where the viewer’s head movement triggers a corresponding shift

in the viewing angle of the observed scene, represents an even stronger stimulus of depth

perception [115]. With stereoscopic video, the same two views are shown to the viewer’s

two eyes regardless of how much the viewer moves his head. This results in physical

objects in the 3D scene appearing as unnatural flat layers, which is undesirable.

59
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One technology to enable motion parallax is FVV [50]. At the sender, a large 1D array

of closely spaced cameras synchronously captures texture and depth images1 of the same

3D scene from slightly different viewing angles. The sender then transmits texture and

depth maps of two adjacent captured views—a format known as texture-plus-depth [57]—

that are closest to the viewer’s viewing perspective of the scene, as governed by his head

movement that is dynamically tracked over time [43]. (The two transmitted views are

denoted as left and right views in the sequel.) The viewer can then synthesize any

intermediate virtual view that corresponds to his present viewpoint of the scene via

DIBR [118], using texture and depth maps of the two captured views as references. This

results in an enhanced 3D depth perception via the aforementioned motion parallax.

If the communication path between the sender and receiver is over wireless links that

are known to be burst-loss prone due to shadowing, slow channel fading, and interfer-

ence [23], then the resulting packet losses of texture and depth video data are difficult

to overcome and can severely affect the synthesized view quality. This is especially

true since the interactivity of free viewpoint video mandates stringent playback deadline

requirements at the receiver [49]. Therefore, packet loss recovery strategies based on

automatic retransmission request [119], which exhibit round-trip-time delays, are not

applicable.

To tackle this challenge, we propose a novel MDC, and joint inter-view and temporal

recovery system for wireless multi-path streaming of free-viewpoint video. Specifically,

we construct description D1 to comprise four sub-streams of data that are encoded

separately. They are the even frames of the texture and depth maps of the left view and

the odd texture and depth frames of the right view. Similarly, the odd texture and depth

frames of the left view and even texture and depth frames of the right view comprise

the second description D2. Each description is transmitted over a disjoint network path.

Furthermore, appropriate QP and channel coding rates are selected for the sub-streams

comprising the two descriptions using an efficient branch-and-bound (BB) algorithm.

Like MDC for single-view video [87], if the receiver receives one description but loses the

other during transmission, the sole received description can be independently decoded,

resulting in reduced, but still acceptable, video quality. Yet, unlike single-view video

1Texture image is a digital (color) image that includes color information (e.g., red (R), green (G),
or blue (B)) for each pixel. A depth image comprises per-pixel distances between physical objects in
the 3D scene and the capturing camera. It can be either captured directly via a depth sensor [116] or
estimated from neighboring texture images using stereo-matching algorithms [117].
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MDC [87], our MDC is carefully designed so that a lost frame in one description can be

partially reconstructed using available frames in the received description, exploiting both

temporal and inter-view correlation. Our recovery approach comprises two methods.

In the first method, denoted as temporal super-resolution (TSR), for a given lost right-

view texture frame2 xr
t at time instant t, we exploit temporal correlation in received

neighboring frames xr
t−1 and xr

t+1 in time to interpolate the missing pixels in xr
t . Yet,

unlike traditional TSRmethods like [98] where only block-based motion estimation (ME)

is performed, we exploit available depth information in the corresponding depth frames

zrt−1 and zrt+1 to partition the missing texture block into foreground and background

sub-blocks for separate ME, leading to a more accurate per-pixel motion field. Finally,

when copying the reference sub-blocks to reconstruct the missing block in xr
t , depending

on the sharpness of the sub-block boundary in the reference texture block, we optionally

perform overlapped motion compensation (OMC) to synthesize a more naturally looking

image.

The second method, denoted as DIBR, exploits the inter-view correlation between the

received left-view texture frame xl
t and missing frame xr

t . Then, given that most missing

pixels in xr
t have two recovery candidates (TSR and DIBR), we select the better candi-

date for each texture pixel at a patch level, where an image patch is a neighborhood of

pixels with similar depth values. This ensures consistency of selected candidates within

the same object. Through extensive experimentation, we demonstrate that our system

outperforms a single-description / single-path transmission scheme by up to 5.5dB in

PSNR of the synthesized intermediate view at the receiving client.

5.2 Multiple-path Free Viewpoint Video System

5.2.1 Free Viewpoint Video Streaming System

Our system is illustrated in Fig. 5.1. We assume that there are two disjoint network

paths available for transmission of free viewpoint video content to the client. For exam-

ple, a multi-homed wireless client can have two network interfaces such as 3G cellular

2Frame recovery for left-view texture frame x
l
t can be performed similarly. Due to its piecewise

smooth characteristics, recovery of depth frame z
r
t is done using DIBR only as described in Section 5.4.
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Figure 5.1: Overview of our streaming system for free viewpoint video encoded in
two descriptions for transmission over two disjoint paths.

and 802.11 Wi-Fi that connect to two orthogonal communication networks [120]. An-

other example is a community of wireless clients [76] in proximity of each other that

collaboratively pool their wireless network resources together for a high-priority task.

Yet another example is multi-source video streaming [121], where the video content re-

sides in both a remote server and a nearby peer who has cached the content and can

help with the distribution. In any of these cases, the free viewpoint video content can be

transmitted to the client simultaneously over two disjoint network paths. At the same

time, we assume that the client sends periodic feedback to the sender(s) over these two

paths, so that the sender(s) knows the intermediate virtual view requested at any time.

The two disjoint network paths will in general be characterized by different transmission

bandwidth and packet loss statistics. Since the paths are disjoint, packet loss events on

one link are independent from loss events on the other.

We assume that each network path exhibits end-to-end burst packet loss characteristics

modeled by a GE model [122].

5.2.2 Free Viewpoint Video Representation

We assume that the free viewpoint video content is encoded in the now popular texture-

plus-depth format [57]. In a nutshell, an array of closely spaced cameras capture texture

and depth maps (images) from different viewpoints (see [107] for an example camera

setup). Depending on the intermediate virtual view currently requested by the client

(based on currently tracked head position [106], for example), texture and depth maps
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from the two nearest camera viewpoints (left and right views) will be encoded for trans-

mission3. We further assume that the two transmitted views are rectified in a pre-

processing step [124].

Using texture and depth maps from two captured views as references, a novel image

as observed from an intermediate virtual view chosen by the client can be synthesized

via DIBR. This is essentially a pixel-to-pixel mapping procedure that translates texture

pixels in the reference camera views to the virtual view image, where the mapped loca-

tions are determined by known camera parameters and the corresponding depth pixel

values. Spatial regions in the virtual view that are occluded by foreground objects and

thus not visible in the reference views are called disocclusion holes. They are in general

difficult to fill; there exist depth-based inpainting methods in the literature [125–127]

that provide satisfactory solutions in typical cases. Using the two closest camera views

as references for DIBR ensures that the sizes of the resulting disocclusion holes in the

virtual image are small.

5.2.3 Multiple Description Construction

We encode texture and depth videos from the left and right views as follows. We first

perform standard MC predictive video coding, such as H.264 [24], respectively on the

odd and even frames of the left-view texture video, xl
1,x

l
3, . . ., and xl

0,x
l
2, . . ., thereby

creating two streams Xl
o and Xl

e. Similarly, we encode the odd and even frames of the

left-view depth video, as well as the odd and even frames of the right-view texture and

depth video, into the corresponding streams Zl
o, Z

l
e, X

r
o, X

r
e, Z

r
o and Zr

e. This procedure

of encoding even and odd frames separately into different streams is reminiscent of

previous MDC schemes for single-view video [87]. Note that since the temporal distance

between the consecutively coded frames is two (rather than one frame as in conventional

video coding), our MDC results in a slightly larger source coding rate.

Note also that because a depth frame provides only geometric information for viewpoint

image rendering and is not itself observed directly by users, how to select QPs for texture

and depth maps for optimal synthesized view quality is a non-trivial problem [128]. We

3Using more than two captured views typically does not increase the synthesized view quality notice-
ably, while using only a single captured view for synthesis leaves large disocclusion holes, resulting in
poor synthesized view quality, as shown for example in [123]. Thus, we also assume that two and only
two captured views are transmitted.
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will discuss our proposed QP selection for texture and depth videos in the left and right

views in Section 5.5.

Given the encoded streams, we construct two descriptions D1 and D2 as follows. First,

we bundle the streams Xl
e, Z

l
e, X

r
o, and Zr

o into description D1; i.e., D1 is composed of

the left-view even frames and right-view odd frames. Then, we bundle the remaining

streams Xl
o, Z

l
o, X

r
e, and Zr

e into description D2; i.e., D2 is composed of the left-view

odd frames and right-view even frames. D1 and D2 are transmitted to the client via

paths one and two, as illustrated in Fig. 5.1.
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Figure 5.2: Illustration of the recovery procedure.

The descriptions are designed such that even if only one description is received, the client

can reconstruct the missing frames of the other description by exploiting the inherent

temporal and inter-view correlation that the descriptions feature. See Fig. 5.2 for an

illustration. Specifically, for each pixel in a lost frame, we reconstruct two recovery

candidates. The first candidate is reconstructed via TSR using neighboring temporal

frames of the same view. The second candidate is reconstructed via DIBR using a frame

of the same time instant in the opposing view. Given the recovery candidates, we then

select the final reconstruction of the missing data at a patch level, where each image

patch is a neighborhood of pixels with similar depth values. Doing so means we achieve

reconstruction consistency among neighboring pixels of the same object.

5.3 Temporal Super-Resolution-based Frame Recovery

Let texture frame xr
t be lost during transmission. The TSR recovery procedure comprises

a number of computational steps that are outlined in Figure 5.3 and are explained next.
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Figure 5.3: Flow diagram of the proposed TSR-based frame recovery method.
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Figure 5.4: Bidirectional motion estimation (BME) to recover missing block in target
frame xr

t via block matching in neighboring temporal reference frames xr
t−1 and xr

t+1.

5.3.1 Bidirectional Motion Estimation

We first perform BME at the block level. Specifically, for each given non-overlapping

K × K pixel block Φp, specified by its upper-left corner pixel p = (i, j) in the target

missing frame xr
t , we search for two similar blocks in the reference frames xr

t−1 and xr
t+1

at locations (i − v, j − h) and (i + v,+h), respectively. In other words, we search for

the two best-matched blocks in xr
t−1 and xr

t+1 such that a half of their temporal motion

vector (MV) will place the block at location p in frame xr
t . Fig. 5.4 shows an example

of BME.

Assuming that the sum of absolute differences (SAD) is used as a matching criteria, the

best MV (vp, hp) for block Φ(i,j) in the target frame xr
t is given by:

(vp, hp) = argmin
(v,h)

SAD
(

xr
t−1(Φ(i−v,j−h)), x

r
t+1(Φ(i+v,j+h))

)

+λ (|v − v̄p|+ |h− h̄p|) (5.1)

where (v̄p, h̄p) is the weighted average of the MVs of the causal neighboring blocks of

Φp. The additional regularization term in (5.1) enforces piecewise smoothness of the

motion field. Note that the search is performed at 1/2-pixel precision, interpolated from
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full-pixel resolution using bilinear filtering4.

v̄p is computed as

v̄p =

∑

q∈Np
wqvq

∑s
q∈Np

wq
,

wq = exp

{

−
|z̄rt (Φp)− z̄rt (Φq)|

σ2

}

, (5.2)

whereNp denotes the set of causal neighboring blocks of Φp, z̄
r
t (Φ) denotes the arithmetic

mean of depth values in block Φ of depth frame zrt , and σ is a chosen parameter. h̄p

is written in the same form as v̄p with hq replacing vq. Given unique MV (vp, hp)

for block Φp in frame xr
t , we can compute the average of blocks xr

t−1(Φi−vp,j−vp) and

xr
t+1(Φi+vp,j+hp), to reconstruct block Φp in xr

t .

Ideally, instead of block-level motion, pixel-level motion would provide more accurate

information, since a given block can contain parts of more than one object with different

motion vectors. However, finding pixel-level motion via optical flow techniques [129] is

computationally expensive. To overcome the shortcomings of both block-based BME

and optical flow, we propose an alternative arbitrary-shaped sub-block BME that uses

the available information in depth frames zrt−1 and zrt+1.

Specifically, given a texture block in the reference frame xr
t−1, we first check if the

variance of the corresponding depth block in depth frame zrt−1 is large. If so, we partition

the texture block into two sub-blocks along an edge similar to the corresponding depth

block discontinuity. The partition edge in the reference texture block in frame xr
t−1

is then translated to a partition in the target block in missing frame xr
t , dividing the

target block into sub-blocks. We then perform sub-block BME following the previously

described BME procedure. Finally, OMC is optionally performed to avoid sharp sub-

block boundaries in the reconstructed block.

5.3.2 Texture Block Partitioning

Given texture map xr
t−1 and depth map zrt−1, block support Φp at pixel p—denoted by a

sequence of offsets from p, i.e., (0, 0), (0, 1), . . . , (K − 1,K − 1)—can be partitioned into

4
Bilinear interpolation is also used in H.264 [24] to increase the resolution from half-pel to 1/4-pel

for a more accurate ME. For complexity reasons, we perform BME only at half-pel resolution.
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two non-overlapping sub-block supports Φ1
p and Φ2

p (e.g., foreground and background

objects), where Φp = Φ1
p ∪Φ2

p and ∅ = Φ1
p ∩Φ2

p. Hence the texture pixel block xr
t−1(Φp)

is also the union set xr
t−1(Φ

1
p) ∪ xr

t−1(Φ
2
p).

The first step of macroblock partitioning is to compute the variance of the correspond-

ing depth block zrt−1(Φp). If the variance is smaller than a pre-defined threshold Td

(indicating how likely the block contains more than one object), the block will not be

partitioned.

If the variance is larger than Td, the depth block will be partitioned into two sub-blocks,

each with depth pixels above and below the arithmetic mean z̄rt−1(Φp), respectively.

Assuming block zrt−1(Φp) contains only one foreground object (small depth value) in

front of a background (large depth value), this method can segment pixels into two

correct sub-blocks. This statistical approach has been shown to be robust and has

low complexity [130]. Finally, we perform a morphological closing to ensure that each

partitioned sub-block represents a contiguous region.

(a) Kendo (b) Pantomime (C) Pantomime

Figure 5.5: Illustration showing texture and depth edges may not be perfectly aligned,
where the depth edges (white lines) are detected using a ’Canny’ edge detector.

In the ideal case, the texture map contains a superset of edges of the depth map. Thus,

one can simply reuse the computed depth sub-block boundary for partitioning the tex-

ture block as well. However, a known problem in the texture-plus-depth representa-

tion [57] is that edges in texture and depth maps may not be perfectly aligned, due to

noise in the depth acquisition process. Fig. 5.5 shows example spatial regions of texture

maps overlaid with edges detected in the corresponding depth maps using a Canny edge

detector (white lines). One can clearly see that the texture and depth edges are not

perfectly aligned.
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To circumvent the edge misalignment problem, we perform a simple dilation process.

Specifically, we first copy the computed sub-block boundary to the texture block. We

next perform edge detection in the texture block. Then, we perform dilation of the

depth boundary—thickening of the edge—until a texture edge is found. Fig. 5.6 shows

an example of dilation.
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Figure 5.6: (a) edge dilation to identify corresponding texture edge for texture block
partitioning. (b) a blurred boundary and the corresponding gradient function across

boundary.

Using the discovered texture edge, the reference block in frame xr
t−1 is also partitioned

into two sub-blocks. Then, the corresponding full block in frame xr
t can be partitioned

into two sub-blocks, as well, by copying the texture edge in xr
t−1 using the MVs computed

in Section 5.3.1.

5.3.3 Overlapped Sub-block Motion Estimation

For each partitioned sub-block Φi
p in xt

t, we find its best match in reference frames xr
t−1

and xr
t+1, as described in Section 5.3.1. The only difference is that now we use sub-blocks

instead of full blocks. MVs for each sub-block are computed.

Optionally, we can now perform OMC for better reconstruction of the target block.

Specifically, when copying a best-matched sub-block from the reference frame to the

missing block in the target frame, we copy the sub-block plus l pixels across the sub-

block boundary. The extra copied pixels will be alpha-blended with overlapping pixels

copied from the opposing sub-block. See Fig. 5.7 for an illustration.
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Figure 5.7: Illustration of overlapping sub-blocks.

The width of the overlapping region l is determined by the sharpness of the texture

edge (sub-block boundary) in the reference block of frame xr
t−1. The key insight here is

that unlike a depth map which always has sharp edges, object boundaries in the texture

map can be blurred due to out-of-focus, motion blur, etc. On the other hand, sub-block

motion compensation tends to result in sharp sub-block boundaries. So to mimic the

same blur across a boundary in the reference block in frame xr
t−1, we first compute a

texture gradient function for a line of pixels in the reference block perpendicular to the

sub-block boundary [131].

We then compute the width of the plateau corresponding to the sub-block boundary,

which we define as the number of pixels across the plateau at half the peak τ of the

gradient plateau. Finally, we set l to be a linear function of the computed width w (i.e.

more blur, more overlap) as follows:

l = round (εw) , (5.3)

where ε is a chosen parameter. See Fig. 5.6(b) for an example of a blurred sub-block

boundary, its corresponding gradient function across the boundary, and the width of the

plateau w.

5.4 DIBR-based Frame Recovery and Pixel Selection Frame-

work

Having described how using TSR we can reconstruct a recovery candidate for each pixel

in a missing texture frame xr
t , we now discuss how using DIBR we can reconstruct

another recovery candidate. In particular, in Sections 5.4.1 and 5.4.2 we first discuss
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how we reconstruct the missing depth map zrt , which is easier given its known piecewise

smooth characteristics. We then discuss how the corresponding texture map xr
t can be

reconstructed using the recovered depth map zrt in Section 5.4.3. Finally, we propose a

patch-level candidate selection scheme for the final missing texture map reconstruction

by choosing between the two recovery candidates.

5.4.1 Depth Map Reconstruction

We first synthesize the missing right-view depth map zrt via DIBR [118] using the cor-

responding left-view depth map zlt. Specifically, given that the captured camera views

are rectified [124], each depth pixel zlt(x, y) of row x and column y in the left-view depth

map is mapped to a corresponding pixel zrt (x, y
′) in the right-view depth map, where

the new column index y′ is computed as:

y′ = y − round

(

1

zlt(x, y)
∗ γ

)

(5.4)

From (5.4), we note that the horizontal disparity (pixel translation) is governed by

1/(zlt(x, y)) and the shift parameter γ, which depends on the physical distance between

the two capturing cameras.

DIBR rounding holes

out-of-view pixels

 disocclusion holes

TSR

spatial average filters

weighted mode 

filters

output

Figure 5.8: Flow chart of the proposed depth map recovery method.

In general, depth pixels synthesized via DIBR are more reliable than color pixels, because

while color pixels of the same object surface can contain different values at different

viewpoints if the surface is non-Lambertian [102], depth pixels are not affected by the

object’s surface reflectance property. Hence a depth pixel mapped from the left view

to the right view is very likely to be correct. To recover all pixels in the right-view

depth map, only missing pixels need to be completed using neighboring spatial and
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temporal information. We discuss in detail how the missing pixels are filled, in this

section. Fig. 5.8 shows the flow diagram of our depth map reconstruction procedure.

disocclusion holes

missing boundary pixels

rounding holes

Figure 5.9: Three kinds of holes in a synthesized depth map.

DIBR’s simple pixel-to-pixel translational mapping results in three types of pixel holes

illustrated in Fig. 5.9. First, there are out-of-view pixels in the right-view depth map zrt

that are out-of-view in the left-view depth map zlt. Second, due to the rounding operation

in (5.4), there might not be any left-view depth map pixels that map to a given pixel

location in a right-view depth map. These are called rounding holes. Finally, there

are spatial regions in the synthesized right-view image that are occluded by foreground

objects and therefore not visible in the reference view. These are called disocclusion

holes.

Due to the operation of rounding to the nearest pixel column, carried out in (5.4), the

thereby created rounding holes are characterized by being narrow in width. Because

neighboring depth pixels around a rounding hole usually belong to the same physical

object, they have very similar depth values. Hence, simple spatial average filtering can

adequately fill in these rounding holes.

By definition, out-of-view pixels in zrt are not in the field of view in depth map zlt, and

so zlt contains no information to reconstruct out-of-view pixels in zrt . Hence we fill out-

of-view pixels in zrt by reusing the MVs computed in TSR for the texture candidates

used to copy depth pixels from matched blocks in zrt−1 and zrt+1 to zrt . We focus our

discussion on the filling of disocclusion holes next.
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5.4.2 Filling of Disocclusion Holes in a Depth Map

First, using MVs computed for a texture map during TSR described in Section 5.3,

we initialize the depth values in these disocclusion holes by copying the corresponding

reference blocks in neighboring temporal depth frames zrt−1 and zrt+1. The initialized

depth values may not lead to a piecewise smooth solution. Thus, we next employ a

weighted mode filter (WMF) [132] to sharpen the overly smoothed pixels.

Mathematically, for a pixel location p with neighbors q ∈ Np, we first compute a relaxed

histogram H(p, d) with index d as follows:

H(p, d) =
∑

q∈Np

Gs(p− q) Gf (z
r
t (p)− zrt (q)) Gr(d− zrt (q)) (5.5)

where Gs(p− q) is a Gaussian term with the geometric distance between pixel locations

p and q as its argument, Gf (z
r
t (p)− zrt (q)) is a Gaussian term based on the photometric

distance between depth values zrt (p) and zrt (q), and Gr(d − zrt (q)) is a Gaussian term

based on the error between bin index d and zrt (q). Note that Gs and Gf are similarly

computed in bilateral filter [133].

Having computed H(p, d) for different bin indices d, the new depth value zrt (p) is the

index with the largest histogram value:

zrt (p) = argmax
d

H(p, d) (5.6)

5.4.3 Depth Image Based Rendering for Texture Maps

We apply the same procedure we used for reconstructing depth map zrt , to generate

recovery candidates for texture map xr
t via DIBR. Rounding holes are also filled using

spatial average filtering. Out-of-view pixels and disocclusion holes are left unfilled. They

make up a small percentage of the total pixels, and these pixels will be reconstructed

via TSR exclusively. We now discuss how we select between TSR candidates and DIBR

candidates for the rest of the texture pixels.
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5.4.4 Selection of Recovery Candidates

Given the constructed recovery candidates for pixels in a missing texture frame xr
t ,

we now describe a procedure to select candidates at a patch level. A patch roughly

corresponds to a depth layer of a physical object, so that selecting candidates consistently

in a patch would lead to a visually pleasing reconstructed image.

5.4.4.1 Image Segmentation

(a) detected edges
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Figure 5.10: Detected edges and depth histogram of detected edges for frame 6, view
3 of the Kendo sequence.

We first segment a missing texture map xr
t into patches based on the reconstructed

depth map zrt . The algorithm is a variant of the Lloyd’s algorithm in vector quantization

(VQ) [134]. To initialize a segmentation, we first construct a histogram of depth values

for the detected edge pixels (edges are detected using a Canny edge detector) and identify

the K highest peaks ẑk’s. See Fig. 5.10 for an example depth image with detected edges

in white and corresponding depth histogram of detected edge pixels. For each pair

of adjacent peaks ẑk and ẑk+1 in the histogram, we identify a depth value that is a

minimum between the peaks and denote it as a boundary bk. Using K − 1 boundary

values bk’s, we can segment the image into at least K patches, where a patch is a set of

contiguous pixels with depth values within two boundaries bk and bk+1. Fig. 5.11 shows

resulting patches (marked in brown) between two boundary points bk and bk+1 after the

segmentation.
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Figure 5.11: Patches (in brown) between two boundary points after segmentation.

Having initialized patches, we then perform the following two steps, alternately, until

convergence. In the first step, we solve for the centroid for each patch, which is the

depth value that minimizes the MSE between the centroid and the depth values in the

patch. In the second step, given the computed centroids of different patches, each pixel

on the border of a patch can be associated with the centroid of a neighboring patch such

that its squared error is further minimized. The iteration ends when neither of the two

steps can further decrease the MSE.

5.4.4.2 Recovery Candidate Selection

To select recovery candidates between TSR and DIBR for a given patch with centroid c,

we examine frames from the most recent correctly received descriptions to see if patches

with centroids close to c have smaller reconstruction errors using TSR or DIBR. The idea

is that patches with similar depth centroids are more likely to represent the same physical

objects. Assuming the same object exhibits similar motion patterns (which affect the

performance of TSR) and surface reflectance properties (which affect the performance of

DIBR) over time, previous frames provide valuable side information for good selection

of recovery candidates for a current frame.



Chapter 5. Multi-path FVV Streaming 75

5.5 Data Transport Optimization

Having discussed the description recovery method in the previous sections, when the

client receives only one description out of two, we describe now how we optimally select

the source and channel coding rates for each description, given the available bandwidth

and packet loss statistics associated with a transmission path, such that the client’s

expected video quality is maximized.

Within one description, the video frames (texture or depth) comprising a GOP are split

into N sub-groups each with the same number of frames, as shown in Figure 5.12. Let ni

denote the total number of packets (source plus channel) that are transmitted for sub-

group i. ki denotes the number of source packets only for sub-group i, where texture

and depth maps in the description are encoded using different QPs (to be discussed).

ni − ki packets in sub-group i are for FEC packets, generated as linear combinations of

the corresponding ki source packets. Correct delivery of any ki of ni transmitted packets

will recover all ki source packets.

For simplicity, we assume also that the playback deadline of the first frame of each

sub-group is the transmission deadline for the whole sub-group. We now formulate an

optimization problem for selecting QP Q, for every video frame comprising packet ni of

sub-group i.

Sub-group 1 Sub-group N

X0
r

X1

l ...

k1 : source packets

n1 -k1 :  FEC 
δ:  playback deadline

k2 : source packets

n2 -k2 : FEC 
δ+T :  playback deadline

kN : source packets

nN -kN : FEC 
δ+T*(N-1) : playback deadline

... ...XM

r

XM+1

l

... XM*(N-1)

r

XM*(N-1)+1

l

Sub-group 2 

Figure 5.12: Illustration of the video frame grouping.

The preliminaries needed for calculating the probabilities of correctly decoding the video

frames given a GE packet loss model has been introduced in Section 4.4.2. We then

show how to derive our objective function. Two optimization algorithms are described

thereafter.
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5.5.1 System Constraints

Given that the transmission deadline for the first frame in a sub-group i is the delivery

deadline for whole sub-group, we can derive the maximum number of packets lj that

can be transmitted by the first j sub-groups as follows:

lj = (δ + T × (j − 1))B (5.7)

where δ is the initial buffer time, T is the playback duration of the frames in each

sub-group, and B is the bandwidth of the transmission path in number of packets per

second. This means that the total number of packets
∑i

j=1 nj expended for transmission

of frames up to and including sub-group i cannot exceed the budget li, i.e.,

i
∑

j=1

nj ≤ li, ∀i ∈ {1, . . . , N} (5.8)

Otherwise, we assume that sub-group i is not correctly delivered since the transmitted

packets do not meet the required playback deadline.

5.5.2 Probability of Correct Decoding

Due to the predictive nature of video coding, the probability βi of correctly decoding

the frames in sub-group i is a product of: i) the probability αi of timely and correct

recovery of all source packets in sub-group i, and ii) the probability βi−1 of correctly

decoding the frames in the previous sub-group i− 1. Thus, we can write βi as follows:

βi = βi−1 ∗ αi (5.9)

We compute βi−1 as follows:

βi−1 ≈
i−1
∏

j=1

αj (5.10)

The assumption of independence of αj ’s is an approximation; since the GE packet loss

model has memory, and the GE state in which last packet was transmitted in sub-

group i − 1 can affect the probability of correct packet transmission of the following
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sub-group i. However, if the number of transmitted packets in each sub-group is large,

the approximation is nonetheless a good one.

We use the same ideas to calculate αi as introduced in Section 4.4.3 and Section 4.4.4.

For each sub-group i, the initial state of the G-E model at transmission could be good or

bad with different probabilities. We write the probability αi of correctly recovering all

source packets in sub-group i as a weighted sum of αG
i and αB

i , which are the probabilities

of correctly receiving at least ki of ni transmitted packets, given that packet transmission

begins at a good or bad state, respectively:

αi =

(

q

p+ q

)

αG
i +

(

p

p+ q

)

αB
i (5.11)

Assuming first that transmission starts in the good state, m of ni total packets can be

transmitted in good state with probability S(m,ni). Source packets in sub-group i can

be successfully recovered if at least ki of ni transmitted packets are correctly delivered.

Among r received packets, r ≥ ki, rG can be delivered packets in good state while r−rG

can be delivered packets in bad state. We can hence write αG
i as:

αG
i =

ni
∑

m=0

S(m,ni)

ni
∑

r=ki

r
∑

rG=0

PG(rG,m) PB(r − rG, ni −m) (5.12)

where PG(x, y) and PB(x, y) are the probabilities of exactly x delivered packets in y iid

trials, in the good and bad states, respectively. These quantities can be computed easily

using binomial expansion and the packet loss probability g and b, respectively for the

good and bad states. αB
i can be derived similarly.

5.5.3 Optimization Problem

The objective we selected for optimization is the rendered virtual view image quality,

where the virtual viewpoint chosen for evaluation is the middle view between left and

right captured views. Inserting superscript R to denote the right path5, let βR
i be the

probability of correctly decoding frames in sub-group i of the right path. Furthermore,

denote di to be the rendered virtual view’s quality, if frames of sub-groups i of both

paths are correctly decoded, and dRi the reandered view quality if frames of sub-group

5Note that unlike previous superscripts l and r that denote left and right captured views, we use here
L and R to denote left and right transmission paths.
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i of right path only are correctly decoded. di and dRi are dependent on the QPs used

for the two paths: QR
T and QR

D for texture and depth maps of the right path, and QL
T

and QL
D for texture and depth maps of the left path. We can now write the expected

synthesized view quality for sub-group i as:

Di = βR
i βL

i di(Q
L
T , Q

L
D, Q

R
T , Q

R
D) + (5.13)

βR
i (1− βL

i ) d
R
i (Q

R
T , Q

R
D) + (1− βR

i )β
L
i dLi (Q

L
T , Q

L
D)

We assume here that having frames lost in both descriptions (simultaneous burst loss

events on two disjoint transmission paths) is rare and hence not considered.

We can now formally define the optimization problem as follows. The optimization

variables are: i) QPs QR
T , Q

R
D, Q

L
T , Q

L
D, and ii) the number of transmitted packets nL

i

and nR
i for each sub-group i in each path. The optimization is subject to the system

constraints (5.8):

max
QR

T ,QR
D,QL

T ,QL
D,{nL

i },{n
R
i }

∑

i

Di s.t.

∑i
j=1 n

L
j ≤ lLi , ∀i ∈ {1, . . . , N}

∑i
j=1 n

R
j ≤ lRi , ∀i ∈ {1, . . . , N}

(5.14)

5.5.4 Optimization Algorithms

Solving (5.14) is complicated, as it involves variables from both transmission paths. We

thus elect to solve for variables in one path at a time with variables in the other path

fixed, then iterate until convergence.

Fixing a given set of variables in a single path (say the left path), we also iterate between

right path QPs QR
T , Q

R
D and rates {nR

i } until convergence. When nR
i ’s are fixed, we find

the optimal QPs QR
T and QR

D as follows. We alternately perturb QR
T and QR

D locally

in an attempt to increase the objective (5.14), while respecting the transmission rate

constraints. We stop when no further attempt to increase the objective is possible.

Given there are only two QPs, this iteration takes little time and converges quickly.

We now discuss two proposals for finding {nR
i }, when QPs QR

T and QR
D are fixed. The

first proposal finds the optimal nR
i ’s, but has high complexity. The second proposal

solves the problem approximately, but exhibits lower computational complexity. Alg. 1

outlines the overall optimization procedure.
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5.5.4.1 Dynamic Programming Algorithm

One can search for the optimal nR
i ’s to (5.14), for fixed QPs, using the following recursive

algorithm. Let ∆R
i (m) be the maximum quality for sub-group i to N , given that m total

packets were transmitted for previous sub-groups 1 to i− 1 and the previous groups are

all decoded correctly. We know sub-group i must transmit at least kRi source packets

and no more than lRi −m total packets to observe the system constraint (5.8). We can

thus write ∆R
i (m) recursively as follows:

∆R
i (m) = max

nR
i ∈{kRi ,...,lRi −m}

αR
i (n

R
i )

[

DR
i +∆R

i+1(m+ nR
i )

]

+
(

1− αR
i (n

R
i )

)
∑

j|j≥i β
L
j d

L
j

(5.15)

where correct recovery probability αR
i (n

R
i ) for sub-group i is a function of the number

of transmitted packets nR
i only, and DR

i , the contribution from sub-group i of the right

path, is DR
i = βL

i di + (1− βL
i )d

R
i from (5.13).

Initial call ∆R
1 (0) would return the optimal solution to (5.14).

We note that the solution to ∆R
i (m) can be stored in entry (i,m) of a DP table Γ,

so that a repeated call to the sub-routine ∆R
i (m) can be simply looked up, instead

of being actually computed fully. Thus, the complexity of (5.15) is bounded by the

size of the DP table Γ multiplied by the complexity of computing each table entry:

O(N
(

∑N
i=1 l

R
i

)

(

maxNi=1 l
R
i

)

).

5.5.4.2 Branch and Bound

Given fixed QPs, using (5.15) to find the optimal nR
i ’s can still be expensive. We thus

now present modifications to (5.15) using a BB method to further limit the search space.

We first compute the objective (5.13) for a näıve selection of nR
i ’s, e.g., equal loss

protection where the proportion of FEC packets employed for each sub-group relative

to source packets, (nR
i − kRi )/k

R
i , is roughly the same for all sub-groups. We denote its

objective value as De.

When (5.15) is called, for each possible value nR
i , we first compute an upper bound

∆R,u
i (m,nR

i ), which is the upper limit of quality given nR
i is chosen for sub-group i.
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∆R,u
i (m,nR

i ) can be computed recursively similar to (5.15), but without any search for

the optimal nR
i ’s:

∆R,u
i (m,nR

i ) =
αR
i (n

R
i )

[

DR
i +∆R,u

i+1(m+ nR
i )

]

+
(

1− αR
i (n

R
i )

)
∑

j|j≥i β
L
j d

L
j

(5.16)

∆R,u
i (m) =

αR
i (l

R
i −m)

[

DR
i +∆R,u

i+1(m)
]

+
(

1− αR
i (n

R
i )

)
∑

j|j≥i β
L
j d

L
j

(5.17)

In words, (5.16) states that using the selected nR
i yields recovery probability αR

i (n
R
i ) and

increases the argument passed to future sub-groups by nR
i . In contrast, (5.17) states that

using all permissible packets lRi −m for sub-group i will yield correct delivery probability

αR
i (l

R
i −m), but we do not increase the argument passed to future sub-groups to seek

an upper-bound. Thus, the returned objective value for ∆R,u
i (m,nR

i ) is from a selection

of nR
i ’s that may not be feasible (may not observe constraints (5.8)), and therefore is a

super-optimal solution.

We use the upper bound ∆R,u
i (m,nR

i ) as follows. If ∆R,u
i (m,nR

i ) < De, then we know

that nR
i cannot lead to a solution that is better than our näıve solution, and hence

there is no need to recursively compute ∆R
i+1(m + nR

i ) in (5.15), thereby reducing the

computation cost.

Similarly, we can also compute the lower bound ∆l
i(m,ni), for each selected ni in (5.15):

∆R,l
i (m,nR

i ) =
αR
i (n

R
i )

[

DR
i +∆R,l

i+1(m+ nR
i )

]

+
(

1− αR
i (n

R
i )

)
∑

j|j≥i β
L
j d

L
j

(5.18)

∆R,l
i (m) =

αR
i (l

R
i − r)

[

DR
i +∆R,l

i+1(m+ r)
]

+
(

1− αR
i (n

R
i )

)
∑

j|j≥i β
L
j d

L
j .

(5.19)

The definition of ∆R,l
i (m,nR

i ) in (5.18) is analogous to that of ∆R,u
i (m,nR

i ) in (5.16).

(5.19) returns a performance point when nR
i is chosen randomly from the feasible range

set {kRi , . . . , l
R
i −m}. Note though that unlike the upper bound in (5.16), the solution

produced by the lower bound in (5.18) is guaranteed to be feasible.
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We use the computed lower bound ∆R,l
i (m,nR

i ) as follows. If the difference between the

upper bound ∆R,u
i (m,nR

i ) and the lower bound ∆R,l
i (m,nR

i ) is smaller than a threshold

δ, then the permuted random solution produced by (5.18) is already good enough. Then,

again there is no need to recursively compute ∆R
i+1(m+ nR

i ), and we can simply return

the computed random solution instead. This also leads to computational savings.

Algorithm 1 Transport optimization

1: Assuming QR
T , Q

R
D, Q

L
T , Q

L
D are equal and use dynamic programming or branch and

bound to compute the optimal nR
i and nL

i , let
∑

i D
old
i =

∑

iDi

2: Fix QR
T and QR

D, alternately perturb QL
T and QL

D until there is no gain in the objec-
tive (5.14)

3: Fix the QL
T and QL

D computed in step 2, alternately perturb QR
T and QR

D until there
is no gain in the objective (5.14), mark the newly computed objective as

∑

iD
new
i

4: if
∑

iD
new
i ≤

∑

iD
old
i then

5: Exit (we have converged)
6: else

7:
∑

i D
old
i =

∑

iD
new
i

8: Return to Line 2
9: end if

5.6 Experimentation

5.6.1 Experimental Setup

We evaluate the performance of our system, denoted as Patch-based, via extensive ex-

periments. We used the 30fps MPEG free viewpoint test sequences Kendo and Pantomime

from Nagoya University, where the texture and depth signals were encoded using H.264

JM18.0. The spatial resolution of Kendo and Pantomime is 512 × 384 and 640 × 480,

respectively. The MTU in the transmission network was set to 1500 bytes. Each GOP

had 30 frames and was divided into three sub-groups. The initial video buffering time

was set to 0.4s.

5.6.2 Lost Frame Recovery

We compare our frame recovery scheme to two competing schemes: DIBR-based and

TSR. DIBR-based is the scheme proposed in [51], which recovers the lost texture and

depth pixels first using DIBR, and then fills the remaining missing pixels using TSR. TSR

recovers missing pixels using TSR only. For TSR in DIBR-based, TSR, and Patch-based,
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the block size was set to be 4× 4, and the search was performed in 1/2-pixel accuracy.

error-free (bound) is the synthesized intermediate view quality when both the left

and right views are correctly delivered.

The recovery performance of these schemes on the content Kendo is shown in Fig. 5.13.

View 1 and view 3 were the left and right views respectively during the experiment, and

view 2 was used as the synthesized intermediate view. The x-axis denotes the frame

number (index), and the y-axis measures the quality of the synthesized middle view. In

Fig. 5.13(a), uncompressed video was used, and the video sequences used in Fig. 5.13(b)

were encoded with QP=40.
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Figure 5.13: Lost frame recovery results using different recovery methods for Kendo.

We observe that our proposed scheme Patch-based outperformed DIBR-based by up

to 1.1dB. This is due to the more accurate sub-block motion estimation method and

patch-level candidate selection method. Further, Patch-based outperformed TSR by

up to 4.3dB. Comparing Fig 5.13(a) and (b), we see that larger QP leads to worse

synthesized view quality as expected, but the performance trend remains consistent.

We also conducted comparison experiments for Pantomime. These results are shown

in Fig. 5.14(a) and (b). In Fig. 5.14(a), uncompressed video was used, and the video

sequences used in Fig. 5.14(b) were encoded with QP set to 23. We observe similar

performance as for Kendo, where here Patch-based outperforms DIBR-based by up to

1.04dB.
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Figure 5.14: Lost frame recovery results using different recovery methods for
Pantomime.

5.6.3 Video Streaming

We conducted streaming experiments involving six competing schemes: Patch-based,

Patch-based SQP, single, DIBR-based, EEP, and MP. single stands for the state-of-

the-art single path / single description video transmission. Left- and right-view frames

were sent in succession. At streaming time, the server will vary the amount of source

packets by choosing the best source and channel coding rates via an exhaustive search.

Patch-based SQP is a modified version of Patch-based, where the same QP is used

for encoding of texture and depth maps on each path. DIBR-based, EEP and MP used

two paths for video delivery, but DIBR used the DIBR-based recovery scheme to recover

frames lost in the missing description, and MP used TSR as the recovery scheme. EEP

used the same frame recovery scheme as Patch-based, but with equal error protection,

which means the FEC packets were equally allocated to each subgroup. In MP, FEC

packets were allocated to each subgroup optimally via an exhaustive search. DIBR, EEP,

and MP used optimized QP for source coding. Frame freeze was used for the incorrectly

decoded video frames, i.e. the user will play back the last correctly decoded frames if

both descriptions are not correctly received.

We first set the bandwidth for each path in the multi-path transmission scenario to be

400 kbps, and single had the combined bandwidth of the two paths. i.e., 800 kbps. The

streaming results are shown in Fig. 5.15. In Fig. 5.15(a), the GE parameters assumed

were g=0.05, b=0.95, q=0.1 with p varied throughout the simulation to induce different

loss rates. We observe that our proposed scheme outperformed all competing schemes,

and the transmission schemes using multi-path outperformed single, although the latter
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Figure 5.15: Kendo: Streaming results with different channel loss rates.

is more efficient in terms of source coding. The reason for this outcome is that if the

communication channel enters a bad state, FEC cannot sufficiently protect lost data,

and a lost frame can lead to a long error propagation. For multi-path transmission, the

probability of both paths entering a bad state is quite low. Compared with DIBR-based,

our proposed scheme Patch-based has better performance because of our advanced

frame recovery scheme and source / channel rate optimization. EEP’s performance is

worse compared with Patch-based because the FEC packets in EEP are not optimally

allocated. To save space, we omit EEP in the following figures.

Then we changed the parameters of the GE model to be the following: g=0.02, b=0.98,

q=0.05 with p varied to induce different loss rates. The results are shown in Fig. 5.15(b).

Similar performance trend can be observed. Patch-based outperformed single by up

to 4.2dB and 4.8dB in Fig. 5.15(a) and (b), respectively.

We also tested the cases when the two paths have asymmetric path loss rates, and the

results are shown in Fig. 5.16(a). For the multi-path transmission, the GE parameters

assumed for one path were g=0.05, b=0.95, q=0.1 p=0.0071, and GE parameters for the

other path were g=0.02, b=0.98, q=0.05 with p varied throughout the simulation. Then

we computed the expected loss characteristics for the two paths (expected bad state

duration and expected loss rate) and selected comparable single-path GE parameters,

g = 0.035, b = 0.965, and q = 0.1333 for single, so that the single path also has the

same expected bad state duration and expected loss rate. In Fig. 5.16 (a), Patch-based

outperformed Patch-based SQP by up to 0.4dB, which shows the advantages of using

different QPs for texture and depth video encoding.
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Next, we tested the case when the two paths have different transmission bandwidth,

and the results are shown in Fig. 5.16(b), where all the paths were simulated using

GE parameters g=0.05, b=0.95, q=0.1 with p varied to induce different loss rates. The

bandwidth values of the two paths in the multi path scenario were set to 400 kbps and

500 kbps, respectively, and the bandwidth of single was 900 kbps. For both Fig. 5.16(a)

and (b), similar performance could be observed as in Fig. 5.15. Relative to the single

path / single description scheme, the performance gain of our system reaches up to

5.5dB and 4.4dB in Fig. 5.16(a) and (b), respectively.
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Figure 5.16: Kendo: Streaming results with asymmetric loss rates and bandwidth
values.

We also conducted the same experiments for Pantomime. In Fig. 5.17(a), the GE param-

eters assumed were g=0.05, b=0.95, q=0.1 with p varied to induce different loss rates. In

Fig. 5.17 (b), the GE parameters assumed were g=0.02, b=0.98, q=0.05 with p varied.

The bandwidth for each path in the multi-path scenario was 400 kbps and the band-

width for single was 800 kbps. From the results, we can observe similar performance

as for Kendo. The maximum performance gain relative to single is 3.4dB and 4.0dB in

Fig. 5.17(a) and (b), respectively.

For Pantomime, we also tested the cases when the two paths have different loss conditions

and different channel bandwidth values, as shown in Fig. 5.18. In Fig. 5.18(a), the GE

parameters assumed for one of the paths were g=0.05, b=0.95, q=0.1 p=0.0071, and

the GE parameters for the other path were g=0.02, b=0.98, q=0.05 with p varied to

induce different loss rates. Then, the two paths’ expected loss characteristics were

used to construct a comparable single-path loss GE model for single, with parameters

g = 0.035, b = 0.965, and q = 0.1333. We again varied p to control the overall loss
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Figure 5.17: Pantomime: Streaming results with different channel loss rates.
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Figure 5.18: Pantomime: Streaming results for asymmetric loss rates and bandwidth
values.

rate in this case. From the simulation results, we could observe that our proposed

scheme outperformed single by up to 2.9dB. In Fig. 5.18(a), Patch-based outperformed

Patch-based SQP by up to 0.2dB.

When the two transmission paths have different bandwidth with the corresponding trans-

mission channels simulated using the GE parameters g=0.05, b=0.95, q=0.1, and with p

varied throughout the simulation, the results are shown in Fig. 5.18(b). The two paths

were with 400 kbps and 500 kbps bandwidth respectively for the multi-path transmis-

sion schemes, and the single path transmission had 900 kbps bandwidth available. We

observe that our proposed scheme can outperform single by up to 2.8dB.
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5.7 Summary

Streaming of free viewpoint video in the texture-plus-depth format over wireless net-

works is a challenging problem due to the burstiness of the packet losses in wireless

links and the stringent packet delivery deadlines of interactive video. In this paper,

we propose to first encode the texture and depth signals of two camera-captured view-

points into two independently decodeable descriptions for transmission over two disjoint

wireless network paths. The source and channel coding rates for each description are

optimized using an efficient branch-and-bound algorithm. In the event that a descrip-

tion is lost during transmission, missing frames in the lost description can be partially

reconstructed using frames in the received description by exploiting the temporal and

inter-view correlation of the transmitted viewpoints. Experimental results show that

our proposed scheme can outperform a näıve single description / single path streaming

solution by up to 5.5dB in PSNR.



Chapter 6

Discussion, Future Work and

Conclusion

This chapter discusses the video streaming and the proposed solutions, talks

about the issues that have not been addressed and concludes this dissertation.

6.1 Discussion

Video is playing a more and more important role nowadays. A significant fraction

of commercial streaming traffic are HTTP-based, which is not desirable due to the

retransmission. UDP is more suitable for time sensitive applications such as video

streaming, but there is no guarantee of the data delivery. FEC is introduced to help

improve the network video transmission but insufficient due to the wireless channels’

burst-loss prone characters. UDP plus FEC seems a good choice for video streaming.

What we are focusing in this dissertation is application-level streaming optimization,

which unlike TCP, has knowledge about what’s inside the packet payload so smarter

decisions can be made regarding what to transmit, how to transmit and when. The lost

frames could also be recovered to some extend.

Orthogonally, IMVS and FVV are introduced to provide users the freedom of viewing

angle selection during playback, which is the core technology for a number of emerging

applications such as education (such as on line lecture, training), sports events broad-

casting (such as soccer, baseball, skating), medical treatment (surgery), travel guide

88
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(multi-view version of place of interest), free viewpoint TV, immersive conferencing,

multiview version of YouTube, etc, and is expected to be the next generation visual

communication. How to transmit them over the lossy network, including what to trans-

mit, how to transmit and how to recover the lost frame, is one fundamental problems

to achieve these applications and hence a very important issue. Comparing with the

single view video streaming, the additional challenges are how to utilize the multi-view

information besides the view itself for better performance.

In this dissertation, we started from the IMVS, which provides users the ability to switch

to other discrete captured view angles. And then we studied the FVV, which provides

users more freedom in term of the view angle selection. Specifically, FVV could let

users select any viewing angles (mostly not captured) he/she prefers instead of only the

captured view. This leads to different strategies in term of selecting the source video,

where the server in IMVS only needs to send the users the texture frames requested, but

in FVV, the server needs to send the two nearest neighboring views in texture plus depth

format. Moreover, when the user sends a different view request, IMVS only needs to send

the newly demanded view’s texture. While in FVV, the server has to transmit the two

nearest neighboring views’ texture and depth information to synthesize the requested

middle view. Given IMVS and FVV are quite different in term of the delivered source

video and view switch, we designed three solutions in this thesis. But please note that

the solutions for IMVS and FVV are complementary for the multi-view video streaming,

i.e. the techniques behind three solutions could be combined for better performances if

possible. E.g. local repair could also be applied in FVV video streaming for recovery if

the mobile devices are equipped with more than one interference. When both paths suffer

burst loss at the same time, the user can still recover the lost frames via neighboring

users’ packet sharing if the neighboring users are watching related video content with the

delay to be one GOP’s playback time. Also, if one description on one path goes into the

bad state in the multi-path free viewpoint video streaming, all the frames followed by can

not be correctly decoded due to the lack of the predictor. In this case, if DE-DSC frames

are inserted, the error propagation problem could be solved to some extend. Hence the

performance could be improved.

The proposed solutions also have limitations. For example, in multi-path free viewpoint

video streaming, the proposed frame recovery scheme employs complex TSR, etc for high

recovery performance and hence is with high computational complexity. But, nowadays,
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mobile devices’ battery developments are lagging behind the mobile devices’ function

and processing development. The battery consumption becomes a critical problem for

mobile users. The encoding schemes, transmission schemes and decoding schemes should

take into the mobile devices’ extra battery consumption (mainly coming from the frame

recovery) into consideration. For this, we did some preliminary work on how to trade off

the video quality and the energy consumption and our preliminary results [135] have been

published. Moreover, in cooperative peer recovery for multi-view video multicast, multi

interferences are needed and neighboring users within the WLAN range are supposed

to watch the same or similar video, which are actually very strong assumptions. Hence

the proposed scheme relying on the local repair can only work in limited scenarios.

Video will play a more important role in the future. The next generation visual com-

munication will be user-centric and high quality (in term of the resolution, frame rate,

etc). More and more interactivity will be introduced between server and users, such as

the view switch ability. I assume multi-view production will become available in the

commercial market around 2017. Moreover, multi-view will be used not only for enter-

tainment, but also for other purposes, e.g. multiple surveillance cameras for enhanced

securities comparing with only one camera in one angle.

6.2 Future Work

Video is becoming more and more popular in our daily life and this trend will last.

Regarding the multi-view video streaming, there are still many issues that have not

been addressed.

6.2.1 Saliency-aware Background Recovery

Visually salient blocks of a corresponding visual scene are heavily protected when per-

forming UEP. These salient blocks will be correctly received with high probability, while

other blocks’ lost probability is high during the transmission. The problem is these lost

blocks will become salient and attract attention although they should not. For example,

in a video teleconferencing system as shown in Fig. 6.1 (b), we can assume salient object

is the person and the background is relatively static and non-salient. However, missing

blocks in the background will easily attract attention and hence become salient. Most of
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the researches focus on how to protect or recover the lost salient objects. How to recover

the lost blocks that are not salient, such as the missing blocks in the background, while

trying to keep visual saliency to a minimum is an important problem.

(a) correct view (b)view with losses in the background

Figure 6.1: Illustration of the video teleconferencing views.

6.2.2 Multi-view Video Representation

What is the best way of encoding the multi-view is an important issue? Today’s internet

is overwhelmed by the video traffic. Current MVC is not a good choice for the multi-

view video streaming due to its prediction schemes as discussed. We can apply the

traditional video coding scheme H.264 or HEVC to each of the view separately. Then

upon a view request, only the view demanded needs to be delivered from server to users

in IMVS and only two views’ texture plus depth will be sent over the networks in FVV

streaming, which is more network friendly comparing with the case that applies MVC

as the encoding methods. But for both IMVS and FVV streaming, large redundances

exist between/inside views. What is the best way of representing the multi-view or how

to design a coding efficient and transmission friendly encoding scheme is still an open

question.

6.2.3 Cross-layer Network Optimization

Although we jointly considered the video encoding methods, frame error concealments

which are the works in the signal processing community at the application layer and

streaming protocols, cooperative strategies which are the works in the communication

community at the network transport layer. But still there are many other network issues

at other layers that have not been addressed, such as how to allocate the radio resources
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at physical/MAC layers [136, 137] to optimize the multi-view video streaming has not

been studied in any formal way as far as we understand. How to optimize the networks

for the multi-view video streaming co-considering other layer issues impacts the video

transmission performance greatly and is non-trivial.

6.2.4 View Switch in x/y/z Direction

Providing users more interactivity and more freedom is one direction for future video

applications, which could make the video system more fancy and attractive. IMVS

and FVV in this dissertation only allow viewing angle movement along the x direction

(horizontally), how about moving in the the orthogonal z direction or a combination of

the x/y direction and z direction? If this freedom is provided, what will the encoding

scheme, the transmission scheme and the error concealment scheme be are still open

questions.

6.2.5 Multi-view over Next Generation Networks

Last but not the least, nowadays, the cloud computing is more and more popular.

Besides, content-centric networking [138] (also named data networking, content-based

networking, data-oriented networking or information-centric networking) was proposed

as an alternative approach to the architecture of future Internet. The network may

change dramatically in the near future. By when different kinds of networks may exist

at the same time, and current transmission schemes may not work efficiently. How to

design a video streaming scheme that is robust to different kinds of networks would be

important for future researches.

6.3 Conclusion

In this dissertation, we assume the multi-view video have already been captured but

have not been encoded, and there is no retransmission for lost packets over the wireless

network channels, which are with limited bandwidth constraints and could be simulated

using the state-of-the-art channel loss models. We focus on the problem of how to deliver

the video in IMVS and FVV scenarios including the video encoding, video transmission
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and lost frames’ error recovery/concealment. We designed the coding methods, frame

recovery schemes which are the work in the single processing community at the appli-

cation layer; and proposed streaming protocols and cooperative strategies which are the

work in the communication community at the network transport layer, the cross-layer,

and cross-community solution makes it challenging, effective and impressive.

Specifically, we proposed a cooperative local recovery scheme to alleviate individual

WWAN packet losses without asking server’s retransmission, so that a loss-stricken peer

can then either recover using received CPR packets of the same view, or using packets

of two adjacent views and subsequent view interpolation via image-based rendering. We

optimized the decision process for individual peers during CPR for recovery of multi-

view video content using the distributed MDP. Experiments show that decisions made

using our proposed MDP outperforms decisions made by a random scheme by at least

1.8dB in PSNR in received video quality in typical network scenario.

In addition the loss-resilient aspect during network streaming, we also designed a new

uDSC frame for periodic insertion into the multi-view frame structure to facilitate view-

switching and contain error propagation. After inserting uDSC-frames into the coding

structure, we schedule packets for network transmission in a rate-distortion optimal

manner for both wireless multicast and wired unicast streaming scenarios. Experimental

results show that systems that insert uDSC frames and optimize packet transmission

can outperform other competing coding schemes by up to 2.8 and 11.6 dB in wireless

multicast and wired unicast streaming scenarios, respectively.

For FVV transmission, we proposed to encode the texture and depth signals of two cam-

era captured viewpoints into two independently decodeable descriptions for transmission

over two disjoint wireless network paths. We designed a novel missing frames recovery

scheme using frames in the received description by exploiting the temporal and inter-

view correlation of the transmitted viewpoints. Near-optimal source and channel coding

rates for each description were selected using a branch-and-bound method, for the given

transmission bandwidth on each path. Experimental results show that our system can

outperform a traditional single-description / single-path transmission scheme by up to

5.2dB in PSNR of the synthesized intermediate view at the client.
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