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Summary of thesis contents

Title: Studies on Learning Dynamics of Systems from State Transitions

In recent years, there has been a notable interest in the field of Inductive Logic Programming to learn
from state transitions as part of a wider interest in learning the dynamics of systems. Learning
system dynamics from the observation of state transitions has many applications in multi-agent systems,
robotics and bioinformatics alike. Knowing the dynamics of its environment can allow an agent to
identify the consequences of its actions more precisely. This knowledge can be used by agents and robots
for planning and scheduling. In bioinformatics, learning the dynamics of biological systems can
correspond to the identification of the influence of genes and can help the understanding of their

interactions.

In this thesis, we study a method called learning from interpretation transition. The purpose of
this method is to automatically construct a model of the dynamics of a system from the observation
of its state transitions. In this method the dynamics of a system is represented by a logic program
that is a set of transitions rules. The learning settings can be summarized as follows. We are given a set

of state transitions and the goal is to induce a logic program that realizes the given transition relations.

In the first chapter we recall the background of the three main fields of research which our
contribution belongs to, that are: Machine Learning, Logic Programming and Inductive Logic
Programming. In the second chapter we introduce the preliminaries notions needed for the

understanding of our contribution.

In the third chapter we introduce the basis of our framework for learning dynamics of system from state
transition. We firstly tackle this induction problem by learning from synchronous state transitions.
Given any Boolean state transitions diagram, we propose an algorithm that can learn a logic program that
exactly captures the system dynamics. Then, we focus on the minimality of the rules learned. Our goal is
to learn all minimal conditions that imply a variable to be true in the next state. In bioinformatics,
for a gene regulatory network, it corresponds to all minimal conditions for a gene to be
activated/inhibited. For this purpose, we propose another version of our algorithm which guarantees that
all rules learned are minimal. In the fourth chapter, we provide several extensions of our framework.

Here, we start to consider how our framework can contribute to model more complex Biological system.
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In some biological and physical phenomena, effects of actions or events appear at some later time
points. We extend our framework by designing an algorithm that builds a logic program which captures
the delayed dynamics of a system. So far, the systems that our algorithms could handle were restricted
to Boolean variables. Boolean values are not sufficient to capture the complexity of some systems.
That’s why we extend our algorithms to handle multi-valued networks. Finally, the last
contribution of this thesis is to learn dynamics of non-deterministic systems. We extend our
framework to learn probabilistic dynamics by proposing an algorithm for learning from uncertain
state transitions. This algorithm learns the probability of the value change of each variable of the

system.

In the fifth chapter, we discuss related work and compare our approaches to others. Here we point out
similarities and differences, assess advantages and weak points of the method we propose. Finally,
in the last chapter, we conclude the thesis by summing up what have been done and discuss possible

future works and perspectives.
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