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## Abstract

## Short-distance correlation functions and non-perturbative renormalization of quark currents in lattice QCD

by Masaaki Tomí

Precise predictions of the Standard Model (SM) are important for the search of new physics. Precision of the SM predictions needs to be improved for comparisons with forthcoming experiments. Uncertainty of the SM predictions mainly arises from the contribution of Quantum Chromodynamics (QCD), which is the theory of strong interaction of quarks, anti-quarks and gluons. This is because QCD cannot be treated by perturbation theory at low energies and the parameters of QCD such as the strong coupling constant have large uncertainty compared to other SM parameters.

Correlation functions of quark currents provide a rich source of information on the QCD vacuum at various scales ranging from perturbative to non-perturbative regions. At short distances, they become mostly perturbative due to the asymptotic freedom of QCD. Using high order perturbation theory, they can be used to determine the strong coupling constant. At long distances, on the other hand, the correlation functions carry the information about hadron spectrum and the low energy constants of QCD, which are the parameters in the chiral perturbation theory.

Correlation functions can be calculated from first principles using lattice QCD. In lattice QCD, the spacetime is discretized and compactified with some boundary conditions. Then, the degrees of freedom of the system in lattice QCD become finite and numerical path integral is feasible using the Monte Carlo method. Taking the infinite volume limit and the continuum limit for the correlation functions on the lattice, one can obtain the correlation functions in the continuum.

Comparison of the correlation functions in the continuum theory and on the lattice may determine fundamental quantities of QCD. In fact, lattice QCD is usually applied to calculate hadron masses and decay constants from the correlation functions at long distances. Similarly, the comparison at short distances can in principle provide a determination of the strong coupling constant. The comparison at short distances needs to be performed after eliminating lattice artifacts. The lattice calculation at short distances suffers from unphysical discretization effect which becomes more significant as the distance becomes small. A careful investigation of the discretization effect is, therefore, necessary for the precise determination of the strong coupling constant.

In this thesis, we analyze short-distance correlation functions both on the lattice and in the continuum, and investigate the region where the lattice results agree with the continuum theory after removing the lattice artifact. The lattice simulation is carried out on 14 gauge field ensembles generated by the JLQCD collaboration. The ensembles contain $2+1$ flavors of sea quarks described by the Möbius domain-wall fermions, which realize precise chiral symmetry on the lattice. The pion masses on these ensembles are in the region $220-500 \mathrm{MeV}$. The lattice spacings are $0.044 \mathrm{fm}, 0.055 \mathrm{fm}$, and 0.080 fm . We subtract the discretization effects within the mean field approximation. We extrapolate lattice results to the physical pion mass and the continuum limit.

Vector, axial-vector, scalar, pseudoscalar channels of the correlation functions in perturbation theory are available to the four-loop level. Using such well-advanced results, we investigate the convergence property of perturbative expansions. Slight deviation of the correlation functions at short distances from those in perturbation theory is explained by the Operator Product Expansion (OPE), which accommodates some non-perturbative effects in the correlation functions by expanding a product of operators into a series of composite operators.

We utilize the correspondence of continuum and lattice correlation functions for the renormalization of quark currents. It turns out that although the correlation functions on our lattice ensembles suffer from significant discretization effect in the perturbative region, the analysis including OPE allows us to determine the renormalization constants at slightly longer distances, where the discretization effects is well-managed. We obtain the renormalization constants of the vector current and the scalar density with the precision of $O(1 \%)$ or less.

Using the result of the renormalization, we test the consistency between the correlation functions on the lattice and experiments. We calculate the vector and axial-vector correlation functions from the experimental results of spectral functions obtained through the hadronic tau decays by the ALEPH collaboration. We verify that the experimental correlation functions are in good agreement with our lattice results.

The result of the renormalization is also applied to an analysis of the chiral condensate, which is an order parameter of the spontaneous breaking of chiral symmetry in QCD and plays an important role in the chiral perturbation theory. We extract the chiral condensate from current correlators in the OPE regime. This result agrees with the world average of lattice calculation of $2+1$ flavors QCD.
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## Chapter 1

## Introduction

The Standard Model (SM) of elementary particles forms the basis for the progress in high energy physics. It describes the fundamental particles and their interactions. The formulation of the SM is completed in the 1970s and its validity has been supported by a lot of experiments. At the same time, several experiments have shown small but significant deviations from the SM, which can be understood as signs of new physics beyond the SM. Since these signs must play a key role in the progress in high energy physics, many high energy physicists concentrate their effort on testing the SM.

Recent activities of experimentalists aim at the SM tests by a drastic improvement in the precision in the next decade. For example, Belle II experiment is going to quantify the effects of CP violation focusing on the decay processes of B mesons. The groups at J-PARC and Fermilab are going to measure the muon anomalous magnetic moment, which may show a sign of new physics, with the precision five times better than the previous experiment at BNL. These experiments are expected to produce results in early 2020s.

On the theory side, researchers are trying to provide SM predictions with the precision which competes with that of the forthcoming experiments. As well known, precise calculations of the contribution of Quantum Chromodynamics (QCD) is the most difficult part in such efforts. The crucial origin of this difficulty is the spontaneous breaking of chiral symmetry in the QCD vacuum. At low energies ( $\lesssim 1 \mathrm{GeV}$ ), perturbation theory is no longer valid and there are a lot of unpredictable effects such as instanton interactions. At high energies ( $>1 \mathrm{GeV}$ ), where perturbation theory is applicable, precise calculation of the QCD contribution is still difficult because the uncertainty of the strong coupling constant ( $\sim 0.5 \%$ ) is quite larger than that of other SM parameters such as the fine structure constant ( $\sim 2 \times 10^{-8 \%}$ ). Therefore the understanding of the vacuum structure and a precise determination of the strong coupling constant are important to achieve precise predictions of the SM.

Correlation functions of quark currents, or briefly current correlators, are useful tools to study these topics. They are defined as vacuum expectation values of a product of quark currents placed at different positions. Figure 1.1 shows a sketch of current correlators with main particles which are related to them. Bullets correspond to the quark currents, which is connected with the black solid lines standing for valence quarks which are interacting with gluons


FIGURE 1.1: A sketch of current correlators. Bullets, black solid lines, blue loops and curly lines correspond to quark currents, valence quarks, sea quarks and gluons, respectively.
shown by curly lines. Gluons interact with themselves and with sea quarks as shown by blue loops as well as with valence quarks. In addition to these particles, the photon and leptons are introduced if one takes into account the electromagnetic corrections. There are a number of channels of correlators, which represent the quantum numbers of the corresponding quark currents. Scalar, pseudoscalar, vector and axial-vector channels are widely studied as the simplest cases. An extensive review of correlators was given by Shuryak [1].

Current correlators reflect the property of QCD at any scale region from low-energy to highenergy. At short distances ( $<0.1 \mathrm{fm}$ ), or equivalently at large external momenta, correlators are mostly perturbative and therefore can be used to determine the strong coupling constant. In this region, the effect of the spontaneous chiral symmetry breaking is negligible and therefore some degeneracies of correlators, such as the vector and axial-vector ones, are realized. On the other hand, correlators at sufficiently long distances ( $>1 \mathrm{fm}$ ) or small momenta are well described by chiral perturbation theory and carry the information about the low energy constants and the hadron spectroscopy, reflecting the characteristics of the corresponding channels.

Correlators at the middle distances are more complicated. From the viewpoint of perturbation theory, the strong coupling constant blows up and the effect of the spontaneous chiral symmetry breaking contributes significantly as the distance of correlators approaches the typical scale $\Lambda_{\mathrm{QCD}}^{-1}$ of QCD. From the viewpoint of the hadronic picture, on the other hand, correlators at the middle involve the effects of many excited states. Thus, current correlators may allow us to investigate such non-perturbative properties of QCD as well as the fundamental parameters such as the strong coupling constant and the low-energy constants.

An attempt to understand current correlators at longer distances beyond perturbation theory is based on the Operator Product Expansion (OPE), which was firstly introduced by Wilson $[2,3]$ and well formulated by Shifman-Vainstein-Zakharov [4-6] for QCD. OPE accommodates some non-perturbative effects by expanding a product of operators into a series of composite operators. Wilson coefficients of OPE, which are the coefficients of the composite operators in the series, are usually calculated perturbatively as a series of the strong coupling constant.

Although OPE is widely used to investigate QCD, it was suggested [7] that OPE does not work well in some cases. For example, the correlator of the scalar or pseudoscalar channel considerably deviates from the prediction of OPE. This fact was verified by phenomenological test [1] and lattice calculations [8,9]. These disagreements are qualitatively understood as the effects of the instanton-induced 't Hooft interactions [10]. Although some models have been proposed for the quantitative understandings of the inconsistencies [11,12], no definite explanation based on the first principle of QCD has been obtained.

There is another approach to understand current correlators in the non-perturbative regime. The non-perturbative property of current correlators is encoded in the spectral functions, which are obtained from $e^{+} e^{-}$hadronic annihilations or hadronic decays of the $\tau$ lepton. The experimental data of the hadronic $\tau$ decays by the ALEPH collaboration [13] were used to obtain the correlators [14]. Indeed the sum rule approach is widely used for the determination of the strong coupling constant [13,15-19], the gluon condensate [19,20], and so on.

The sum rule approach is limited because the experimental data of spectral functions are measured for a limited region of the invariant mass, which is below the mass of the $\tau$ lepton for the experiment of hadronic $\tau$ decays. In the region without experimental data, the spectral function used to be calculated by using perturbation theory or OPE until the violation of the quark-hadron duality was suggested [21-24]. The essence of the duality violation is that a spectral function calculated perturbatively (or using OPE) may and actually does disagree with experimentally measured one beyond the uncertainty caused by truncations of perturbative expansion (and OPE) in the Minkowski space. After the suggestion of the duality violation, the treatment of the spectral function in the region where experimental data are not available was shifted from perturbative methods to model-based ones [23-30]. Since such analyses are based on models, more reliable treatment of the spectral function such as lattice QCD is desired.

The seminal work on the investigation of current correlators by lattice simulations was done [31] by using a quenched simulation with Wilson fermions for valence quarks. They showed an agreement between the lattice results and the phenomenological analyses with experimental data. Another group [32] performed a similar analysis and their results are roughly consistent with [31]. Several years later, a quenched simulation with the overlap valence quarks was performed for the calculation of correlators [8,9]. In virtue of the exact chiral symmetry of
overlap fermions, they were able to investigate some combinations of correlators of two channels, e.g. the average $V+A$ or the difference $V-A$ of the vector and axial-vector channels. The former channel $V+A$ is free from the effect of the spontaneous chiral symmetry breaking, while the latter $V-A$ reflects the effect of it. Their lattice result of the $V-A$ channel agreed with the sum rule approach [14] from the hadronic $\tau$ decays, while the $V+A$ channel did not agree well. Several years later, the strong coupling constant was determined using the vector and axialvector correlator in the momentum space calculated with dynamical overlap fermions [33,34]. These previous works are all with one finite lattice spacing and no one has taken the continuum limit.

These comparisons of lattice results and phenomenological ones are achieved by matching the renormalization schemes and scales. In general, renormalization of lattice operators is a necessary step for the lattice QCD calculations of scheme dependent quantities such as the matrix elements of the weak scattering and decay processes. Current correlators themselves are applicable to renormalization of quark currents. This renormalization procedure was proposed by [35] and applied to a quenched simulation [36] and a dynamical simulation [37]. Since the conventional scheme of a quantity is usually the $\overline{\mathrm{MS}}$ scheme, the renormalization need perturbative calculations. The perturbative calculations of the (pseudo)scalar and (axial-)vector correlators are nowadays available up to the four-loop calculation [38] except for the quark mass corrections and therefore renormalization to the $\overline{\mathrm{MS}}$ scheme by this method can minimize the uncertainty of perturbative calculations.

In this thesis, we investigate the possibility that current correlators play an important role in understandings of QCD. For example, lattice calculation of current correlators may provide important quantities of QCD such as the strong coupling constant. The determinations, which are achieved by comparing the lattice result with the continuum calculation, need a region of $x$ in which the correlators on the lattice and in the continuum are both precisely calculated. For the determination of the strong coupling constant, for example, the discretization effects on the correlators in the region where the perturbative calculation or the OPE is sufficiently precise need to be under controlled. Therefore, we investigate the presence of the window where both the lattice and continuum calculations are applicable without large uncertainty. The analyses for the following topics are all aimed at this purposes.

At first, we renormalize the quark currents based on the method using the current correlators [35-37]. In this method, the renormalization window, which is the region of $x$ where both the lattice and perturbative calculations are reliable, is needed for a precise renormalization. With careful investigations and managements of discretization effects on the lattice and the convergence of the perturbative calculations, the window is produced and the renormalization factors are determined with the competing precision ( $\lesssim 1 \%$ ) with results from other renormalization methods.

Next, we use the results of the renormalization to compare the lattice result of the current correlators with the phenomenological correlators converted from the latest ALEPH spectral functions [39]. In the calculation of the experimental correlators, we adopt some assumptions to evaluate the spectral function above the mass of the $\tau$ lepton, where the experimental data do not exist. We find a good agreement between the lattice calculation and the experiments.

The result of the renormalization is also applied to an analysis of the chiral condensate, which is an order parameter of the spontaneous breaking of chiral symmetry in QCD and plays an important role in chiral perturbation theory. We extract the chiral condensate from the longitudinal component of the axial-vector current correlator. This analysis needs the off-diagonal components of the axial-vector correlator with respect to the Lorentz indices, whose lattice investigation is done for the first time by this work.

The numerical simulation is carried out on the gauge ensembles with $2+1$-flavor dynamical Möbius domain-wall fermions [40,41] generated by the JLQCD collaboration [42]. Möbius domain-wall fermion, which is an improved implementation of the domain-wall fermion [43, 44], has precise chiral symmetry on the lattice. The chiral symmetry on the lattice is defined by the Ginsparg-Wilson relation [45] and the magnitude of its violation is quantified by the residual mass, which is at the order of 1 MeV or less on our ensembles. The lattice spacings are $0.0439 \mathrm{fm}, 0.0547 \mathrm{fm}$, and 0.0804 fm . The pion masses are in the region $220-500 \mathrm{MeV}$.

This thesis is organized as follows. In Chapter 2, we give the definitions and summarize the topics of correlation functions in the continuum theory, which are the bases of this study. In Chapter 3, we take account of several lattice artifacts appearing in the correlators. In Chapter 4, we show the results of the renormalization of the vector current and scalar density. In Chapter 5, we discuss the consistency between the lattice calculation and the phenomenological approach and calculate the chiral condensate.

## Chapter 2

## Correlation functions in QCD vacuum

### 2.1 Correlation functions in coordinate space

In this work, we investigate the four channels of point-to-point correlation functions, which are defined as the vacuum expectation value of the product of a couple of the corresponding quark currents with finite separation $x$,

$$
\begin{array}{ll}
\Pi_{S}(x)=\left\langle S(x) S(0)^{\dagger}\right\rangle, & \Pi_{P}(x)=\left\langle P(x) P(0)^{\dagger}\right\rangle \\
\Pi_{V, \mu \nu}(x)=\left\langle V_{\mu}(x) V_{\nu}(0)^{\dagger}\right\rangle, & \Pi_{A, \mu \nu}(x)=\left\langle A_{\mu}(x) A_{\nu}(0)^{\dagger}\right\rangle,
\end{array}
$$

where each operator is defined by

$$
\begin{array}{ll}
S(x)=\bar{u} d(x), & P(x)=\bar{u} \mathbf{i} \gamma_{5} d(x),  \tag{2.2}\\
V_{\mu}(x)=\bar{u} \gamma_{\mu} d(x), & A_{\mu}(x)=\bar{u} \gamma_{\mu} \gamma_{5} d(x) .
\end{array}
$$

Here, the source point is fixed to zero with the assumption of translational invariance. The correlation functions are usually called by a brief name, the correlators.

These correlators are in the four dimensional Euclidean space, i.e. points are separated in the space-like direction. The Euclidean correlators are related to the Minkowski ones by the analytic continuation. The Euclidean correlators dump exponentially at long distances unlike those in the Minkowski space, which show the oscillatory behavior. In the Euclidean space, the time-ordered product for two operators at 0 and $x$ is not needed. The connection of the field theory in the Euclidean and Minkowski spaces is reviewed in Appendix A.

The Study of the correlators in the coordinate space rather than in the momentum space is convenient because those in the coordinate space contain the unphysical contact term only at $x=0$ as $\propto \delta(x)$, while contact terms in the momentum are proportional to $\propto 1, q^{2}, q^{4} \ldots$. Since we do not use the correlator at $x=0$, we omit this contact term.

For the vector and axial-vector channels, we analyze not only the Lorentz diagonal components but also the off-diagonal ones, which had never been investigated by lattice simulations so far. A combination of the diagonal and off-diagonal parts may provide an important quantity. As an example, we try to extract the chiral condensate through the axial Ward-Takahashi identity (see Sections 2.4, 5.2).

If one focuses on the diagonal components, the trace

$$
\begin{equation*}
\Pi_{V / A}(x)=\sum_{\mu} \Pi_{V / A, \mu \mu}(x) \tag{2.3}
\end{equation*}
$$

is usually employed. This quantity is Lorentz scalar and its treatment is simple. We call the trace the scalar-contracted (axial-)vector correlator or simply the (axial-)vector correlator.

### 2.2 Massless perturbation theory

In this section, we discuss the convergence of the perturbative expansion of the massless correlators. Since the scalar and pseudoscalar correlators, as well as the vector and axial-vector correlators, degenerate in the massless perturbation theory, i.e. $\Pi_{S}=\Pi_{P}$ and $\Pi_{V}=\Pi_{A}$, we consider only the two channels $\Pi_{S}$ and $\Pi_{V}$.

The perturbative expansion of the vector correlator is written as

$$
\begin{equation*}
\Pi_{V}^{\overline{\mathrm{MS}}}(x)=\frac{6}{\pi^{4} x^{6}}\left(1+\sum_{i=1}^{\infty} C_{i}^{V} a_{s}\left(\mu_{x}\right)^{i}\right) \tag{2.4}
\end{equation*}
$$

with perturbative coefficients $C_{i}^{V}$. Here, $a_{s}\left(\mu_{x}\right)=\alpha_{s}\left(\mu_{x}\right) / \pi$ is the strong coupling constant and its scale $\mu_{x}$ is set as

$$
\begin{equation*}
\mu_{x}=\frac{1}{|x|} \tag{2.5}
\end{equation*}
$$

One can reorganize the perturbative series using the renormalization group to another scale $\mu_{x}^{*}$,i.e.

$$
\begin{equation*}
\Pi_{V}^{\overline{\mathrm{MS}}}(x)=\frac{6}{\pi^{4} x^{6}}\left(1+\sum_{i=1}^{\infty} C_{i}^{V}\left(\mu_{x}^{*}\right) a_{s}\left(\mu_{x}^{*}\right)^{i}\right) \tag{2.6}
\end{equation*}
$$

which is exact when the perturbative series includes all orders, provided that the coefficients $C_{i}^{V}\left(\mu_{x}^{*}\right)$ are converted appropriately. The conversion formula of the coupling constants is available to four-loop level [46].

Chetyrkin and Maier [38] wrote the perturbative coefficients up to $O\left(a_{s}^{4}\right)$ at the renormalization scale $\mu_{x}$ in the $\widetilde{M S}$ scheme, which is the same as the $\overline{\mathrm{MS}}$ scheme at a scale $2 \mathrm{e}^{-\gamma_{E}} \mu_{x} \simeq$ $1.123 /|x|$. Here, $\gamma_{E} \simeq 0.5772$ is Euler's constant. In our notation, these coefficients correspond to $C_{i}^{V}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)$.

Since the perturbative expansion truncated at a finite order may depend on $\mu_{x}^{*}$, there is an optimal choice for the scale that leads to the best convergence. One possible recipe to choose the optimal scale $\mu_{x}^{*}$ is the Brodsky-Lepage-Mackenzie (BLM) approach [47], which is motivated by an idea of absorbing the higher order contributions of gluon vacuum polarization into the coupling constant. The scale is chosen such that the perturbative coefficient at $a_{s}^{2}$ becomes independent of the number of flavors $n_{f}$. This BLM scale $\mu_{x}^{\mathrm{BLM}}$ of the vector correlator thus
determined is ${ }^{1}$

$$
\begin{equation*}
\mu_{x}^{\mathrm{BLM}}=2 \exp \left[\frac{1}{2}\left(4 \zeta_{3}-3-2 \gamma_{E}\right)\right] \mu_{x} \simeq \frac{2.7733}{|x|} \tag{2.7}
\end{equation*}
$$

where $\zeta_{3} \simeq 1.202$ is the Riemann zeta function at the argument 3 .
Using the result of [38] and [46], we obtain the perturbative coefficients $C_{i}^{V}\left(\mu_{x}\right), C_{i}^{V}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)$, and $C_{i}^{V}\left(\mu_{x}^{\mathrm{BLM}}\right)$ as

$$
\begin{align*}
& C_{1}^{V}\left(\mu_{x}\right)=1 \\
& C_{2}^{V}\left(\mu_{x}\right)=-5.5269+0.34002 n_{f} \\
& C_{3}^{V}\left(\mu_{x}\right)=10.415-3.2912 n_{f}+0.12602 n_{f}^{2} \\
& C_{4}^{V}\left(\mu_{x}\right)=28.928+30.966 n_{f}-2.6652 n_{f}^{2}+0.064007 n_{f}^{3} \tag{2.8}
\end{align*}
$$

$$
C_{1}^{V}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)=1
$$

$$
C_{2}^{V}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)=-4.8893+0.30137 n_{f}
$$

$$
C_{3}^{V}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)=5.2517-2.6633 n_{f}+0.10124 n_{f}^{2},
$$

$$
\begin{equation*}
C_{4}^{V}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)=33.562+26.233 n_{f}-2.2001 n_{f}^{2}+0.050863 n_{f}^{3}, \tag{2.9}
\end{equation*}
$$

$$
C_{1}^{V}\left(\mu_{x}^{\mathrm{BLM}}\right)=1,
$$

$$
C_{2}^{V}\left(\mu_{x}^{\mathrm{BLM}}\right)=0.083333,
$$

$$
C_{3}^{V}\left(\mu_{x}^{\mathrm{BLM}}\right)=-7.1191-1.1478 n_{f}+0.010414 n_{f}^{2},
$$

$$
\begin{equation*}
C_{4}^{V}\left(\mu_{x}^{\mathrm{BLM}}\right)=-56.886+12.283 n_{f}-0.58326 n_{f}^{2}+0.014075 n_{f}^{3} . \tag{2.10}
\end{equation*}
$$

For $n_{f}=3$, the corresponding perturbative expansion becomes

$$
\left.\begin{array}{rl}
\left.\Pi_{V}^{\overline{\mathrm{MS}}}(x)\right|_{n_{f}=3}= & \frac{6}{\pi^{4} x^{6}}(1
\end{array}+a_{s}\left(\mu_{x}\right)-4.5069 a_{s}\left(\mu_{x}\right)^{2}\right)
$$

[^0]\[

$$
\begin{align*}
\left.\Pi_{V}^{\overline{\mathrm{MS}}}(x)\right|_{n_{f}=3}=\frac{6}{\pi^{4} x^{6}}( & \left(1+a_{s}\left(\mu_{x}^{\mathrm{BLM}}\right)+0.083333 a_{s}\left(\mu_{x}^{\mathrm{BLM}}\right)^{2}\right. \\
& \left.-10.469 a_{s}\left(\mu_{x}^{\mathrm{BLM}}\right)^{3}-24.907 a_{s}\left(\mu_{x}^{\mathrm{BLM}}\right)^{4}+O\left(a_{s}^{5}\right)\right) . \tag{2.13}
\end{align*}
$$
\]

Figure 2.1 shows the vector correlator calculated with (2.11). It is normalized by the treelevel correlator $\Pi_{V}^{\text {free }}(x)=6 / \pi^{4} x^{6}$. A reasonable convergence is observed only below $|x| \sim$ 0.15 fm , which is not so large compared to our lattice spacings $a=0.044-0.080 \mathrm{fm}$. It implies that there is no renormalization window satisfying the condition that the perturbative calculation is convergent and the discretization effects are sufficiently small. The result of the perturbative series (2.12) is similar to that of (2.11). On the other hand, the result of (2.13) shows much better convergence as plotted in Fig. 2.2, implying that the convergence of the perturbative series is actually improved by tuning the renormalization scale $\mu_{x}^{*}$.

In order to choose the optimal scale and estimate the uncertainty of the higher order corrections, we investigate the $\mu_{x}^{*}$-dependence of the perturbative calculation. The $\mu_{x}^{*}$-dependence of the vector correlator is shown in Fig. 2.3 for several distances in the range $0.2-0.5 \mathrm{fm}$. Since the all-order calculation has to be independent of $\mu_{x}^{*}$, we determine the optimal scale $\mu_{x}^{*, \text { opt }}$ as the value which minimizes the $\mu_{x}^{*}$-derivative of the four-loop correlator,

$$
\begin{equation*}
\mu_{x}^{*, \text { opt }}=\mathrm{e}^{1.7} \mu_{x} \simeq \frac{5.5}{|x|} . \tag{2.14}
\end{equation*}
$$

The uncertainty of the higher order corrections to the vector correlator is estimated by varying $\mu_{x}^{*}$ in the region $\left[\frac{1}{2} \mu_{x}^{*, \text { opt }}, 2 \mu_{x}^{*, \text { opt }}\right]$, which is shown in Fig. 2.3 by the gray band.

The expansion at the scale $\mu_{x}^{*, \text { opt }}$ reads

$$
\begin{align*}
\left.\Pi_{V}^{\overline{\mathrm{MS}}}(x)\right|_{n_{f}=3}=\frac{6}{\pi^{4} x^{6}}(1 & +a_{s}\left(\mu_{x}^{*, \mathrm{opt}}\right)+3.1431 a_{s}\left(\mu_{x}^{*, \mathrm{opt}}\right)^{2} \\
& \left.+4.8432 a_{s}\left(\mu_{x}^{*, \text { opt }}\right)^{3}-33.819 a_{s}\left(\mu_{x}^{*, \mathrm{opt}}\right)^{4}+O\left(a_{s}^{5}\right)\right) \tag{2.15}
\end{align*}
$$

As shown in Fig. 2.4, the choice of $\mu_{x}^{*, \text { opt }}$ shows better convergence. The gray region in the figure represents the higher order uncertainty, which is estimated by the maximum difference between the correlator at $\mu_{x}^{*}=\mu_{x}^{*, \text { opt }}$ and those at $\mu_{x}^{*}$ in $\left[\frac{1}{2} \mu_{x}^{*, \mathrm{opt}}, 2 \mu_{x}^{*, \mathrm{opt}}\right]$.

Next, we consider the scalar correlator. The scalar channel is more complicated due to the scale dependence of the scalar operator $S(x)$. We start from the perturbative series

$$
\begin{equation*}
\Pi_{S}^{\overline{\mathrm{MS}}}\left(\mu_{x} ; x\right)=\frac{3}{\pi^{4} x^{6}}\left(1+\sum_{i=1}^{\infty} C_{i}^{S} a_{S}\left(\mu_{x}\right)^{i}\right) . \tag{2.16}
\end{equation*}
$$

Here, both the scales of the operator itself and the coupling constant are set to $\mu_{x}=1 /|x|$, which eliminates the logarithmic terms from the expression. Using the beta function [46] and


FIgURE 2.1: Perturbative expansion of the vector correlator renormalized in the $\overline{\mathrm{MS}}$ scheme with $n_{f}=3$. The results of (2.11) truncated at $a_{s}^{0}$ (fine-dotted), $a_{s}$ (dotted), $a_{s}^{2}$ (dashed double-dotted), $a_{s}^{3}$ (dashed dotted), and $a_{s}^{4}$ (solid) are plotted as functions of $|x|$.


FIgURE 2.2: Perturbative expansion of the vector correlator renormalized in the $\overline{\mathrm{MS}}$ scheme with $n_{f}=3$. The results of the perturbative series (2.13) at the BLM scale truncated at $a_{s}^{0}$ (fine-dotted), $a_{s}$ (dotted), $a_{s}^{2}$ (dashed double-dotted), $a_{s}^{3}$ (dashed dotted), and $a_{s}^{4}$ (solid) are plotted as functions of $|x|$.


Figure 2.3: Vector correlator renormalized in the $\overline{\mathrm{MS}}$ scheme at the specific distances 0.2 fm (top $/$ left), 0.3 fm (top $/$ right), 0.4 fm (bottom/left), and 0.5 fm (bottom/right) as functions of $\mu_{x}^{*}$. The results truncated at $a_{s}$ (dotted), $a_{s}^{2}$ (dashed double-dotted), $a_{s}^{3}$ (dashed dotted), and $a_{s}^{4}$ (solid) are plotted. The gray band represents the region in which we estimate the uncertainty of the higher order corrections. The vertical bold line near the lower end of the gray band stands for the BLM scale (2.7).
the anomalous dimension [51,52], one can also write a more general expression

$$
\begin{equation*}
\Pi_{S}^{\overline{\mathrm{MS}}}\left(\mu_{x}^{\prime} ; x\right)=\frac{3}{\pi^{4} x^{6}}\left(1+\sum_{i=1}^{\infty} C_{i}^{S}\left(\mu_{x}^{*}, \mu_{x}^{\prime}\right) a_{s}\left(\mu_{x}^{*}\right)^{i}\right), \tag{2.17}
\end{equation*}
$$

where the first argument $\mu_{x}^{*}$ of the perturbative coefficients is the renormalization scale of the strong coupling constant in the perturbative series and the second $\mu_{x}^{\prime}$ is the renormalization scale of the scalar operator.

Chetyrkin and Maier [38] gave the perturbative coefficients of correlators at the renormalization scale $\mu_{x}^{*}=\mu_{x}^{\prime}=2 \mathrm{e}^{-\gamma_{E}} \mu_{x}$, which is $C_{i}^{S}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}, 2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)$ in our notation.


Figure 2.4: Perturbative expansion of the vector correlator renormalized in the $\overline{\mathrm{MS}}$ scheme with $n_{f}=3$. The results of the perturbative series (2.15) at the optimal scale $\mu_{x}^{*, \text { opt }}$ truncated at $a_{s}^{0}$ (fine-dotted), $a_{s}$ (dotted), $a_{s}^{2}$ (dashed double-dotted), $a_{s}^{3}$ (dashed dotted), and $a_{s}^{4}$ (solid) are plotted as functions of $|x|$.

Numerically, the perturbative coefficients $C_{i}^{S}\left(\mu_{x}, \mu_{x}\right)$ and $C_{i}^{S}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}, 2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)$ are obtained as

$$
\begin{align*}
& C_{1}^{S}\left(\mu_{x}, \mu_{x}\right)=0.20294, \\
& C_{2}^{S}\left(\mu_{x}, \mu_{x}\right)=-20.197+0.56314 n_{f}, \\
& C_{3}^{S}\left(\mu_{x}, \mu_{x}\right)=7.8854-7.5318 n_{f}+0.37635 n_{f}^{2}, \\
& C_{4}^{S}\left(\mu_{x}, \mu_{x}\right)=500.95+40.402 n_{f}-5.3403 n_{f}^{2}+0.18479 n_{f}^{3},  \tag{2.18}\\
& C_{1}^{S}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}, 2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)=\frac{2}{3}, \\
& C_{2}^{S}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}, 2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)=-17.766+0.48193 n_{f}, \\
& C_{3}^{S}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}, 2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)=-14.656-6.3172 n_{f}+0.32333 n_{f}^{2}, \\
& C_{4}^{S}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}, 2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)=450.45+25.502 n_{f}-3.8057 n_{f}^{2}+0.14697 n_{f}^{3} . \tag{2.19}
\end{align*}
$$

For $n_{f}=3$, they are

$$
\begin{align*}
\left.\Pi_{S}^{\overline{\mathrm{MS}}}\left(\mu_{x} ; x\right)\right|_{n_{f}=3}=\frac{3}{\pi^{4} x^{6}}(1 & +0.20294 a_{s}\left(\mu_{x}\right)-18.507 a_{s}\left(\mu_{x}\right)^{2} \\
& \left.-11.323 a_{s}\left(\mu_{x}\right)^{3}+579.08 a_{s}\left(\mu_{x}\right)^{4}+O\left(a_{s}^{5}\right)\right) \tag{2.20}
\end{align*}
$$

$$
\begin{align*}
\left.\Pi_{S}^{\overline{\mathrm{MS}}}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x} ; x\right)\right|_{n_{f}=3}=\frac{3}{\pi^{4} x^{6}} & \left(1+0.66667 a_{s}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)-16.321 a_{s}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)^{2}\right. \\
& \left.-30.698 a_{s}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)^{3}+496.67 a_{s}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x}\right)^{4}+O\left(a_{s}^{5}\right)\right) . \tag{2.21}
\end{align*}
$$

Figure 2.5 shows the convergence of (2.20). The correlator in the figure is normalized by the tree-level one, $\Pi_{S}^{\text {free }}(x)=3 / \pi^{4} x^{6}$. The scalar channel also shows poor convergence. The BLM scale is not directly applicable for scale dependent quantities. In fact, the BLM scale of the scalar correlator renormalized at $\mu_{x}$ is unstable, i.e. $\mu_{x}^{\mathrm{BLM}} \simeq 8.8 \mu_{x}$ for $\Pi_{S}^{\overline{\mathrm{MS}}}\left(2 \mathrm{e}^{-\gamma_{E}} \mu_{x} ; x\right)$ while $\mu_{x}^{\mathrm{BLM}} \simeq 4 \times 10^{3} \mu_{x}$ for $\Pi_{S}^{\overline{\mathrm{MS}}}\left(\mu_{x} ; x\right)$.

Since the purpose of this work is to determine the renormalization constant at 2 GeV in the $\overline{\mathrm{MS}}$ scheme, we perform the scale evolution of the scalar correlator (2.17) from $\mu_{x}^{\prime}$ to 2 GeV by a numerical integral of the mass anomalous dimension [51,52]. Figure 2.6 shows the scalar correlator calculated from the perturbative series (2.20) and the scale evolution. This calculation is convergent only below $|x| \sim 0.06 \mathrm{fm}$. Such a poor convergence comes from large perturbative coefficients and the large coupling constant $a_{s}\left(\mu_{x}\right)$ in (2.20).

Although the scalar correlator $\Pi_{S}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x)$ after the scale evolution has to be independent of both the scales $\mu_{x}^{*}$ and $\mu_{x}^{\prime}$, finite order calculations may depend on them. Figure 2.7 shows the dependences on $\mu_{x}^{*}$ and $\mu_{x}^{\prime}$ of the four-loop results at four representative distances renormalized at 2 GeV in the $\overline{\mathrm{MS}}$ scheme. To choose optimal values of $\mu_{x}^{*}$ and $\mu_{x}^{\prime}$, we focus on the region with mild dependence of the correlator. We choose the optimal values of $\mu_{x}^{\prime}\left(=\mu_{x}^{\prime \text { opt }}\right)$ as indicated by the dashed lines in Fig. 2.7. On these lines, the correlator depends on $\mu_{x}^{*}$ mildly and the dependence on $\mu_{x}^{\prime}$ is also relatively small. Numerically, the choice is

$$
\begin{equation*}
\mu_{x}^{\prime \text { opt }}=\mathrm{e}^{0.8} \mu_{x} \simeq \frac{2.2}{x} . \tag{2.22}
\end{equation*}
$$

The detailed dependence of the scalar correlator on $\mu_{x}^{*}$ at $\mu_{x}^{\prime}=\mu_{x}^{\prime \text { opt }}$ is shown in Fig. 2.8 for several distances in $0.2-0.46 \mathrm{fm}$, where we determine the renormalization factor of the scalar operator. These figures show results at each loop order up to the four-loop level. We then choose the optimal value $\mu_{x}^{*, \text { opt }}$ of the scale $\mu_{x}^{*}$ as the value which minimizes the dependence on $\mu_{x}^{*}$,

$$
\begin{equation*}
\mu_{x}^{*, \mathrm{opt}}=\mathrm{e}^{1.05} \mu_{x} \simeq \frac{2.9}{x} . \tag{2.23}
\end{equation*}
$$

We estimate the uncertainty by varying $\mu_{x}^{*}$ in a region including $\mu_{x}^{*, \text { opt }}$ in the middle as we did for the vector channel. Since the coupling constant blows up as $\mu_{x}^{*}$ approaches $\Lambda_{\mathrm{QCD}}$, we need to avoid too small $\mu_{x}^{*}$. Therefore, our choice is $\left[\frac{1}{1.6} \mu_{x}^{*, \text { opt }}, 1.6 \mu_{x}^{*, \text { opt }}\right]$ in order not to use the coupling constant at the scale smaller than 0.75 GeV . The region is shown by the gray band in Fig. 2.8.


Figure 2.5: Scalar correlator renormalized at $\mu_{x}$ in the $\overline{\mathrm{MS}}$ scheme for $n_{f}=3$. The results of (2.20) truncated at $a_{s}^{0}$ (fine-dotted), $a_{s}$ (dotted), $a_{s}^{2}$ (dashed doubledotted), $a_{s}^{3}$ (dashed dotted), and $a_{s}^{4}$ (solid) are plotted.


Figure 2.6: Scalar correlator renormalized at 2 GeV in $\overline{\mathrm{MS}}$ scheme for $n_{f}=3$, which is calculated from the perturbative series (2.20) and the scale evolution. The results truncated at $a_{s}^{0}$ (fine-dotted), $a_{s}$ (dotted), $a_{s}^{2}$ (dashed double-dotted), $a_{s}^{3}$ (dashed dotted), and $a_{s}^{4}$ (solid) are plotted.


Figure 2.7: $\Pi_{S}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x) / \Pi_{S}^{\text {free }}(x)$ at the four-loop level at $n_{f}=3$. The results at the specific distances 0.2 fm (top/left), 0.3 fm (top/right), 0.4 fm (bottom/left), and 0.5 fm (bottom/right) are shown as functions of $\mu_{x}^{*}$ and $\mu_{x}^{\prime}$. The dashed lines stand for our choice of $\mu_{x}^{\prime}$, where the correlator shows small sensitivity to $\mu_{x}^{\prime}$ and $\mu_{x}^{*}$.

Setting $\mu_{x}^{\prime}$ and $\mu_{x}^{*}$ by (2.22) and (2.23), we obtain the following numerical expansion at $n_{f}=$ 3 ,

$$
\begin{align*}
\left.\Pi_{S}^{\overline{\mathrm{MS}}}\left(\mu_{x}^{\prime \mathrm{opt}} ; x\right)\right|_{n_{f}=3}=\frac{3}{\pi^{4} x^{6}}(1 & +3.4029 a_{s}\left(\mu_{x}^{*, \mathrm{opt}}\right)+9.7142 a_{s}\left(\mu_{x}^{*, \mathrm{opt}}\right)^{2} \\
& \left.+1.7011 a_{s}\left(\mu_{x}^{*, \mathrm{opt}}\right)^{3}+26.366 a_{s}\left(\mu_{x}^{*, \mathrm{opt}}\right)^{4}+O\left(a_{s}^{5}\right)\right) \tag{2.24}
\end{align*}
$$

whose coefficients are smaller than those in the expansion (2.20), (2.21) especially for the coefficients of $O\left(a_{s}^{4}\right)$. Evolving the renormalization scale of the correlator to 2 GeV , we obtain a well


Figure 2.8: Scalar correlator renormalized at 2 GeV in the $\overline{\mathrm{MS}}$ scheme at the specific distances 0.2 fm (top/left), 0.3 fm (top/right), 0.4 fm (bottom/left), and 0.46 fm (bottom/right) as functions of $\mu_{x}^{*}$. They are calculated at $n_{f}=3$ and $\mu_{x}^{\prime}$ is set by (2.22). The results truncated at $a_{s}$ (dotted), $a_{s}^{2}$ (dashed double-dotted), $a_{s}^{3}$ (dashed dotted), and $a_{s}^{4}$ (solid) are plotted. The gray band represents the region in which we estimate the uncertainty of the perturbative calculation.
convergent correlator as shown in Fig. 2.9. The figure also shows the uncertainty of the perturbative calculation by the gray band, which is estimated by the maximum difference between the correlator at $\mu_{x}^{*}=\mu_{x}^{*, \text { opt }}$ and those at $\mu_{x}^{*}$ in $\left[\frac{1}{1.6} \mu_{x}^{*, \text { opt }}, 1.6 \mu_{x}^{*, \text { opt }}\right]$.

### 2.3 Momentum space correlators and dispersion relation

As mentioned in Section 2.1, current correlators in the coordinate space is convenient in the sense that they do not contain the contact terms. On the other hand, current correlators in the momentum space also have other advantages. The vector and axial-vector channels in the momentum space is decomposed into the transversal and longitudinal components and the decomposed parts are directly related to experiments as well as the Ward-Takahashi identity. In


FIGURE 2.9: Scalar correlator renormalized at 2 GeV in the $\overline{\mathrm{MS}}$ scheme at $n_{f}=3$. The scale parameters $\mu_{x}^{\prime}$ and $\mu_{x}^{*}$ are set by (2.22) and (2.23). The results truncated at $a_{s}^{0}$ (fine-dotted), $a_{s}$ (dotted), $a_{s}^{2}$ (dashed double-dotted), $a_{s}^{3}$ (dashed dotted), and $a_{s}^{4}$ (solid) are plotted. The gray region stands for the uncertainty of higher order corrections, which is estimated by the sensitivity to $\mu_{x}^{*}$.
this section, we summarize the treatment of the momentum space correlators.
Current correlators in the momentum space are defined by the Fourier transforms

$$
\begin{align*}
\widetilde{\Pi}_{S / P}(q) & =\int \mathrm{d}^{4} x \mathrm{e}^{-\mathrm{i} q x} \Pi_{S / P}(x),  \tag{2.25}\\
\widetilde{\Pi}_{V / A, \mu \nu}(q) & =\int \mathrm{d}^{4} x \mathrm{e}^{-\mathrm{i} q x} \Pi_{V / A, \mu \nu}(x), \tag{2.26}
\end{align*}
$$

where $q$ denotes the momentum variable in the Euclidean space.
The vector and axial-vector correlators can be decomposed as

$$
\begin{align*}
\widetilde{\Pi}_{V / A, \mu \nu}(q) & =\left(q_{\mu} q_{\nu}-q^{2} \delta_{\mu \nu}\right) \widetilde{\Pi}_{V / A}^{(1)}\left(-q^{2}\right)+q_{\mu} q_{\nu} \widetilde{\Pi}_{V / A}^{(0)}\left(-q^{2}\right) \\
& =\left(q_{\mu} q_{\nu}-q^{2} \delta_{\mu \nu}\right) \widetilde{\Pi}_{V / A}^{(1+0)}\left(-q^{2}\right)+q^{2} \delta_{\mu \nu} \widetilde{\Pi}_{V / A}^{(0)}\left(-q^{2}\right), \tag{2.27}
\end{align*}
$$

where $\widetilde{\Pi}_{V / A}^{(J)}\left(-q^{2}\right)$ stands for the correlator ${ }^{2}$ associated with the hadrons of spin $J$ and $\widetilde{\Pi}_{V / A}^{(1+0)}\left(-q^{2}\right)$ is defined by the sum of them,

$$
\begin{equation*}
\widetilde{\Pi}_{V / A}^{(1+0)}\left(-q^{2}\right)=\widetilde{\Pi}_{V / A}^{(1)}\left(-q^{2}\right)+\widetilde{\Pi}_{V / A}^{(0)}\left(-q^{2}\right) \tag{2.28}
\end{equation*}
$$

[^1]In the coordinate space, any simple decomposition such as (2.27) cannot be obtained for full QCD ${ }^{3}$. The Ward-Takahashi identity guarantees $\Pi_{V}^{(0)}\left(-q^{2}\right)=0$ in the isospin limit.

These decomposed parts of the correlators are related to experimental observables through the dispersion relation,

$$
\begin{equation*}
\widetilde{\Pi}_{V / A}^{(J)}\left(-q^{2}\right)=\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} s \frac{\operatorname{Im} \widetilde{\Pi}_{V / A}^{(J)}(s)}{\left(s+q^{2}\right)}-\text { subtractions } \tag{2.29}
\end{equation*}
$$

Here, the second term is to eliminate the divergence in the integral. The subtraction therefore leaves an unphysical arbitrary constant, which is the contact term.

For the vector channel, the imaginary part in (2.29) is related to the $R$-ratio from the electronpositron annihilation [53]

$$
\begin{equation*}
R_{V}(s)=\frac{\sigma\left(e^{+} e^{-} \rightarrow \operatorname{hadrons}(V, s)\right)}{\sigma\left(e^{+} e^{-} \rightarrow \mu^{+} \mu^{-}(s)\right)} \tag{2.30}
\end{equation*}
$$

where $\sigma(X)$ stands for the total cross section for the reaction $X$. The electron-positron annihilation experiment measures the cross section at any scale above two times the electron mass and therefore observes the signals of strangeness and heavier particles as well as the up and down quarks. Since the electromagnetic current is composed of a combination of the flavor singlet and non-singlet currents, this experimental data involve both the flavor singlet and non-singlet channels. Applying the optical theorem, one can derive the relation

$$
\begin{equation*}
\operatorname{Im} \widetilde{\Pi}_{V}^{(1)}(s)=\frac{1}{6 \pi} R_{V}(s) . \tag{2.31}
\end{equation*}
$$

The imaginary part in (2.29), as well as the ratio $R_{V}^{(J)}(s)$, is also related to the hadronic $\tau$ decay processes as reviewed in $[54,55]$. The connection to the imaginary part is established through the spectral functions defined by

$$
\begin{equation*}
\rho_{V / A}^{(J)}(s)=\frac{m_{\tau}^{2}}{6\left|V_{u d}\right|^{2} S_{\mathrm{EW}}} \frac{B\left(\tau^{-} \rightarrow \nu_{\tau} V / A(J)\right)}{B\left(\tau^{-} \rightarrow \nu_{\tau} e^{-} \bar{\nu}_{e}\right)} \frac{\mathrm{d} N_{V / A}}{N_{V / A} \mathrm{~d} s}\left[\left(1-\frac{s}{m_{\tau}^{2}}\right)^{2}\left(1+\frac{2 s}{m_{\tau}^{2}}\right)\right]^{-1} . \tag{2.32}
\end{equation*}
$$

Here, the Cabibbo-Kobayashi-Maskawa (CKM) matrix $\left|V_{u d}\right|=0.97418(19)$ is taken from [56], $S_{\mathrm{EW}}$ accounts for the electroweak radiative corrections $[57,58]$. We use the value $S_{\mathrm{EW}}=$ 1.0199(6) from [59]. $B\left(\tau^{-} \rightarrow \nu_{\tau} X\right)$ stands for the branching fraction of the decay process $\tau^{-} \rightarrow \nu_{\tau} X$. We use $B\left(\tau^{-} \rightarrow \nu_{\tau} e^{-} \bar{\nu}_{e}\right)=17.83(4) \%$ reported by [60]. The normalized invariant mass-squared distribution $\mathrm{d} N_{V / A} / N_{V / A} \mathrm{~d} s$ is measured by ALEPH [13,39,61-63] and OPAL [18]. We use the latest ALEPH data [39], whose values multiplied by the branching fraction $B\left(\tau^{-} \rightarrow \nu_{\tau} V / A(1)\right)$ are found in [64]. The relation between the spectral functions and the

[^2]imaginary part of vacuum polarization is given by
\[

$$
\begin{equation*}
\operatorname{Im} \widetilde{\Pi}_{V / A}^{(J)}(s)=\frac{1}{2 \pi} \rho_{V / A}^{(J)}(s) . \tag{2.33}
\end{equation*}
$$

\]

In perturbation theory with massless quarks, chiral symmetry guarantees the degeneracy of the spectral functions

$$
\begin{equation*}
\left.\operatorname{Im} \widetilde{\Pi}_{V}^{(J)}(s)\right|^{\text {pert }}=\left.\operatorname{Im} \widetilde{\Pi}_{A}^{(J)}(s)\right|^{\text {pert }} \tag{2.34}
\end{equation*}
$$

which is calculated up to the four-loop level for $J=1[65,66]$. For $J=0$, it vanishes in the isospin limit. Applying this perturbative spectral function to the dispersion relation (2.29) and performing Fourier transform to the position space, we obtain the vector correlator in perturbation theory, which is consistent with that in the previous section.

In the QCD vacuum, chiral symmetry is spontaneously broken and therefore the spectral functions of the vector and axial-vector channels are quite different at low energies. The difference is seen from the tau decay experiments for $J=1$. For $J=0$ the spectral functions of the vector channel is always zero, while that of the axial-vector channel contains the pion pole in the form $\propto f_{\pi}^{2} \delta\left(s-m_{\pi}^{2}\right)$ and a tiny correction of the excited states.

### 2.4 Mass correction and OPE

In perturbation theory with massless quarks, the degeneracies between the scalar and pseudoscalar channel, the vector and axial-vector channel are guaranteed. In the real QCD vacuum, these degeneracies are broken by the spontaneous breaking of chiral symmetry as well as the non-vanishing quark masses. In this section, we explain the corrections to the perturbative correlators based on the Operator Product Expansion (OPE), which is an idea to describe the non-perturbative effects as an expansion of (vacuum expectation values of) operators.

At first we discuss the OPE of the scalar and pseudoscalar correlators. In the momentum space, the OPE of the scalar and pseudoscalar correlators are sketched as

$$
\begin{equation*}
\widetilde{\Pi}_{S / P}^{\mathrm{OPE}}\left(-q^{2}\right)=\widetilde{\Pi}_{S / P}^{\text {pert }}\left(-q^{2}\right)+\sum_{\mathcal{O}} \widetilde{C}_{\mathcal{O}}^{S / P}\left(q^{2}\right) q^{2-\operatorname{dim} \mathcal{O}}\langle\mathcal{O}\rangle, \tag{2.35}
\end{equation*}
$$

where the first term on the RHS corresponds to the perturbative contribution including the mass corrections. The second term represents the non-perturbative effects. Here the operator $\mathcal{O}$ is

$$
\begin{equation*}
\mathcal{O} \in\left\{m_{q} \bar{q} q, a_{s} G^{2}, m_{q} g_{s} \bar{q} G q, a_{s}(\bar{q} q)^{2}, \cdots\right\}, \tag{2.36}
\end{equation*}
$$

and each Wilson coefficient $\widetilde{C}_{\mathcal{O}}^{S / P}$ is $O\left(\alpha_{s}^{0}\right)$ and do not have mass dimensions. In general, $\widetilde{C}_{\mathcal{O}}^{\mathrm{S} / \mathrm{P}}$ depend on $q^{2}$ logarithmically such as $\ln \left(q^{2} / \mu^{2}\right)$ and mass corrections $m_{q}^{2} / q^{2}$. These coefficients

TABLE 2.1: Some relations between the momentum formula and the coordinate formula through Fourier transforms.

| Momentum space | Coordinate space |
| :---: | :---: |
| $\frac{1}{q^{2}}$ | $\frac{1}{4 \pi^{2}} \frac{1}{x^{2}}$ |
| $\frac{1}{q^{2}} \ln q^{2}$ | $-\frac{1}{4 \pi^{2}} \frac{1}{x^{2}} \ln ^{2} x^{2}$ |
| $\frac{1}{q^{4}}\left(q_{\mu} q_{\nu}-q^{2} \delta_{\mu \nu}\right)$ | $-\frac{1}{4 \pi^{2}} \frac{1}{x^{2}}\left(\frac{x_{\mu} x_{\nu}}{x^{2}}+\frac{\delta_{\mu \nu}}{2}\right)$ |
| $\frac{1}{q^{4}}$ | $-\frac{1}{16 \pi^{2}} \ln x^{2}$ |
| $\frac{1}{q^{4}} \ln q^{2}$ | $\frac{1}{64 \pi^{2}} \ln { }^{2} x^{2}$ |
| $\frac{1}{q^{6}}\left(q_{\mu} q_{\nu}-q^{2} \delta_{\mu \nu}\right)$ | $-\frac{1}{32 \pi^{2}} \frac{x \mu x_{\nu}}{x^{2}}+\frac{3 \delta_{\mu \nu}}{64 \pi^{2}} \ln x^{2}$ |
| $\frac{1}{q^{6}}$ | $\frac{1}{128 \pi^{2}} \ln x^{2}$ |

are known up to $\operatorname{dim} \mathcal{O}=8$ [4,67,68]. The Wilson coefficients at $\operatorname{dim} \mathcal{O}=4,6$ read

$$
\begin{align*}
& \widetilde{C}_{m \bar{q} q}^{S / P}=(1 \pm 2) \mp \frac{2 m_{q}^{2}}{q^{2}}+O\left(\alpha_{s} / \pi, m_{q}^{4} / q^{4}\right)  \tag{2.37a}\\
& \widetilde{C}_{a_{s} G^{2}}^{S / P}=\frac{1}{8 \pi}-\frac{(2 \mp 9) m_{q}^{2}}{12 \pi q^{2}} \mp \frac{m_{q}^{2}}{2 \pi q^{2}} \ln q^{2}+O\left(\alpha_{s} / \pi, m_{q}^{4} / q^{4}\right)  \tag{2.37b}\\
& \widetilde{C}_{m g_{s} \bar{q} G q}^{S / P}= \pm 1+O\left(\alpha_{s} / \pi, m_{q}^{2} / q^{2}\right)  \tag{2.37c}\\
& \widetilde{C}_{\alpha_{s}(\bar{q} q)^{2}}^{S / P}=-\frac{16 \pi(4 \pm 11)}{27}+O\left(\alpha_{s} / \pi, m_{q}^{2} / q^{2}\right) \tag{2.37d}
\end{align*}
$$

Here, the contribution of the four-quark condensate $\widetilde{C}_{a_{s}(\bar{q} q)^{2}}^{S / P}$ is calculated using the vacuum saturation assumption [69].

The short-distance behavior of the correlators in the coordinate space is understood by the Fourier transform

$$
\begin{equation*}
\Pi_{S / P}^{\mathrm{OPE}}\left(x^{2}\right)=\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} \widetilde{\Pi}_{S / P}^{\mathrm{OPE}}\left(-q^{2}\right)=\Pi_{S / P}^{\mathrm{pert}}\left(x^{2}\right)+\sum_{\mathcal{O}} C_{\mathcal{O}}^{S / P}\left(x^{2}\right) x^{\operatorname{dim} \mathcal{O}-6}\langle\mathcal{O}\rangle \tag{2.38}
\end{equation*}
$$

For the first term on the RHS, the massless part is already discussed in the previous section. Since the remaining contributions are relatively small in $\lesssim 0.5 \mathrm{fm}$, we consider only the treelevel terms of them.

Table 2.1 summarizes the Fourier transforms between the momentum and coordinate space used for the derivation of following results. Using these relations, we obtain

$$
\begin{align*}
& C_{m \bar{q} q}^{S / P}=\frac{1 \pm 2}{4 \pi^{2}} \pm \frac{m_{q}^{2}}{8 \pi^{2}} x^{2} \ln \left(x / x_{0}\right)^{2}+O\left(\alpha_{s} / \pi, m_{q}^{4} x^{4}\right),  \tag{2.39a}\\
& C_{a_{s} G^{2}}^{S / P}=\frac{1}{32 \pi^{3}}+\frac{(2 \mp 9) m_{q}^{2}}{192 \pi^{3}} x^{2} \ln \left(x / x_{0}\right)^{2} \mp \frac{m_{q}^{2}}{128 \pi^{3}} x^{2} \ln ^{2} x^{2}+O\left(\alpha_{s} / \pi, m_{q}^{4} x^{4}\right),  \tag{2.39b}\\
& C_{m g_{s} \bar{q} G q}^{S / P}=\mp \frac{1}{16 \pi^{2}} \ln \left(x / x_{0}\right)^{2}+O\left(\alpha_{s} / \pi, m_{q}^{2} x^{2}\right), \tag{2.39c}
\end{align*}
$$

$$
\begin{equation*}
C_{a_{s}(\bar{q} q)^{2}}^{S / P}=\frac{4 \pm 11}{27} \ln \left(x / x_{0}\right)^{2}+O\left(\alpha_{s} / \pi, m_{q}^{2} x^{2}\right) \tag{2.39d}
\end{equation*}
$$

Here, the logarithmic contributions involve dimensionful variable $x_{0}$, which appears from divergences of the integral defining the Fourier transform and is regularization and scheme dependent ${ }^{4}$.

Next we discuss the vector and axial-vector correlators. These correlators in the coordinate space and in the momentum spaces are related through the Fourier transform,

$$
\begin{equation*}
\Pi_{V / A, \mu \nu}(x)=\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} \widetilde{\Pi}_{V / A, \mu \nu}(q) . \tag{2.40}
\end{equation*}
$$

The longitudinal component of these correlators, which is extracted by taking the divergence $\sum_{\mu} \partial_{\mu} \Pi_{V / A, \mu \nu}(x)$, is calculated using PCAC relation.

Before entering into the details of the OPE, we briefly review the result from the WardTakahashi identity. In the momentum space, the vector and axial-vector correlators are usually written as (2.27), whose second term, the longitudinal component, is extracted by multiplying momentum vectors,

$$
\begin{equation*}
\widetilde{\Pi}_{V / A}^{(0)}\left(-q^{2}\right)=\sum_{\mu, \nu} \frac{q_{\mu} q_{\nu}}{q^{4}} \widetilde{\Pi}_{V / A, \mu \nu}(q) . \tag{2.41}
\end{equation*}
$$

In the case of degenerate valence quarks, the longitudinal component of the vector correlator is exactly zero,

$$
\begin{equation*}
\widetilde{\Pi}_{V}^{(0)}\left(-q^{2}\right)=0, \tag{2.42}
\end{equation*}
$$

while the axial-vector channel behaves as $[68,70]$

$$
\begin{equation*}
\widetilde{\Pi}_{A}^{(0)}\left(-q^{2}\right)=\frac{4 m_{q}}{q^{4}}\langle\bar{q} q\rangle+\frac{4 m_{q}^{2}}{q^{4}} \widetilde{\Pi}_{P}\left(-q^{2}\right) . \tag{2.43}
\end{equation*}
$$

This is derived by the PCAC relation. In the isospin limit, the longitudinal component of the correlators in the position space is given by

$$
\begin{align*}
& \delta_{\mu \nu} \int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} q^{2} \widetilde{\Pi}_{V}^{(0)}\left(-q^{2}\right)=0,  \tag{2.44}\\
& \delta_{\mu \nu} \int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} q^{2} \widetilde{\Pi}_{A}^{(0)}\left(-q^{2}\right)=\delta_{\mu \nu} \frac{m_{q}\langle\bar{q} q\rangle}{\pi^{2} x^{2}}+O\left(m_{q}^{2}\right) . \tag{2.45}
\end{align*}
$$

Here $O\left(m_{q}^{2}\right)$ on the RHS of (2.45) corresponds to the contribution of the pseudoscalar correlator in (2.43). In the coordinate space, the longitudinal component is extracted by taking the divergence instead of multiplying the momentum vector. Then, we obtain

$$
\begin{equation*}
-\frac{\pi^{2}}{2 m_{q}} x^{2} \sum_{\mu, \nu} x_{\nu} \partial_{\mu} \Pi_{A, \mu \nu}(x)=\langle\bar{q} q\rangle+O\left(m_{q}\right) . \tag{2.46}
\end{equation*}
$$

[^3]In Section 5.2, we demonstrate that the numerical results for the left hand side show a good agreement with the value of the chiral condensate. Note that (2.46) is derived without OPE and there is no need to add any perturbative correction to the first term.

Next, we summarize the OPE of the vector and axial-vector correlators. The longitudinal component of the vector correlator is, again, identical to zero (2.44), while the axial vector one is given by the Fourier transform of (2.43). The result is

$$
\begin{align*}
\delta_{\mu \nu} \int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} q^{2} \widetilde{\Pi}_{A}^{(0)}\left(-q^{2}\right) & =\delta_{\mu \nu} \frac{m_{q}\langle\bar{q} q\rangle}{\pi^{2} x^{2}} \\
& -\delta_{\mu \nu} \frac{3 m_{q}^{2}}{8 \pi^{4} x^{2}} \ln ^{2}\left(x^{2} / x_{0}^{2}\right) \\
& +\delta_{\mu \nu}\left[-\frac{m_{q}^{2}\left\langle a_{s} G G\right\rangle}{32 \pi^{2}}+\frac{m_{q}^{3}\langle\bar{q} q\rangle}{4 \pi^{2}}\right] \ln \left(x / x_{0}\right)^{2}+\cdots . \tag{2.47}
\end{align*}
$$

For the transversal part, the OPE in the momentum space is written as

$$
\begin{gather*}
\widetilde{\Pi}_{V / A}^{(1+0), \mathrm{OPE}}\left(-q^{2}\right)=\widetilde{\Pi}_{V / A}^{(1+0), \text { pert }}\left(-q^{2}\right)+\sum_{\mathcal{O}} \widetilde{C}_{\mathcal{O}}^{V / A}\left(q^{2}\right) q^{-\operatorname{dim} \mathcal{O}}\langle\mathcal{O}\rangle,  \tag{2.48}\\
\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x}\left(q_{\mu} q_{\nu}-q^{2} \delta_{\mu \nu}\right) \widetilde{\Pi}_{V / A}^{(1+0), \mathrm{OPE}}\left(-q^{2}\right)=\Pi_{V / A}^{\text {pert }}\left(x^{2}\right)+\sum_{\mathcal{O}} C_{\mathcal{O}, \mu \nu}^{V / A}(x) x^{\operatorname{dim} \mathcal{O}-6}\langle\mathcal{O}\rangle . \tag{2.49}
\end{gather*}
$$

The Wilson coefficients in the momentum space are found to be $[4,68]$

$$
\begin{align*}
\widetilde{C}_{m \bar{q} q}^{V / A} & =2-\frac{8}{3} \frac{m_{q}^{2}}{q^{2}}+O\left(a_{s}, m_{q}^{4} / q^{4}\right),  \tag{2.50a}\\
\widetilde{C}_{a_{s} G^{2}}^{V / A} & =-\frac{1}{12}+\frac{m_{q}^{2}}{3 q^{2}}+O\left(a_{s}, m_{q}^{4} / q^{4}\right),  \tag{2.50b}\\
\widetilde{C}_{m g_{s} \bar{q} G q} & =0,  \tag{2.50c}\\
\widetilde{C}_{a_{s}(\bar{q} q)^{2}}^{V / A} & =-\frac{32(2 \mp 9) \pi^{2}}{81}+O\left(a_{s}, m_{q}^{2} / q^{2}\right), \tag{2.50d}
\end{align*}
$$

which lead to those in the coordinate space

$$
\begin{align*}
& C_{m \bar{q} q, \mu \nu}^{V / A}=-\frac{1}{2 \pi^{2}}\left(\frac{\delta_{\mu \nu}}{2}+\frac{x_{\mu} x_{\nu}}{x^{2}}\right)+\frac{m_{q}^{2}}{12 \pi^{2}} x_{\mu} x_{\nu}-\frac{m_{q}^{2} \delta_{\mu \nu}}{8 \pi^{2}} x^{2} \ln \left(x / x_{0}\right)^{2}+O\left(a_{s}, m_{q}^{4} x^{4}\right),  \tag{2.51a}\\
& C_{a_{s} G^{2}, \mu \nu}^{V / A}=\frac{1}{48 \pi^{2}}\left(\frac{\delta_{\mu \nu}}{2}+\frac{x_{\mu} x_{\nu}}{x^{2}}\right)-\frac{m_{q}^{2}}{96 \pi^{2}} x_{\mu} x_{\nu}+\frac{m_{q}^{2} \delta_{\mu \nu}}{64 \pi^{2}} x^{2} \ln \left(x / x_{0}\right)^{2}+O\left(a_{s}, m_{q}^{4} x^{4}\right),  \tag{2.51b}\\
& C_{m g_{s} \bar{q} G q, \mu \nu}^{V / A}=0,  \tag{2.51c}\\
& C_{a_{s}(\bar{q} q)^{2}, \mu \nu}^{V / A}=\frac{2 \mp 9}{81} \frac{x_{\mu} x_{\nu}}{x^{2}}-\frac{2 \mp 9}{54} \delta_{\mu \nu} \ln \left(x / x_{0}\right)^{2}+O\left(a_{s}, m_{q}^{2} x^{2}\right) . \tag{2.51d}
\end{align*}
$$

Summing over the Lorentz diagonal components both for the transversal and longitudinal components, we obtain the OPE of the scalar-contracted vector and axial-vector correlators

$$
\begin{equation*}
\Pi_{V / A}^{\mathrm{OPE}}(x)=\Pi_{V / A}^{\text {pert }}(x)+\sum_{\mathcal{O}} C_{\mathcal{O}}^{V / A}\left(x^{2}\right) x^{\operatorname{dim} \mathcal{O}-6}\langle\mathcal{O}\rangle, \tag{2.52}
\end{equation*}
$$

where the Wilson coefficients read

$$
\begin{align*}
& C_{m \bar{q} q}^{V / A}=\frac{1 \mp 4}{2 \pi^{2}} \mp \frac{m_{q}^{2}}{2 \pi^{2}} x^{2} \ln \left(x / x_{0}\right)^{2}+O\left(a_{s}, m_{q}^{4} x^{4}\right),  \tag{2.53a}\\
& C_{a_{s} G^{2}}^{V / A}=\frac{1}{16 \pi^{2}} \pm \frac{m_{q}^{2}}{16 \pi^{2}} x^{2} \ln \left(x / x_{0}\right)^{2}+O\left(a_{s}, m_{q}^{4} x^{4}\right),  \tag{2.53b}\\
& C_{m g_{s} \bar{G} G q}^{V / A}=0,  \tag{2.53c}\\
& C_{a_{s}(\bar{q} q)^{2}}^{V / A}=-\frac{4 \mp 18}{27} \ln \left(x / x_{0}\right)^{2}+O\left(a_{s}, m_{q}^{2} x^{2}\right) . \tag{2.53d}
\end{align*}
$$

Thus far, we have skipped the evaluation of the mass corrections to the perturbative contribution. At tree-level, correlators of massive quarks are analytically calculated as follows. The propagator of a non-interacting massive quark is given [71,72] by

$$
\begin{align*}
S_{F}^{\text {cont }}\left(x, m_{q}\right) & =\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} \frac{-\mathrm{i} \notin+m_{q}}{q^{2}+m_{q}^{2}} \\
& =\frac{m_{q} \notin}{4 \pi^{2}|x|^{3}} K_{1}\left(m_{q}|x|\right)+\frac{m_{q}^{2} k}{8 \pi^{2} x^{2}}\left[K_{0}\left(m_{q}|x|\right)+K_{2}\left(m_{q}|x|\right)\right]+\frac{m_{q}^{2}}{4 \pi^{2}|x|} K_{1}\left(m_{q}|x|\right), \tag{2.54}
\end{align*}
$$

with $K_{i}$ being the modified Bessel functions. Then we can construct the massive correlator in the tree-level by taking the contraction,

$$
\begin{equation*}
\Pi_{\Gamma}^{\mathrm{free}}\left(x, m_{q}\right)=\operatorname{Tr}\left[S_{F}\left(x, m_{q}\right) \Gamma S_{F}\left(-x, m_{q}\right) \Gamma\right] . \tag{2.55}
\end{equation*}
$$

Thus, the mass correction to the perturbative contribution are calculated. At $O\left(m_{q}^{2}\right)$, the correction is given by

$$
\begin{align*}
& \Pi_{P / S}^{\text {pert }}(x)-\Pi_{P / S}^{\text {pert,massless }}(x)=-\frac{3(2 \pm 1) m_{q}^{2}}{4 \pi^{4} x^{4}}+O\left(\alpha_{s} / \pi, m_{q}^{4} / x^{2}\right)  \tag{2.56}\\
& \Pi_{V / A}^{\text {pert }}(x)-\Pi_{V / A}^{\text {pert,massless }}(x)=-\frac{6(1 \mp 1) m_{q}^{2}}{\pi^{4} x^{4}}+O\left(\alpha_{s} / \pi, m_{q}^{4} / x^{2}\right) \tag{2.57}
\end{align*}
$$

### 2.5 Quark-hadron duality violation

In Section 2.3, we introduced the spectral functions and the dispersion relation to calculate the current correlators. It should be emphasized that the spectral function is defined on the positive real axis of the invariant mass-squared $s$, which is in the Minkowski domain. It is known that a spectral function explained by OPE in the Minkowski regime truncated at a finite dimension of operators disagrees with that in full QCD, i.e. the OPE no longer works in the Minkowski. At
the same time, the resonance structure of hadrons does not vanish even in roughly perturbative region ( $\sim 2 \mathrm{GeV}^{2}$ ). This problem is referred to as the violation of quark-hadron duality or the duality violation [21-24]. In this section, we review the quark-hadron duality and its violation in the Minkowski regime.

The quark-hadron duality is the duality between perturbation theory or OPE, which is described in terms of quark and gluon degrees of freedom, and the hadronic picture. The violation of the quark-hadron duality means that a quantity explained by OPE disagrees with that in full QCD beyond the truncation uncertainty of the operator expansion and the perturbative expansion of the Wilson coefficients.

One can understand that the duality violation arises from the singularity of the instanton contributions. Although we do not imply the instantons can quantitatively explain the mechanism of the duality violation, an introduction of an instanton-based approach is convenient to understand qualitatively how the duality violation arises. In the following, we discuss the one fixed-size instanton model just for the purpose of orientation.

Propagator $G_{\text {inst }}(x, y)$ of a massless quark interacting with an instanton is known [73]. In the Euclidean representation, it has the part

$$
\begin{equation*}
G_{\text {inst }}(x, y)=\frac{\widetilde{G}}{(x-y)^{4}} \frac{1}{\left[(x-z)^{2}+\rho^{2}\right]^{l_{1}}\left[(y-z)^{2}+\rho^{2}\right]^{l_{2}}}, \tag{2.58}
\end{equation*}
$$

where $z$ is the central position of the instanton, $\rho$ is the fixed instanton size, $\widetilde{G}$ is a polynomial of $x$ and $y$ including the Dirac matrices, and

$$
\begin{equation*}
l_{1,2}=\frac{1}{2} \text { or } \frac{3}{2}, l_{1}+l_{2}=2 . \tag{2.59}
\end{equation*}
$$

The singularity at $x-y=0$ exists even in the propagator without the instanton and is not related to the duality violation. There are other singular points in the Minkowski region, which are located at $(x-y)^{2}=-4 \rho^{2}$ when $z=(x+y) / 2$. This singularity violates the quark-hadron duality as follows. The contribution of this singularity to a correlator in the momentum space $\widetilde{\Pi}_{\Gamma}^{\sin }(q)$ is sketched as

$$
\begin{align*}
\widetilde{\Pi}_{\Gamma}^{\sin }(q) & \propto \int \mathrm{d}^{4} x \mathrm{e}^{-\mathrm{i} q(x-y)} \int \mathrm{d}^{4} z \frac{1}{\left[(x-z)^{2}+\rho^{2}\right]\left[(y-z)^{2}+\rho^{2}\right]^{3}} \\
& \propto \int \mathrm{~d}^{4} x \mathrm{e}^{-\mathrm{i} q x} \frac{1}{\left(x^{2}+\rho^{2}\right)} \int \mathrm{d}^{4} z \mathrm{e}^{-\mathrm{i} q z} \frac{1}{\left(z^{2}+\rho^{2}\right)^{3}} \\
& \propto K_{1}(\rho|q|) K_{-1}(\rho|q|) \xrightarrow{\rho|q| \gg 1} \frac{1}{|q|} \mathrm{e}^{-2 \rho|q|} . \tag{2.60}
\end{align*}
$$

For the vector and axial-vector channel, this singular contribution to the spin-decomposed correlators $\widetilde{\Pi}_{V / A}^{(J)}\left(-q^{2}\right)$ defined in (2.27) obeys $\widetilde{\Pi}_{V / A}^{(J) \text { sin }}\left(-q^{2}\right) \propto|q|^{-3} \mathrm{e}^{-2 \rho|q|}$, which leads to the oscillatory behavior of the spectral function

$$
\begin{equation*}
\rho_{V / A}^{(J), \sin }(s) \propto \frac{1}{s^{3 / 2}} \cos (2 \rho \sqrt{s}), \quad \rho_{V / A}^{(J), \sin }(s)=\rho_{V / A}^{(J)}(x)-\rho_{V / A}^{(J), \mathrm{OPE}}(s), \tag{2.61}
\end{equation*}
$$

at large $s=-q^{2}$ in the Minkowski regime. Here, $\rho_{V / A}^{(J), \text { OPE }}(s)$ stands for the OPE of the spectral function $\rho_{V / A}^{(J)}(s)$. Although the instanton-based approach is a useful tool to see the occurrence of the duality violation, such a simple model cannot give quantitative prediction.

The effect of the duality violation is usually evaluated by another model, which is based on the following two assumptions:

- Large but finite $N_{c}$ to see resonances with non-vanishing widths.
- Regge assumption to guess the equidistant resonances.

The validity of these assumptions are discussed in [23,25-27]. This model is convenient to explain the fact that the resonances in the spectral functions occur with a finite width and a mostly same interval of $s$. In the limit $N_{c} \rightarrow \infty$, each resonance in the spectral functions is proportional to the Dirac delta function. Therefore, the spectral function is a sum of delta functions. In QCD with a finite $N_{c}=3$, the resonances have finite width. The equidistant resonances are explained by the Regge theory [74,75] combined with the large $N_{c}$.

Applying this resonance-based model, we finally the following parametrization for the spectral functions,

$$
\begin{equation*}
\rho_{\Gamma}^{(J)}(s) \xrightarrow{\text { large } s} \mathrm{e}^{-\delta_{\Gamma}^{(J)}-\gamma_{\Gamma}^{(J)} s} \sin \left(\alpha_{\Gamma}^{(J)}+\beta_{\Gamma}^{(J)} s\right)+\rho_{\Gamma}^{(J), \text { pert }}(s), \tag{2.62}
\end{equation*}
$$

with four unknown parameters $\alpha_{\Gamma}^{(J)}, \beta_{\Gamma}^{(J)}, \gamma_{\Gamma}^{(J)}$, and $\delta_{\Gamma}^{(J)}$. Here, the perturbative contribution $\rho_{\Gamma}^{(J) \text {,pert }}(s)$ to the spectral function is known up to the four-loop level $[65,66]$.

$$
\begin{align*}
\rho_{\Gamma}^{(J), \text { pert }}(s)=\frac{1}{2}[1 & +a_{s}(\sqrt{s})+\left(1.9857-0.1152 n_{f}\right) a_{s}(\sqrt{s})^{2} \\
& +\left(-6.63694-1.20013 n_{f}-0.00518 n_{f}^{2}\right) a_{s}(\sqrt{s})^{3} \\
& \left.+\left(-156.61+18.77 n_{f}-0.7974 n_{f}^{2}+0.0215 n_{f}^{3}\right) a_{s}(\sqrt{s})^{4}\right] . \tag{2.63}
\end{align*}
$$

The resonance model (2.62) is similar to the single instanton model (2.61) except for the dumping factor and the phase shift.

We fit the ALEPH data $[39,64]$ of spin one components of the vector and axial-vector channels by the fit functions (2.62) based on the resonance model. The chi square fitting is implemented simultaneously among the vector and axial-vector channels with the consideration of the correlations between all data values. The detail is explained in Appendix E.4.2. The fit range is chosen as $1.6 \mathrm{GeV}^{2} \leq s \leq 2.7 \mathrm{GeV}^{2}$ both for the vector and axial-vector channles. The


Figure 2.10: Spectral functions $\rho_{\Gamma}^{(1)}(s)$ measured by the ALEPH collaboration [30] for $\Gamma=V$ (top/left), $\Gamma=A$ (top/right), $\Gamma=V+A$ (bottom/left), and $\Gamma=V-A$ (bottom/right), plotted with the prediction of the parton model and perturbation theory, and the fit result according to the resonance model.
fit results read

$$
\begin{align*}
& \delta_{V}^{(1)}=0.32(27), \quad \gamma_{V}^{(1)}=0.72(9) \mathrm{GeV}^{-2}, \quad \alpha_{V}^{(1)}=-2.4(9), \quad \beta_{V}^{(1)}=4.3(2) \mathrm{GeV}^{-2} \\
& \delta_{A}^{(1)}=-1.5(5), \quad \gamma_{A}^{(1)}=1.7(2) \mathrm{GeV}^{-2}, \quad \alpha_{A}^{(1)}=2.2(4.8), \quad \beta_{A}^{(1)}=3.6(1.2) \mathrm{GeV}^{-2} \tag{2.64}
\end{align*}
$$

The chi square divided by the degrees of freedom is 1.28 .
Figure 2.10 shows the four channels of the spectral functions, $\rho_{V}^{(1)}$ (top/left), $\rho_{A}^{(1)}$ (top/right), $\rho_{V+A}^{(1)}=\rho_{V}^{(1)}+\rho_{A}^{(1)}($ bottom $/$ left $)$, and $\rho_{V-A}^{(1)}=\rho_{V}^{(1)}-\rho_{A}^{(1)}$ (bottom/right) as functions of the invariant mass-squared $s$. Here, the experimental data (circles) and the fit results (dashed curve) as well as the predictions of perturbation theory (solid curve) and the parton model (dotted line) are plotted. As seen in the figure, the experimental data disagree with the prediction of perturbation theory in the region $s \lesssim 2.5 \mathrm{GeV}^{2}$. The fit result based on the resonance model also disagree with perturbation theory up to $s \simeq 3 \mathrm{GeV}^{2}$. These facts implies the quark-hadron duality is significantly violated and therefore the duality violating contribution need to be considered.

### 2.6 Correlators converted from experiments

Using the dispersion relation (2.29), we can convert the spectral functions to the corresponding correlators as

$$
\begin{equation*}
\Pi_{V / A}^{(1)}(x)=\sum_{\mu} \int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x}\left(q_{\mu} q_{\mu}-q^{2} \delta_{\mu \mu}\right) \widetilde{\Pi}_{V / A}^{(1)}\left(-q^{2}\right)=-3 \int \frac{\mathrm{~d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} q^{2} \Pi_{V / A}^{(1)}\left(-q^{2}\right), \tag{2.65}
\end{equation*}
$$

which is the contribution of the spin-one component. The dispersion relation in terms of $\rho_{V / A}^{(1)}$ is given by

$$
\begin{equation*}
\widetilde{\Pi}_{V / A}^{(1)}\left(-q^{2}\right)=\frac{1}{2 \pi^{2}} \int_{0}^{\infty} \mathrm{d} s \frac{\rho_{V / A}^{(1)}(s)}{s+q^{2}} . \tag{2.66}
\end{equation*}
$$

Inserting this to (2.65), we obtain

$$
\begin{equation*}
\Pi_{V / A}^{(1)}(x)=\frac{3}{8 \pi^{4}} \int_{0}^{\infty} \mathrm{d} s s^{3 / 2} \rho_{V / A}^{(1)}(s) \frac{K_{1}(\sqrt{s}|x|)}{|x|} . \tag{2.67}
\end{equation*}
$$

Thus, we can calculate the spin-one contribution to the correlators with the spectral function $\rho_{V / A}^{(1)}(s)$, which obtained from the experiment and perturbation theory.

The spin-zero contribution is treated as follows. In the isospin limit, the spin-zero contribution to the vector channel is exactly zero $\rho_{V}^{(0)}(s)=0$ and therefore $\Pi_{V}(x)=\Pi_{V}^{(1)}$. The spin-zero component for the axial-vector channel contains, on the other hand, the pion pole. The magnitude of the pion pole is estimated from the pion decay constant through the PCAC relation. Thus, the axial-vector correlator including the pion pole can be calculated as

$$
\begin{equation*}
\Pi_{A}(x) \simeq \frac{3}{8 \pi^{4}} \int_{0}^{\infty} \mathrm{d} s s^{3 / 2} \rho_{A}^{(1)}(s) \frac{K_{1}(\sqrt{s}|x|)}{|x|}-\frac{f_{\pi}^{2} M_{\pi}^{3}}{4 \pi^{2}} \frac{K_{1}\left(M_{\pi}|x|\right)}{|x|} . \tag{2.68}
\end{equation*}
$$

The contribution of other poles of the excited states of the pion is negligible. Schäfer and Shuryak [14] converted the ALEPH data [61] to the Euclidean correlators in the coordinate space including the pion pole and the results were used for the tests of prediction of the quenched lattice calculation by DeGrand [8].

In this work, we analyze the quantity

$$
\begin{equation*}
R_{V / A}(x)=\frac{\Pi_{V / A}^{(1)}(x)}{\left.\Pi_{V / A}^{\text {free }}(x)\right|_{m_{q}=0}}, \tag{2.69}
\end{equation*}
$$

where the pion pole in the axial-vector channel is dropped, using the latest ALEPH data [39] and the 14 lattice ensembles dynamically generated with the simulation parameters closer to the physical point than those in [8]. We focus only on the spin-one components, i.e. we do not include the second term on the RHS of (2.68) in the analysis because the complicated mass dependence of the pion pole could make the chiral extrapolation more difficult.

Figure 2.11 shows $R_{V / A}(x)$ calculated from the following three methods. One is based on


Figure 2.11: $R_{V / A}$ calculated from the ALEPH spectral functions, perturbation theory, and resonance based model plotted as functions of $|x|$.
perturbation theory, in which the vector and axial-vector channels are degenerate. The second method is to use the ALEPH spectral function for $s \leq 2.7 \mathrm{GeV}^{2}$ and perturbation theory for larger $s$. The other is the resonance model which is explained in the previous section. In this method, we use the ALEPH data for $s \leq 2.7 \mathrm{GeV}^{2}$ and the fit result (2.64) of the model for larger s. As expected, the effect of the duality violation does not appear significantly in the Euclidean domain. We can observe a slight dependence on the treatment of the spectral function in $s>m_{\tau}^{2}$. The results of the combined channels $V+A$ and $V-A$ are shown with the lattice results in Section 5.1 (Figs. 5.1,5.5) and Appendix F (Figs. F.5,F.6). We find that the perturbative region is seen in $x \lesssim 0.2 \mathrm{fm}$ and the degeneracy between the vector and axial-vector channels is violated already at $x=0.3 \mathrm{fm}$. Therefore the discretization effects need to be under control in the region $x \gtrsim 0.2 \mathrm{fm}$ to determine the strong coupling constant from lattice calculations.

It is also useful for the analysis of lattice results to investigate the dominance of the resonances over the correlators at each distance $|x|$. Figure 2.12 shows the decomposition of $R_{V}(x)$ into several contributions of different regions of $s$. "Perturbation" means the contribution of the spectral function in the region $s>2.7 \mathrm{GeV}^{2}$, which is calculated by using perturbation theory. In the region $s \leq 2.7 \mathrm{GeV}^{2}$, we split the region of $s$ into the resonance of the $\rho$ meson $\left(m_{\rho}-0.15 \mathrm{GeV}\right)^{2}<s<\left(m_{\rho}+0.15 \mathrm{GeV}\right)^{2}$, and above and below the resonance. From the figure, we find that the vector correlator is not dominated by the $\rho$ meson in the region $x \lesssim 0.5 \mathrm{fm}$, while the perturbative contribution occupies only $50 \%$ of the total at $x \simeq 0.5 \mathrm{fm}$. We also show the same plot for the axial-vector channel in Fig. 2.13. The region of "Perturbation" is the same as for the vector channel $s>2.7 \mathrm{GeV}^{2}$, while the resonance of $a_{1}$ meson is chosen


FIgURE 2.12: Decomposition of the contribution of the spectral function $\rho_{V}(s)$ to $R_{V}(x)$.


Figure 2.13: Decomposition of the contribution of the spectral function $\rho_{A}(s)$ to $R_{A}(x)$.
as $\left(m_{a_{1}}-0.40 \mathrm{GeV}\right)^{2}<s<\left(m_{a_{1}}+0.40 \mathrm{GeV}\right)^{2}$. Both of these figures suggest that the nonperturbative contribution is very significant already at $|x| \sim 0.5 \mathrm{fm}$. Around there, perturbation theory is not reliable and a non-perturbative technique is needed to investigate the correlators.

## Chapter 3

## Lattice calculation

### 3.1 Lattice correlators

On the lattice, rotational symmetry is broken to hypercubic symmetry and therefore scalar correlator at a lattice point is not necessarily equal to that at another point with the same $x^{2}$. For example, the scalar correlators at $(0,0,0,2 a)$ and $(a, a, a, a)$ are different, while those in the continuum theory agree with each other. In this section, we classify the correlators on the lattice with respect to the hypercubic symmetry.

At first, we explain how to classify the correlators which are Lorentz scalar in the continuum theory. Since two-point correlators are always parity even, the pseudoscalar channel can be classified in the same manner as the scalar channel. The classification is done by the identity

$$
\begin{equation*}
\Pi_{S / P}\left(\mathcal{O}_{4}(x)\right)=\Pi_{S / P}(x), \tag{3.1}
\end{equation*}
$$

where $\mathcal{O}_{d}$ stands for an arbitrary $d$-dimensional hypercubic transformation including $\operatorname{det} \mathcal{O}_{d}=$ -1 . Here a negative component $-x_{\mu}$, which needs to be introduced with the transformation $\mathcal{O}_{d}$, means $L_{\mu}-x_{\mu}$ in a finite box $L_{1} \times L_{2} \times L_{3} \times L_{4}$ with the periodic or anti-periodic boundary condition. We find 322 independent separations in the region $1 \leq(x / a)^{2} \leq 100$. Other scalar quantities such as the scalar-contracted vector and axial vector correlators $\Pi_{V / A}(x)$ are also classified in the same manner.

About the vector and axial-vector channels with the Lorentz indices, there are two types of Lorentz components for the classification. One is the Lorentz diagonal components $\Pi_{V / A, \mu \mu}(x)$, in which a lattice point is interpreted as a set of one special component $x_{\mu}$ with $\mu$-direction and the other three dimensional coordinate $\bar{x}_{(\mu)}$ of other components,

$$
\begin{equation*}
\Pi_{V / A, \mu \mu}(x)=\Pi_{V / A, \mu \mu}\left(x_{\mu} ; \bar{x}_{(\mu)}\right) . \tag{3.2}
\end{equation*}
$$

Then, the hypercubic symmetry guarantees

$$
\begin{align*}
& \Pi_{V / A, \mu \mu}\left(-x_{\mu} ; \bar{x}_{(\mu)}\right)=\Pi_{V / A, \mu \mu}\left(x_{\mu} ; \bar{x}_{(\mu)}\right),  \tag{3.3a}\\
& \Pi_{V / A, \mu \mu}\left(x_{\mu} ; \mathcal{O}_{3}\left(\bar{x}_{(\mu)}\right)\right)=\Pi_{V / A, \mu \mu}\left(x_{\mu} ; \bar{x}_{(\mu)}\right),  \tag{3.3b}\\
& \Pi_{V / A, \mu^{\prime} \mu^{\prime}}\left(x_{\mu^{\prime}} ; \bar{x}_{\left(\mu^{\prime}\right)}\right)=\Pi_{V / A, \mu \mu}\left(x_{\mu} ; \bar{x}_{(\mu)}\right) \quad \text { if } x_{\mu^{\prime}}=x_{\mu} . \tag{3.3c}
\end{align*}
$$

Sorting the Lorentz diagonal components of the vector and axial-vector correlators by this relation, we obtain 968 independent separations in $1 \leq(x / a)^{2} \leq 100$.

The Lorentz off-diagonal components, which belong to the other type of the classification, are similarly written as

$$
\begin{equation*}
\Pi_{V / A, \mu \bar{\mu}}(x)=\Pi_{V / A, \mu \bar{\mu}}\left(x_{\mu}, x_{\bar{\mu}} ; \bar{x}_{(\mu, \bar{\mu})}\right), \tag{3.4}
\end{equation*}
$$

where the two special components $x_{\mu}$ and $x_{\bar{\mu}}$ with $\mu$ - and $\bar{\mu}$-direction $(\mu \neq \bar{\mu})$ are distinguished from the other two components $\bar{x}_{(\mu, \bar{\mu})}$. Then the hypercubic symmetry yields the relations

$$
\begin{align*}
& \Pi_{V / A, \bar{\mu} \mu}\left(x_{\mu}, x_{\bar{\mu}} ; \bar{x}_{(\mu, \bar{\mu})}\right)=\Pi_{V / A, \mu \bar{\mu}}\left(x_{\mu}, x_{\bar{\mu}} ; \bar{x}_{(\mu, \bar{\mu})}\right),  \tag{3.5a}\\
& \Pi_{V / A, \mu \bar{\mu}}\left(x_{\bar{\mu}}, x_{\mu} ; \bar{x}_{(\mu, \bar{\mu})}\right)=\Pi_{V / A, \mu \bar{\mu}}\left(x_{\mu}, x_{\bar{\mu}} ; \bar{x}_{(\mu, \bar{\mu})}\right),  \tag{3.5b}\\
& \Pi_{V / A, \mu \bar{\mu}}\left(-x_{\mu}, x_{\bar{\mu}} ; \bar{x}_{(\mu, \bar{\mu})}\right)=-\Pi_{V / A, \mu \bar{\mu}}\left(x_{\mu}, x_{\bar{\mu}} ; \bar{x}_{(\mu, \bar{\mu})}\right),  \tag{3.5c}\\
& \Pi_{V / A, \mu \bar{\mu}}\left(x_{\mu}, x_{\bar{\mu}} ; \mathcal{O}_{2}\left(\bar{x}_{(\mu, \bar{\mu})}\right)\right)=\Pi_{V / A, \mu \bar{\mu}}\left(x_{\mu}, x_{\bar{\mu}} ; \bar{x}_{(\mu, \bar{\mu})}\right),  \tag{3.5d}\\
& \Pi_{V / A, \mu^{\prime} \bar{\mu}}\left(x_{\mu^{\prime}}, x_{\bar{\mu}} ; \bar{x}_{\left(\mu^{\prime}, \bar{\mu}\right)}\right)=\Pi_{V / A, \mu \bar{\mu}}\left(x_{\mu}, x_{\bar{\mu}} ; \bar{x}_{(\mu, \bar{\mu})}\right) \quad \text { if } x_{\mu^{\prime}}=x_{\mu} . \tag{3.5e}
\end{align*}
$$

Although (3.5c) is a relation with sign flip, the correlators at the two points indicated by (3.5c) are still related and therefore not independent. Sorting by these relations, we obtain 1,318 separations in $1 \leq(x / a)^{2} \leq 100$. The representatives of these equivalence classes are labeled by fixed directions $\mu=1, \bar{\mu}=2$ and coordinate parameters $x_{1}, x_{2}$ and $x^{2}$.

The above discussion is exact after the ensemble average. On a single gauge configuration, correlators do not satisfy the above identities. In the analysis, correlators at one gauge configuration is interpreted as the averages over all points in the same equivalence class.

We need to mention another lattice artifact due to the violation of the current conservation. Since we use local currents $\bar{u}(x) \Gamma d(x)$ to calculate the correlators, the vector current is not conserved, i.e.

$$
\begin{equation*}
\sum_{\mu} \partial_{\mu} \Pi_{V, \mu \nu}^{\mathrm{lat}}(x) \neq 0 \tag{3.6}
\end{equation*}
$$

for any simple derivatives on the lattice, resulting in a nontrivial renormalization factor $Z_{V} \neq 1$. Because of this, we need to determine the renormalization factors of the (axial-)vector current as well as the (pseudo)scalar density. The result of the renormalization is shown in Chapter 4.

### 3.2 Lattice action and ensembles

In this work, we perform lattice calculations on the gauge ensembles of $2+1$-flavor Möbius domain-wall fermions [40, 41] generated by JLQCD collaboration [42]. Möbius domain-wall fermion is a generalization of the domain-wall fermion [43,44], which has good chiral symmetry on the lattice. In addition, we employ the three-step stout link smearing [76] and the treelevel Symanzik improved gauge action [77,78]. The detail of our lattice action is described in Appendix C.

TABLE 3.1: Lattice ensembles used in this work.

| $\beta$ | $a[\mathrm{fm}]$ | $N_{s}^{3} \times N_{t} \times L_{s}$ | $a m_{s}$ | $a m_{q}$ | $a m_{\text {res }}$ | $a M_{\pi}$ | $N_{\text {conf }}$ | $N_{\text {src }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4.17 | 0.0804 | $32^{3} \times 64 \times 12$ | 0.0300 | 0.0070 | $0.00017(1)$ | $0.1263(4)$ | 200 | 4 |
|  |  |  |  | 0.0120 | $0.00015(2)$ | $0.1618(3)$ | 200 | 2 |
|  |  |  |  | 0.0190 | $0.00015(3)$ | $0.2030(3)$ | 200 | 2 |
|  |  | $48^{3} \times 96 \times 12$ | 0.0400 | 0.0035 | $0.00022(2)$ | $0.0921(1)$ | 200 | 2 |
|  |  | $32^{3} \times 64 \times 12$ |  | 0.0070 | $0.00023(4)$ | $0.1260(4)$ | 200 | 4 |
|  |  |  |  | 0.0120 | $0.00012(8)$ | $0.1627(3)$ | 200 | 2 |
|  |  |  |  | 0.0190 | $0.00015(3)$ | $0.2033(3)$ | 200 | 2 |
| 4.35 | 0.0547 | $48^{3} \times 96 \times 8$ | 0.0180 | 0.0042 | $\sim 10^{-5}$ | $0.0820(3)$ | 200 | 2 |
|  |  |  |  | 0.0080 |  | $0.1127(3)$ | 200 | 1 |
|  |  |  |  | 0.0120 |  | $0.1381(3)$ | 200 | 1 |
|  |  |  | 0.0250 | 0.0042 |  | $0.0831(4)$ | 200 | 2 |
|  |  |  |  | 0.0080 |  | $0.1130(3)$ | 200 | 1 |
|  |  |  |  | 0.0120 |  | $0.1387(3)$ | 200 | 1 |
| 4.47 | 0.0439 | $64^{3} \times 128 \times 8$ | 0.0150 | 0.0030 |  | $0.0632(2)$ | 200 | 1 |

Table 3.1 summarizes the ensembles. The input strange quark mass $m_{s}$ is only for a sea quark, while the mass $m_{q}$ of the two degenerate quarks, up and down, is used for both the valence and sea quarks. The computed pion masses $M_{\pi}$ are in the region $230-500 \mathrm{MeV}$. The lattice cutoffs $a=0.044-0.080 \mathrm{fm}$, which are determined though the Wilson-flow scale [79], are the state-of-the-art for simulations with the Ginsparg-Wilson fermions. The residual mass $m_{\text {res }}$ is controlled to $O(1 \mathrm{MeV})$ on our coarsest lattice and mostly negligible for the finer lattices. The volumes $N_{s}^{3} \times N_{t}=(L / a)^{3} \times(T / a)$ are chosen such that $M_{\pi} L$ is not smaller than 4 to avoid the finite volume effects [80]. For each ensemble, $N_{\text {conf }}=200$ configurations are sampled from 10,000 molecular dynamics time. For each configuration, we calculate the correlators from one or more ( $N_{\text {src }}$ ) source points. We use the IroIro++ simulation code [81] for these calculations.

### 3.3 Reduction of discretization effect

Figure 3.1 shows the pseudoscalar correlator $\Pi_{P}^{\text {lat }}(x)$ calculated non-perturbatively on the ensemble at $\beta=4.35,\left(a m_{q}, a m_{s}\right)=(0.0042,0.0180)$. This figure also shows the mean field approximation $\Pi_{P}^{\text {lat,mean }}(x)$ of the pseudoscalar correlator on the lattice and its asymptotic form $\Pi_{P}^{\text {asym,mean }}(x)$ in the long-distance limit. The mean field approximation on the lattice is calculated by a contraction of the propagators of the domain-wall fermions in the mean field theory and its long-distance limit is calculated by applying Taylor expansion about the momentum $a q_{\mu}=0$. (see Appendix D for more detail).


FIGURE 3.1: Pseudoscalar correlator obtained by the lattice calculation (circles) and its mean field approximation (diamonds) at the same valence mass. The dashed curve represents the asymptotic behavior of the mean field approximation. The lattice data on the $48^{3} \times 96$ at $\beta=4.35$ and $\left(a m_{q}, a m_{s}\right)=(0.0042,0.0180)$ are plotted as a representative.


FIGURE 3.2: Pseudoscalar correlator after applying the subtraction (3.7). The result on the same ensemble as in Fig. 3.1 is shown.

The non-perturbative lattice data are not on a smooth curve due to discretization effects. A similar discretization effect as seen in the free theory as well as in the mean field approximation describes the bulk of the discretization effects. We therefore improve the lattice data by a subtraction,

$$
\begin{equation*}
\Pi_{\Gamma}^{\mathrm{lat}}(x) \rightarrow \Pi_{\Gamma}^{\mathrm{lat}}(x)-\left(\Pi_{\Gamma}^{\text {lat,mean }}(x)-\Pi_{\Gamma}^{\text {asym,mean }}(x)\right) \tag{3.7}
\end{equation*}
$$

As seen in Fig. 3.2, which shows the pseudoscalar correlator after this subtraction, we obtain much smoother correlators.

Figures 3.3 and 3.4 show the pseudoscalar and vector correlators, respectively, after applying the subtraction (3.7). They are normalized by the continuum free correlator $\Pi_{P / V}^{\text {cont,free }}(x)$ in the chiral limit and plotted in a linear scale. Here, we introduce a parameter $\theta$, which is defined as an angle between the four-dimensional point $x$ and the direction $(1,1,1,1)$. In four-dimension, we can choose the representatives of equivalent lattice points with respect to hypercubic symmetry, which is discussed in Section 3.1, to satisfy $\theta \leq 60^{\circ}$. This parameter is strongly correlated with the discretization effects as discussed in $[31,37]$, i.e. the discretization effects increase as $\theta$ increases. This tendency is observed even after applying the subtraction (3.7).

As seen in Fig. 3.5, which is a magnification of Fig. 3.4 in the range $0^{\circ} \leq \theta \leq 30^{\circ}$, there are discretization effects visible already at $\theta=30^{\circ}$. Although the points $(0,3,3,3)$ and $(1,1,3,4)^{1}$ are both at $(x / a)^{2}=27$ and $\theta=30^{\circ}$, the values disagree beyond the statistical error. The same is observed for the data at $(0,4,4,4)$ and $(2,2,2,6)$ sharing $(x / a)^{2}=48$ and $\theta=30^{\circ}$. The similar situation occurs more frequently for $\theta>30^{\circ}$. Namely, the data in the region $\theta \geq 30^{\circ}$ cannot be simply parametrized by any functions of $\theta$, and we therefore omit them in the analysis. Figure 3.5 also indicates that the lattice data at $\theta<30^{\circ}$ may slightly depend on $\theta$. For the determination of the renormalization factor in the next section, we separately treat the discretization effects of the data of $\theta<20^{\circ}$ and of $\theta \geq 20^{\circ}$.

In the rest of this section, we give some comments on the tree-level corrections. In the previous studies [36,37], the tree-level correction was done multiplicatively instead of the additive (3.7), i.e. they performed the tree-level correction by multiplying the lattice correlator $\Pi_{\Gamma}^{\text {lat }}(x)$ by $\Pi_{\Gamma}^{\text {cont,free }}(x) / \Pi_{\Gamma}^{\text {lat,free }}(x)$. However, the additive correction must be better to reduce the discretization effect at tree-level since the discretization effects at short distances can be described as a perturbative series of the discretization effects. In fact, we observe that the additive correction is better, from the comparison between the results of the additive correction shown in Figs. 3.3 and 3.4 and the multiplicative correction, which is shown in Fig. 3.6.

Furthermore, the additive tree-level correction is improved by the mean field improvement. The normalization of the lattice correlators at tree-level $\Pi_{\Gamma}^{\text {lat,free }}(x)$ is different from that in full QCD $\Pi_{\Gamma}^{\text {lat }}(x)$ because of the contribution of the tadpole diagrams [82]. Although this tree-level correction in this work does not lead to an apparent problem because the stout link smearing reduces the tadpole effects, the difference of the normalization becomes large as simulation is done with strong coupling (small $\beta$ ) region or without the smearing.

[^4]

Figure 3.3: Pseudoscalar correlator divided by the tree-level continuum correlator after applying the subtraction (3.7). The data in $0^{\circ} \leq \theta<15^{\circ}$ (circles), $15^{\circ} \leq \theta<30^{\circ}$ (diamonds), $30^{\circ} \leq \theta<45^{\circ}$ (squares), and $45^{\circ} \leq \theta \leq 60^{\circ}$ (pentagons) are separately plotted. The result on the same ensemble as in Fig. 3.1 is shown.


Figure 3.4: Same as Fig. 3.3 but for the vector channel.


Figure 3.5: Detailed view of Fig. 3.4. The Data in $0^{\circ} \leq \theta<20^{\circ}$ (circles), $20^{\circ} \leq \theta<$ $30^{\circ}$ (diamonds), and at $\theta=30^{\circ}$ (crosses) are separately plotted. Data at $\theta>30^{\circ}$ are omitted.

### 3.4 Subtraction of finite volume effect

From the viewpoint of chiral perturbation theory (ChPT) in the $p$-regime [80], the finite volume effects on the pion mass and the decay constants are mostly suppressed when $M_{\pi} L \gtrsim 4$ because the finite volume effects on these quantities start occurring at the loop correction of ChPT , whose first order is mostly negligible when $M_{\pi} L \gtrsim 4$. On the other hand, point-to-point correlators contain finite volume effect at the tree-level, which relates correlators $\Pi_{\Gamma}^{L^{3} \times T}(x)$ in a finite volume ( $M_{\pi} L, M_{\pi} T \gtrsim 4$ ) with periodic boundaries to those $\Pi_{\Gamma}^{\infty}(x)$ in the infinite volume as

$$
\begin{equation*}
\Pi_{\Gamma}^{L^{3} \times T}(x)=\Pi_{\Gamma}^{\infty}(x)+\sum_{x_{0}} \Pi_{\Gamma}^{\infty}\left(x-x_{0}\right), \tag{3.8}
\end{equation*}
$$

where the sum over $x_{0}$ runs over

$$
\begin{equation*}
x_{0} \in\{( \pm L, 0,0,0),(0, \pm L, 0,0),(0,0, \pm L, 0),(0,0,0, \pm T),( \pm L, \pm L, 0,0), \cdots\} \tag{3.9}
\end{equation*}
$$

Since the pseudoscalar correlator is expected to contain large finite volume effects due to the pion pole, we focus on the pseudoscalar channel.

Note that the three-dimensional space integral of (3.8)

$$
\begin{equation*}
\int \mathrm{d}^{3} x \Pi_{P}^{L^{3} \times T}(\vec{x}, t)=\int \mathrm{d}^{3} x \Pi_{P}^{\infty}(\vec{x}, t)+\sum_{n_{t_{0}}= \pm 1}^{ \pm \infty} \int \mathrm{d}^{3} x \Pi_{P}^{\infty}\left(\vec{x}, t-n_{t_{0}} T\right) . \tag{3.10}
\end{equation*}
$$

is independent of the finite size $L$, Since the second term on the RHS is negligible except for the


Figure 3.6: Pseudoscalar (left) and vector (right) correlators divided by the tree level continuum correlator after applying the tree level correction by the multiplicative manner. The data in $0^{\circ} \leq \theta<15^{\circ}$ (circles), $15^{\circ} \leq \theta<30^{\circ}$ (diamonds), $30^{\circ} \leq \theta<45^{\circ}$ (squares), and $45^{\circ} \leq \theta \leq 60^{\circ}$ (pentagons) are separately plotted. The result on the same ensemble as in Fig. 3.1 is shown.


Figure 3.7: Point-to-point correlator of the pseudoscalar channel in the timedirection ( $|x|=t$ ) before (diamonds) and after (circles) applying the subtraction (3.13) of the finite volume effects. Dashed curve corresponds to the asymptotic form (3.12), whose $z_{0}$ and $M_{\pi}$ are determined from the zero momentum correlator. Data on the same ensemble as in Fig. 3.1 are plotted.
contribution of $n_{t_{0}}=1$, the parameters $M_{\pi}, z_{0}$ in the long-distance behavior of $\int \mathrm{d}^{3} x \Pi_{P}^{\infty}(\vec{x}, t) \rightarrow$ $z_{0} \mathrm{e}^{-M_{\pi} t}$ are appropriately extracted from the finite volume data $\Pi_{P}^{L^{3} \times T}(x)$ using the fit function

$$
\begin{equation*}
\int \mathrm{d}^{3} x \Pi_{P}^{L^{3} \times T}(\vec{x}, t) \xrightarrow{t, T-t \gtrsim 1 / \Lambda_{\mathrm{QCD}}} z_{0}\left(\mathrm{e}^{-M_{\pi} t}+\mathrm{e}^{-M_{\pi}(T-t)}\right) . \tag{3.11}
\end{equation*}
$$

These parameters are also related to the long-distance point-to-point correlator $\Pi_{P}^{\infty}(x)$ in the infinite volume,

$$
\begin{equation*}
\Pi_{P}^{\infty}(x) \xrightarrow{|x| \gtrsim 1 / \Lambda_{\mathrm{QCD}}} \frac{z_{0} M_{\pi}^{2}}{2 \pi^{2}} \frac{K_{1}\left(M_{\pi}|x|\right)}{|x|}, \tag{3.12}
\end{equation*}
$$

where $K_{1}$ stands for the modified Bessel function. Inserting this into (3.8), we obtain the relation to subtract the finite volume effects

$$
\begin{equation*}
\Pi_{P}^{\infty}(x)=\Pi_{P}^{L^{3} \times T}(x)-\frac{z_{0} M_{\pi}^{2}}{2 \pi^{2}} \sum_{x_{0}} \frac{K_{1}\left(M_{\pi}\left|x-x_{0}\right|\right)}{\left|x-x_{0}\right|} \tag{3.13}
\end{equation*}
$$

which is calculated by using $M_{\pi}$ and $z_{0}$ extracted from the asymptotic form of the zero-momentum correlator.

Figure 3.7 shows the point-to-point correlator of the pseudoscalar channel before (diamond) and after (circle) applying the subtraction (3.13) of the finite volume effects, calculated on the ensemble at $\beta=4.35, a m_{q}=0.0042, a m_{s}=0.0180$. Correlators only on the time axis $(\overrightarrow{0}, t(=|x|))$ is plotted. Dashed curve corresponds to the asymptotic form (3.12) of the pseudoscalar correlator, whose $z_{0}$ and $M_{\pi}$ is determined from the zero momentum correlator (3.10). The correlator


Figure 3.8: Point-to-point correlator of the pseudoscalar channel before (diamond) and after (circle) applying the subtraction (3.13). Data on the same ensemble as in Fig. 3.1 are plotted.
after applying the subtraction (3.13) coincides with the asymptotic form at long distances.
From Fig. 3.7, we find that the finite volume effects are significant at $x \gtrsim 1 \mathrm{fm}$. In Fig. 3.8, we compare $\Pi_{P}(x) / \Pi_{P}^{\text {free }}(x)$ before and after the subtraction (3.13) in the short distances $x \lesssim 0.5 \mathrm{fm}$ and find that the magnitude of the finite volume effect in the pseudoscalar correlator at the short distances is less than $20 \%$ of the statistical errors. Since the finite volume effects are already small in the pseudoscalar correlator, those in other channels are expected to be negligible. In this work, we apply the subtraction (3.13) only for the pseudoscalar channel.

In Chapter 5, we investigate the difference between the vector and axial-vector correlators, which does not include the dominant contribution from perturbation theory. Therefore the difference may be more sensitive to the wrapping-around effects of the pion. The finite volume effect on the axial-vector correlator $\Pi_{A}(x)$ is estimated as follows.

At long distances, the contribution of the transversal component is suppressed and therefore the axial-vector correlator is approximated as

$$
\begin{equation*}
\Pi_{A}(x) \rightarrow \int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} q^{2} \widetilde{\Pi}_{A}^{(0)}\left(-q^{2}\right) . \tag{3.14}
\end{equation*}
$$

This asymptotic form is related to the zero-momentum correlator by

$$
\begin{equation*}
\int \mathrm{d}^{3} x \Pi_{A, 44}(t, \vec{x})=\int \mathrm{d}^{3} x \int \frac{\mathrm{~d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{-\mathrm{i} q x} q^{2} \widetilde{\Pi}_{A}^{(0)}\left(-q^{2}\right) . \tag{3.15}
\end{equation*}
$$

Therefore, we can similarly estimate the long-distance behavior of $\Pi_{A}^{\infty}(x)$ in the infinite box as

$$
\begin{equation*}
\Pi_{A}^{\infty}(x) \rightarrow \frac{M_{\pi}^{2} z_{0}^{A}}{2 \pi^{2}} \frac{K_{1}\left(M_{\pi}|x|\right)}{|x|}, \tag{3.16}
\end{equation*}
$$

where $z_{0}^{A}$ and $M_{\pi}$ are obtained by the fit for the zero-momentum correlator at large $t$,

$$
\begin{equation*}
\int \mathrm{d}^{3} x \Pi_{A, 44}^{L^{3} \times T}(\vec{x}, t) \xrightarrow{t, T-t \gtrsim 1 / \Lambda_{\mathrm{QCD}}} z_{0}^{A}\left(\mathrm{e}^{-M_{\pi} t}+\mathrm{e}^{-M_{\pi}(T-t)}\right) . \tag{3.17}
\end{equation*}
$$

## Chapter 4

## Non-perturbative renormalization of quark currents

### 4.1 Renormalization of composite operators on the lattice

Green's functions involving some composite operators may contain divergent terms even if the fundamental fields, their masses, and coupling constants are already renormalized. Renormalization of composite operators is therefore needed for the calculation of a scheme-dependent quantities containing composite operators, such as the matrix elements of the weak effective Hamiltonian. See the review [83] for more explanations of lattice calculations.

The renormalization of a composite operator $O(x)$ is done multiplicatively,

$$
\begin{equation*}
O^{R}(\mu ; x)=Z^{R}(\mu) O^{0}(x), \tag{4.1}
\end{equation*}
$$

where the superscripts $R$ and 0 stand for the renormalization scheme and a symbol to indicate unrenormalized operators, respectively, and $Z^{R}$ is the renormalization factor at the scale $\mu$ in the scheme $R$, which is conventionally chosen to the $\overline{\mathrm{MS}}$ scheme. The situation is usually more complicated due to the operator mixing, i.e. (4.1) should be generalized to

$$
\begin{equation*}
O_{i}^{R}(\mu ; x)=\sum_{j} Z_{i j}^{R}(\mu) O_{j}^{0}(x), \tag{4.2}
\end{equation*}
$$

with possible mixed operators $O_{i}(x)$, all of which may couple to the same state.
In this work, we renormalize the quark bilinear operators on the lattice. Since quark bilinears composed of Ginsparg-Wilson fermions do not suffer from operator mixings, we can assume the renormalization can be implemented in a simple manner (4.1). The vector (and axialvector) current in the continuum is the simplest because they are not renormalized in virtue of the current conservation low. On the lattice, the local vector current, $V_{\mu}(x)=\bar{u}(x) \gamma_{\mu} d(x)$, used in this work is not conserved and therefore a finite renormalization to match the continuum is necessary. Scale-dependent operators such as the scalar and pseudoscalar currents diverge in the continuum limit (or the limit of a regularization parameter) and their renormalization is always necessary. Precise chiral symmetry of the domain-wall fermion ensures the equality of
the renormalization factors of the scalar and pseudoscalar densities, or that of the vector and axial-vector currents.

There are several ways to renormalize composite operators. One is based on lattice perturbation theory, which is reviewed in [84]. Perturbative calculation on the lattice is very complicated and increasing the loop order is difficult. Therefore, it is difficult to renormalize precisely by using the lattice perturbation theory. Non-perturbative methods are also applied. One is the application of Ward-Takahashi identities, $[85,86]$ which can determine renormalization constants very precisely. Although the Ward-Takahashi identities are applicable for limited channels, it is useful for a consistency check of the renormalization by other methods.

One widely used method for non-perturbative renormalization is the use of the Schrödinger functional [87,88], which is defined with the Dirichlet boundary condition in the time direction. It defines the Schrödinger functional renormalization scheme [89]. This method provides a gauge invariant renormalization and very precise results by combining with the step scaling procedure [90]. A disadvantage of this method is a large computational cost compared to other approaches. The Schrödinger functional for the Möbius domain-wall fermion, which is used in this work, is recently formulated [91] as a generalization of that for the domain-wall fermion [92]. See the review [93] for more detail.

There is another widely used renormalization method through the Regularization Independent Momentum Subtraction (RI/MOM) scheme [94], which is also called the Rome Southampton method. In this method, the renormalization condition is imposed on the vertex function involving the composite operator of interest with external quarks at a certain momentum. The machine cost of this method is relatively cheap and a lot of groups have applied it. There are some disadvantage of this method, the necessity of a gauge fixing and the presence of the window problem. The latter requires the renormalization point $\mu_{\text {mom }}$ to be in the window $\Lambda_{\mathrm{QCD}} \ll \mu_{\mathrm{mom}} \ll \pi / a$ in order to avoid both the discretization effect and the large uncertainty of the perturbative matching.

In this work, we use another renormalization procedure, so called $X$-space method, which is firstly suggested by [35] and applied in [36,37]. The renormalization condition in this method is similar to that in the RI/MOM, but is imposed on current correlators. There are some advantages, i.e. the method provides fully gauge invariant renormalization procedure and is free from the contact terms. Therefore, this method prevents mixing with certain types of operators and is suitable for the renormalization of weak matrix elements, which is necessary for e.g. $K \rightarrow \pi \pi$ decays. For the iso-vector (pseudo)scalar and (axial-)vector bilinear operators, The perturbative matching in this method is available to the four-loop level [38]. The disadvantage of this method is the window problem as seen in the RI/MOM method. In this work, we carefully take into account this point by utilizing the OPE which is discussed in Section 2.4.

### 4.2 Renormalization by X-space method

We renormalize the quark bilinear operators on the lattice to those in the MS scheme at a renormalization scale, which is often set to 2 or 3 GeV . Neglecting the operator mixing, the renormalization is multiplicative, i.e.

$$
\begin{equation*}
O_{\Gamma}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x)=Z_{\Gamma}^{\overline{\mathrm{MS}} / \mathrm{lat}}(2 \mathrm{GeV}, a) O_{\Gamma}^{\text {lat }}(a ; x), \tag{4.3}
\end{equation*}
$$

where $\Gamma \in\{S, P, V, A\}, O_{\Gamma} \in\left\{S, P, V_{\mu}, A_{\mu}\right\}$, and $Z_{\Gamma}^{\overline{\mathrm{MS}} / \text { lat }}(2 \mathrm{GeV}, a)$ is the renormalization constant.

The renormalization condition in the X -space method is imposed by requiring

$$
\begin{equation*}
\left(\widetilde{Z}_{\Gamma}^{\overline{\mathrm{MS}} / \mathrm{lat}}(2 \mathrm{GeV}, a ; x)\right)^{2} \Pi_{\Gamma}^{\mathrm{lat}}(a ; x)=\Pi_{\Gamma}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x), \tag{4.4}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\widetilde{Z}_{\Gamma}^{\overline{\mathrm{MS}} / \operatorname{lat}}(2 \mathrm{GeV}, a ; x)=\sqrt{\frac{\Pi_{\Gamma}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x)}{\Pi_{\Gamma}^{\text {lat }}(a ; x)}}, \tag{4.5}
\end{equation*}
$$

at a finite distance $x$.
Note that $\widetilde{Z}_{\Gamma}^{\overline{\mathrm{MS}} / l a t}(2 \mathrm{GeV}, a ; x)$ still contains some dependence on $x$. It originates from some errors arising in the continuum $\Pi_{\Gamma}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x)$ and lattice $\Pi_{\Gamma}^{\text {lat }}(a ; x)$ correlators. The continuum one suffers from the truncation of the perturbative expansion as we discussed in Section 2.2. On the other hand, the lattice correlator contains discretization effects. In addition, the $x$-dependence of $\widetilde{Z}_{\Gamma}^{\overline{\mathrm{MS}} / l a t}(2 \mathrm{GeV}, a ; x)$ is also caused by non-perturbative effects at large $|x|$ in full QCD, which are not encoded in $\Pi_{\Gamma}^{\overline{M S}}(2 \mathrm{GeV} ; x)$ in perturbation theory. In order to extract the renormalization constant, which must be independent of $x$, the distance $|x|$ of correlators should be chosen in a window $a \ll|x| \ll 1 / \Lambda_{\mathrm{QCD}}$ to suppress these possible errors. In the following subsections, the systematic effects arising in $\widetilde{Z}_{\Gamma}^{\overline{M S}}(2 \mathrm{GeV}, a ; x)$ are discussed in more detail and the renormalization factors are determined.

### 4.3 Determination of $Z_{V}$

With domain-wall fermions that precisely satisfy the Ginsparg-Wilson relation, the identity $Z_{V}^{\overline{\mathrm{MS}} / \text { lat }}(a)=Z_{A}^{\overline{\mathrm{MS}} / \text { lat }}(a)$ is valid. In the analysis of $Z_{V}^{\overline{\mathrm{MS}} / \text { lat }}(a)$, the renormalization scale 2 GeV can be omitted because the current conservation ensures its scale independence.

Figure 4.1 shows $x$-dependence of $\widetilde{Z}_{V}^{\overline{\mathrm{MS}} / \text { lat }}(a ; x)$ and $\widetilde{Z}_{A}^{\overline{\mathrm{MS}} / \text { lat }}(a ; x)$, which are defined by (4.5), at three input masses and $\beta=4.35, a m_{s}=0.0180$. For $|x|<0.2 \mathrm{fm}$, the results increase toward the short-distance regime due to the remnant discretization effects as discussed later. For $|x|>$ 0.25 fm , there is a significant splitting between the vector and axial-vector channels due to the non-perturbative effects.


FIGURE 4.1: $\widetilde{Z}_{V}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a ; x)$ (open points) and $\widetilde{Z}_{A}^{\overline{\mathrm{MS}} / \text { lat }}(a ; x)$ (filled points) calculated by (4.5) at the three input masses $a m_{q}=0.0042$ (squares), 0.080 (circles), 0.0120 (diamonds) and $\beta=4.35, a m_{s}=0.0180$.


Figure 4.2: $\widetilde{Z}_{(5 V+3 A) / 8}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a ; x)$ defined by (4.7). The results on the same ensembles as in Fig. 4.1 are shown.


Figure 4.3: $\widetilde{Z}_{(5 V+3 A) / 8}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a ; x)$ at the three of $\beta$ with $M_{\pi} \sim 300 \mathrm{MeV}$. For each $\beta$, the results at smaller $a m_{s}$ is plotted. The data at $\theta<20^{\circ}$ (filled points) and $20^{\circ} \leq \theta<30^{\circ}$ (open points) are separately plotted. The fit results for both $\theta<20^{\circ}$ and $20^{\circ} \leq \theta<30^{\circ}$ are also plotted by the curves.

The leading non-perturbative effect is described by OPE. According to the discussion in Section 2.4, the coefficients $c_{4, \bar{q} q}^{V}$ and $c_{4, \bar{q} q}^{A}$ in the OPE of the vector and axial-vector correlators,

$$
\begin{equation*}
\Pi_{V / A}(x)=\frac{c_{0}}{x^{6}}+\frac{c_{4, \bar{q} q}^{V / A} m_{q}\langle\bar{q} q\rangle+c_{4, G}^{V / A}\langle G G\rangle}{x^{2}}+\cdots, \tag{4.6}
\end{equation*}
$$

satisfy $c_{4, \bar{q} q}^{V} / c_{4, \bar{q} q}^{A}=-3 / 5$ at tree level. The combination $\frac{1}{8}\left(5 \Pi_{V}+3 \Pi_{A}\right)$ is therefore expected to cancel the leading contribution of the chiral condensate. Therefore we analyze

$$
\begin{equation*}
\widetilde{Z}_{(5 V+3 A) / 8}^{\overline{\mathrm{MS}} / \text { lat }}(a ; x)=\sqrt{\frac{\Pi_{V}^{\overline{\mathrm{MS}}}(a ; x)}{\frac{1}{8}\left(5 \Pi_{V}^{\text {lat }}(a ; x)+3 \Pi_{A}^{\text {lat }}(a ; x)\right)}}, \tag{4.7}
\end{equation*}
$$

to extract the renormalization constant suppressing the non-perturbative effect. We find that both the $|x|$-dependence and the mass dependence are dramatically reduced as shown in Fig. 4.2. Although there is no mass dependence remaining for $\widetilde{Z}_{(3 V+5 A) / 8}^{\overline{\mathrm{MS}} / \text { lat }}(a ; x)$ in the OPE for the operators of dimension four, the data still have sizable mass dependence for $|x|>0.4 \mathrm{fm}$. This mass dependence may originate from higher dimensional operators including $m_{q}^{2}\langle G G\rangle$ and $m_{q}^{3}\langle\bar{q} q\rangle$. Another mass-independent operator $\langle\bar{q} q \bar{q} q\rangle$ with the same mass dimension should also be considered.

Figure 4.3 shows $\left.\widetilde{Z}_{(5 V+3 A) / 8}^{\mathrm{MS}} / a ; x\right)$ obtained at three $\beta$ values with approximately matched quark masses. The position where $\widetilde{Z}_{(5 V+3 A) / 8}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a ; x)$ starts deviating from a constant toward short distances moves as the lattice spacing is reduced, indicating that this deviation is due to
the discretization effects. The most significant discretization effect is of $O\left(a^{2}\right)$ which appears as $(a / x)^{2}$. Since we already subtract discretization effects at the tree-level, $\alpha_{s}(\beta)(a / x)^{2}$ is the leading remaining discretization effects. As discussed in Section 3.3, we discard the data in $\theta \geq 30^{\circ}$ and parametrize the discretization effects in $0^{\circ} \leq \theta<20^{\circ}$ and in $20^{\circ} \leq \theta<30^{\circ}$ separately as described below.

We determine $Z_{V}^{\overline{\mathrm{MS}} / \text { lat }}$ by a simultaneous fit of the data on all ensembles using the fit function

$$
\begin{align*}
\widetilde{Z}_{(5 V+3 A) / 8}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a ; x) & =Z_{V}^{\overline{\mathrm{MS}} / \mathrm{lat}}(\beta) \\
& +C_{-2}(\theta) \alpha_{s}(\beta)(a / x)^{2}+C_{4, G} x^{4}+\left(C_{6, q}+C_{6, m G} m_{q}^{2}+C_{6, m q} m_{q}^{3}\right) x^{6} \tag{4.8}
\end{align*}
$$

with nine free parameters $Z_{V}^{\overline{\mathrm{MS}} / \text { lat }}(4.17), Z_{V}^{\overline{\mathrm{MS}} / \text { lat }}(4.35), Z_{V}^{\overline{\mathrm{MS}} / \text { lat }}(4.47), C_{-2}\left(\theta<20^{\circ}\right), C_{-2}\left(20^{\circ} \leq\right.$ $\left.\theta<30^{\circ}\right), C_{4, G}, C_{6, q}, C_{6, m G}$, and $C_{6, m q}$. Here, the last four parameters correspond to the contribution of $\left\langle a_{s} G G\right\rangle,\langle\bar{q} q \bar{q} q\rangle, m_{q}^{2}\langle G G\rangle$, and $m_{q}^{3}\langle\bar{q} q\rangle$, respectively. In this analysis, we neglect the $O\left(a_{s}\right)$ correction to the Wilson coefficients of these operators. The terms of $O\left(x^{6}\right)$ involve the logarithmic dependence $\ln \left(x / x_{0}\right)^{2}$ as discussed in Section 2.4. Here we do not consider this effect because $\ln \left(x / x_{0}\right)^{2}$ is roughly constant in the fit range and their effects cannot be identified. The fit results are shown in Fig. 4.3 by the curves. Here, both the results for $\theta<20^{\circ}$ and $20^{\circ} \leq \theta<30^{\circ}$ are plotted.

In Table 4.1, the results for $Z_{V}^{\overline{\mathrm{MS}} / \text { lat }}$ are summarized with the errors from various sources. The first error is the statistical error. The second represents the discretization error. The central value is the fit result with a lower bound $\left(x_{\text {low }} / a\right)^{2}=23$, which is shown in Fig. 4.3. and the second error is estimated by moving the lower bound in the region $19 \leq\left(x_{\text {low }} / a\right)^{2} \leq 27$ and taking the largest difference from the central value. The third is an estimate of the uncertainty of the higher order corrections of the perturbative expansion as discussed in Section 2.2. The central value is calculated with $\mu_{x}^{*, \text { opt }}$ in (2.14) and the uncertainty is estimated by the maximum difference of results with $\mu_{x}^{*}$ in the region $\left[\frac{1}{2} \mu_{x}^{*, \text { opt }}, 2 \mu_{x}^{*, \text { opt }}\right]$. The last error is from the uncertainty of $\Lambda_{\mathrm{QCD}}$ or of the strong coupling constant. We use the value $\Lambda_{\mathrm{QCD}}^{\overline{\mathrm{MS}}, n_{f}=3}=340$ (8) MeV reported by Particle Data Group [60]. The uncertainty of the lattice spacing does not significantly affect the results. The upper bound of the fit range is fixed to 0.485 fm .

TABLE 4.1: Result for the renormalization factor $Z_{V}^{\overline{\mathrm{MS}} / \text { lat }}(a)$ of the vector channel.

| $\beta$ | Errors |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
|  |  | Stat. | Disc. | $\mu_{x}^{*}$ | $\Lambda_{\mathrm{QCD}}$ |
| 4.17 |  | $(53)$ | $(74)$ | $(8)$ | $(5)$ |
| 4.35 |  | $(34)$ | $(46)$ | $(7)$ | $(4)$ |
| 4.47 | 0.9699 | $(26)$ | $(38)$ | $(6)$ | $(4)$ |

The fit result for other parameters reads

$$
\begin{array}{ll}
C_{-2}\left(\theta<20^{\circ}\right)=14.0(1.2)(2.0)(1)(1), & C_{-2}\left(20^{\circ} \leq \theta<30^{\circ}\right)=15.1(1.1)(2.2)(1)(-) \\
C_{4, G}=0.564(190)(187)(99)(14) \mathrm{fm}^{-4}, & C_{6, q}=-0.109(61)(56)(4)(3) \mathrm{fm}^{-6} \\
C_{6, m G}=-19.8(31.5)(5)(3)(1) \mathrm{fm}^{-4}, & C_{6, m q}=192(125)(2)(2)(1) \mathrm{fm}^{-3}
\end{array}
$$

The error estimation is same as in Table 4.1. The consistency of this analysis can be checked by evaluating the gluon condensate from the fit result. Using (2.53b) and the fit result $C_{4, G}$, we obtain $\left\langle\left(\alpha_{s} / \pi\right) G G\right\rangle=0.017(6)(6)(3)(-) \mathrm{GeV}^{4}$ at the lowest order of $\alpha_{s} / \pi$. The errors are estimated in the similar manner. This result is in good agreement with known values, e.g. $\left\langle\left(\alpha_{s} / \pi\right) G G\right\rangle=$ $0.012 \mathrm{GeV}^{4}$ from the sum rule for charmonium [4] and $\left\langle\left(\alpha_{s} / \pi\right) G G\right\rangle=0.006(12) \mathrm{GeV}^{4}$ from the spectral functions of hadronic $\tau$ decays [20].

### 4.4 Determination of $Z_{S}$

The domain-wall fermions also guarantee the agreement of the renormalization constants of the scalar $Z_{S}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a)$ and pseudoscalar $Z_{P}^{\overline{\mathrm{MS}} / \text { lat }}(a)$ densities. The determination of $Z_{S}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a)$ and $Z_{P}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a)$ may be more complicated due to the instanton-induced 't Hooft interactions $[7,10]$, which affect the scalar and pseudoscalar correlators significantly and are not described by OPE. Since the instanton effects to the scalar and pseudoscalar correlators are the same magnitude with an opposite sign, the naïve average $\frac{1}{2}\left(\Pi_{S}(x)+\Pi_{P}(x)\right)$ may cancel such effects and could be well explained by OPE. The average contains the contribution of the chiral condensate in OPE, which we try to cancel by using the difference between the vector and axial-vector correlators. Namely, we analyze

$$
\begin{align*}
& \widetilde{Z}_{(S+P) / 2+(V-A) / 16}^{\overline{\mathrm{MS}} / \mathrm{lat}}(2 \mathrm{GeV}, a ; x) \\
&=\sqrt{\frac{\Pi_{S}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x)}{\frac{1}{2}\left(\Pi_{S}^{\mathrm{lat}}(a ; x)+\Pi_{P}^{\mathrm{lat}}(a ; x)\right)+\frac{1}{16}\left(\Pi_{V}^{\mathrm{lat}}(a ; x)-\Pi_{A}^{\mathrm{lat}}(a ; x)\right)}}, \tag{4.9}
\end{align*}
$$

whose OPE does not depend on the chiral condensate $m_{q}\langle\bar{q} q\rangle x^{4}$ at tree-level. Since we neglect the $O\left(a_{s}\right)$ correction to the Wilson coefficients in this analysis, we omit the renormalization factor for $\Pi_{V}^{\mathrm{lat}}(a ; x)-\Pi_{A}^{\mathrm{lat}}(a ; x)$.

We implement the simultaneous fit to the data of (4.9) with the same function as (4.8). The results are summarized in Table 4.2. The error estimation is done in the same manner as that for the vector channel. We choose the lower bound of the fit range as $\left(x_{\text {low }} / a\right)^{2}=16$ for the central value and estimate the second error by changing $x_{\text {low }}$ in the region $12 \leq\left(x_{\text {low }} / a\right)^{2} \leq 20$. The central $\mu_{x}^{*}=\mu_{x}^{*, \text { opt }}$ is given by (2.23) and the third error is estimated by varying $\mu_{x}^{*}$ in the region $\left[\frac{1}{1.6} \mu_{x}^{*, \text { opt }}, 1.6 \mu_{x}^{*, \text { opt }}\right]$. The upper bound of the fit range is fixed to 0.460 fm . The fit result is shown in Fig. 4.4 for the same ensembles as in Fig. 4.3.


Figure 4.4: Same as Fig. 4.3 but for $\widetilde{Z}_{(S+P) / 2+(V-A) / 16}^{\overline{\text { SS }}}(2 \mathrm{GeV}, a ; x)$

The fit result for other parameters reads

$$
\begin{array}{ll}
C_{-2}\left(\theta<20^{\circ}\right)=2.25(1.37)(1.81)(58)(77), & C_{-2}\left(20^{\circ} \leq \theta<30^{\circ}\right)=0.522(1.39)(1.72)(60)(80), \\
C_{4, G}=-2.27(52)(25)(23)(33) \mathrm{fm}^{-4}, & C_{6, q}=7.71(52)(1.08)(2.19)(45) \mathrm{fm}^{-6}, \\
C_{6, m G}=212(156)(4)(3)(2) \mathrm{fm}^{-4}, & C_{6, m q}=-432(622)(18)(7)(3) \mathrm{fm}^{-3} .
\end{array}
$$

The error estimation is same as in Table 4.2. Unlike the case of the vector channel, the discretization effects are mostly consistent with zero.

TABLE 4.2: Result for the renormalization factor $Z_{S}^{\overline{\mathrm{MS}} / \mathrm{lat}}(2 \mathrm{GeV}, a)$ of the scalor channel.

| $\beta$ | $Z_{S}^{\overline{\mathrm{MS}} / \text { lat }}(2 \mathrm{GeV}, a)$ | Errors |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Stat. | Disc. | $\mu_{x}^{*}$ | $\Lambda_{\mathrm{QCD}}$ |
| 4.17 | 1.0372 | $(93)$ | $(77)$ | $(57)$ | $(58)$ |
| 4.35 | 0.9342 | $(57)$ | $(43)$ | $(37)$ | $(34)$ |
| 4.47 | 0.8926 | $(41)$ | $(35)$ | $(30)$ | $(25)$ |

## Chapter 5

## Validity of lattice calculation of current correlators

## 5.1 $V+A$ and $V-A$ from the spectral function of hadronic tau decays

In this section, we test the consistency between the lattice calculations and the experimental correlators, which are converted from the ALEPH spectral functions as discussed in Section 2.6. We analyze the sum and difference of the vector and axial-vector correlators normalized by the tree-level correlator:

$$
\begin{equation*}
R_{V \pm A}(x)=\left(Z_{V}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a)\right)^{2} \frac{\Pi_{V}^{(1)}(x) \pm \Pi_{A}^{(1)}(x)}{2 \Pi_{V}^{\text {free }}(x)} \tag{5.1}
\end{equation*}
$$

Here, the correlators are projected onto the contribution of spin one,

$$
\begin{align*}
\Pi_{V}^{(1)}(x) & =\Pi_{V}(x)  \tag{5.2}\\
\Pi_{A}^{(1)}(x) & =\Pi_{A}(x)-\sum_{x_{0}} \frac{z_{0}^{A} M_{\pi}^{2}}{2 \pi^{2}} \frac{K_{1}\left(M_{\pi}\left|x-x_{0}\right|\right)}{\left|x-x_{0}\right|} \tag{5.3}
\end{align*}
$$

with $z_{0}^{A}$ and $M_{\pi}$ being the fit parameters for the zero-momentum correlator (3.17). The sum over $x_{0}$ runs over

$$
\begin{equation*}
x_{0} \in\{(0,0,0,0),( \pm L, 0,0,0),(0, \pm L, 0,0),(0,0, \pm L, 0),(0,0,0, \pm T),( \pm L, \pm L, 0,0), \ldots\} \tag{5.4}
\end{equation*}
$$

to subtract both the contribution of the pion pole and its finite volume effects.
The $V-A$ channel vanishes in the massless perturbation theory. The non-vanishing value of this channel is due to the chiral symmetry breaking. On the other hand, the chirally symmetric contributions such as the perturbative contribution are encoded only in the $V+A$ channel. Thus, the investigation of the $V+A$ and $V-A$ provides a clean separation of the different kind of contributions.

Figure 5.1 shows the results of $R_{V+A}(x)$ at different $\beta$ with matched pion masses $M_{\pi} \sim$ 300 MeV . Here, we also show the prediction of perturbation theory (dashed line) and the experimental result using the dispersion relation, which is calculated with (hatched band) and


Figure 5.1: $R_{V+A}$ calculated at the same ensembles as in Fig. 4.2, plotted with the prediction of perturbation theory (dashed curve) and the result of the experiment (bands).


Figure 5.2: Same as Fig. 5.1 but calculated at the same ensembles as in Fig. 4.1.


Figure 5.3: Extrapolation of $R_{V+A}$ to the physical point.
without (filled band) the duality violating term $\rho_{V / A}^{\mathrm{DV}}(s)$ of the spectral function in $s>2.8 \mathrm{GeV}^{2}$ (See Section 2.6 for more detail). As we saw in the previous chapter, there is a significant dependence on the lattice spacing, which is well managed by a term $\propto a^{2}$ at middle and long distances. The result at a smaller lattice spacing is closer to the experimental result, implying that the continuum extrapolation gets close to the experiment. The mass dependence is visible at long distances as shown in Fig. 5.2. The fact that result at a smaller mass is closer to the experiment implies the chiral extrapolation also gets close to the experiment. The dependence on the strange quark mass is not clear as seen in Fig. F.5, which shows the result for all ensembles.

We extrapolate lattice data to the physical point, i.e. continuum limit and physical pion mass as follows. At first, we separate the lattice data into bins with respect to $x$ such as

$$
\begin{equation*}
B_{i}=\left[x_{i}-\delta x, x_{i}+\delta x\right], \quad i=1,2, \ldots, N, \tag{5.5}
\end{equation*}
$$

with a sequence of $x_{i}$ and width $\delta x$, and average $R_{V+A}\left(a, M_{\pi} ; x\right)$ over $x$ in the bin,

$$
\begin{equation*}
\bar{R}_{V+A}\left(a, M_{\pi} ; x_{i}\right) \equiv \frac{1}{\left|B_{i}(a)\right|} \sum_{x \in B_{i}(a)} R_{V+A}\left(a, M_{\pi} ; x\right), \tag{5.6}
\end{equation*}
$$

where $B_{i}(a)$ stands for the set of lattice sites in the window $B_{i}$ collected from the lattice at the spacing $a$. We extrapolate the data in $B_{i}$ using the fit function

$$
\begin{equation*}
\bar{R}_{V+A}\left(a, M_{\pi} ; x_{i}\right)=R_{V+A}\left(0, m_{\pi}, x_{i}\right)+c_{m, i}^{+}\left(M_{\pi}^{2}-m_{\pi}^{2}\right)+c_{a, i}^{+} a^{2}, \tag{5.7}
\end{equation*}
$$

with three free parameters $R_{V+A}\left(0, m_{\pi}, x_{i}\right), c_{m, i}^{+}$and $c_{a, i}^{+}$. The result is shown in Fig. 5.3. The consistency between the lattice result and the experiment is seen in the region of $x>0.3 \mathrm{fm}$.

Figure 5.4 shows the result of $R_{V-A}(x)$ at matched pion masses $M_{\pi} \simeq 300 \mathrm{MeV}$ and different $\beta$. In the figure, we do not see the significant dependence on the lattice spacing in short distances ( $\lesssim 0.5 \mathrm{fm}$ ) unlike the case of $R_{V+A}(x)$. This is because the most significant discretization effect at short-distances is perturbative, which is cancelled for the $V-A$ channel. $R_{V-A}(x)$ vanishes in the short-distance limit because of chiral symmetry of the Möbius domain-wall fermions. The slight deviation of the result at $\beta=4.47$ at longer distances is possibly due to the poor statistics.

In Fig. 5.5, which shows the result at different masses and at same $\beta$, we find a clear dependence on input mass at short distances ( $\lesssim 0.5 \mathrm{fm}$ ) and the chiral extrapolation is expected to get close to the experimental result. At longer distances, the statistical fluctuation becomes larger and the mass dependence becomes less clear, though we can expect from the result on all ensembles shown in Fig. F. 6 that the chiral extrapolation gets close to the experiment.

We extrapolate $R_{V-A}(x)$ to the physical mass in the same manner as for $R_{V+A}(x)$,

$$
\begin{align*}
& \bar{R}_{V-A}\left(a, M_{\pi} ; x_{i}\right) \equiv \frac{1}{\left|B_{i}(a)\right|} \sum_{x \in B_{i}(a)} R_{V-A}\left(a, M_{\pi} ; x\right), \\
& \bar{R}_{V-A}\left(a, M_{\pi} ; x_{i}\right)=R_{V-A}\left(0, m_{\pi}, x_{i}\right)+c_{m, i}^{-}\left(M_{\pi}^{2}-m_{\pi}^{2}\right)+c_{a, i}^{-} a^{2}, \tag{5.8}
\end{align*}
$$

with $c_{m, i}^{-}$and $c_{a, i}^{-}$being the parameters to control the mass dependence and cutoff dependence, respectively. The result is shown in Fig. 5.6. The consistency between the lattice result and the experiment is seen in the region of $x>0.2 \mathrm{fm}$.

### 5.2 Chiral condensate from axial Ward identity

In this section, we show the result of the analysis of the chiral condensate calculated from the PCAC relation. On the lattice, some modifications to (2.46) is needed. The violation of the current conservation induces the discretization effect from the derivative term as well as the non-trivial renormalization as discussed in the previous chapter. Fortunately, the discretization effect from the derivative is mostly eliminated by subtracting the counterpart of the vector channel. We also take account of the violation of the Ginsparg-Wilson relation by adding the residual mass $m_{r e s}$ to the valence quark mass $m_{q}$. In addition, we renormalize the chiral condensate by multiplying the renormalization factor $Z_{S}^{\overline{\mathrm{MS}} / l a t}(2 \mathrm{GeV} ; a)$ of the scalar density to 2 GeV in the $\overline{\mathrm{MS}}$ scheme determined in [95]. Consequently, we modify (2.46) to

$$
\begin{equation*}
\Sigma_{m_{q}}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x) \equiv \frac{\pi^{2} Z_{V}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a)^{2} Z_{S}^{\overline{\mathrm{MS}} / \mathrm{lat}}(2 \mathrm{GeV} ; a)}{2\left(m_{q}+m_{r e s}\right)} x^{2} \sum_{\mu, \nu} x_{\nu} \nabla_{\mu}\left(\Pi_{A, \mu \nu}(x)-\Pi_{V, \mu \nu}(x)\right) \tag{5.9}
\end{equation*}
$$



Figure 5.4: $R_{V-A}$ calculated at the same ensembles as in Fig. 4.2, plotted with result of the experiment with (hatched band) and without the duality violating term.


Figure 5.5: Same as Fig. 5.4 but calculated at the same ensembles as in Fig. 4.1.


FIGURE 5.6: Extrapolation of $R_{V-A}$ to the physical point.
where the derivative $\nabla_{\mu}$ on the lattice is defined as a symmetric difference,

$$
\begin{equation*}
\nabla_{\mu} f(x)=\frac{f(x+a \hat{\mu})-f(x-a \hat{\mu})}{2 a} \tag{5.10}
\end{equation*}
$$

with $\hat{\mu}$ being the unit vector for the $\mu$-direction.
This quantity may be contaminated by the finite volume effect due to the pion pole. The finite volume effect on $\Sigma_{m_{q}}$ is estimated as follows. Let us define

$$
\begin{equation*}
K(x) \equiv \sum_{\mu, \nu} x_{\nu} \nabla_{\mu}\left(\Pi_{A, \mu \nu}(x)-\Pi_{V, \mu \nu}(x)\right) . \tag{5.11}
\end{equation*}
$$

This quantity in the infinite box $K^{\infty}(x)$ is approximated by

$$
\begin{align*}
K^{\infty}(x) & \rightarrow \sum_{\mu, \nu} x_{\nu} \partial_{\mu} \Pi_{A, \mu \nu}(x) \\
& =-\sum_{\mu} x_{\mu} \partial_{\mu} \int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{-\mathrm{i} q x} q^{2} \widetilde{\Pi}_{A}^{(0)}\left(-q^{2}\right), \tag{5.12}
\end{align*}
$$

at long distances. Since the Fourier integral on the RHS is related to the zero-momentum correlator by (3.15), $K^{\infty}(x)$ has the asymptotic form in the long-distance limit,

$$
\begin{align*}
K^{\infty}(x) & \rightarrow-\frac{M_{\pi}^{2} z_{0}^{A}}{2 \pi^{2}} \sum_{\mu} x_{\mu} \partial_{\mu} \frac{K_{1}\left(M_{\pi}|x|\right)}{|x|} \\
& =\frac{M_{\pi}^{2} z_{0}^{A}}{4 \pi^{2}}\left[M_{\pi} K_{0}\left(M_{\pi}|x|\right)+\frac{2 K_{1}\left(M_{\pi}|x|\right)}{|x|}+M_{\pi} K_{2}\left(M_{\pi}|x|\right)\right] \equiv K^{\infty, c}(x) \tag{5.13}
\end{align*}
$$

with $z_{0}^{A}$ and $M_{\pi}$ being the fit parameters for the zero-momentum correlator (3.17). $K^{L^{3} \times T}(x)$, which is defined by (5.11) in a finite box $L^{3} \times T$, is approximated by

$$
\begin{equation*}
K^{L^{3} \times T}(x) \simeq K^{\infty}(x)+\sum_{x_{0}} K^{\infty, c}\left(x-x_{0}\right) \tag{5.14}
\end{equation*}
$$

where $x_{0}$ runs over all possible source points shown in (3.9). Inserting $K^{\infty}(x)$ into (5.9), we obtain

$$
\begin{equation*}
\Sigma_{m_{q}}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x)=\frac{\pi^{2} Z_{V}^{\overline{\mathrm{MS}} / \mathrm{lat}}(a)^{2} Z_{S}^{\overline{\mathrm{MS}} / \mathrm{lat}}(2 \mathrm{GeV} ; a)}{2\left(m_{q}+m_{r e s}\right)} x^{2}\left(K^{L^{3} \times T}(x)-\sum_{x_{0}} K^{\infty, c}\left(x-x_{0}\right)\right) \tag{5.15}
\end{equation*}
$$

which is analyzed in this work.
Figures 5.7 and 5.8 show the results at some ensembles. The light-green and gray bands stand for the last [96] and second last [97] update of the FLAG average of the chiral condensate $\Sigma^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})=-\lim _{m_{q}, m_{s} \rightarrow 0}\langle\bar{q} q\rangle^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})$ at $n_{f}=2+1$. This chiral condensate can in principle be realized by taking the chiral limit of $\Sigma_{m_{q}}^{\overline{\mathrm{MS}}}(2 \mathrm{GeV} ; x)$. Certainly, one can find from Fig. 5.7 that the result at a smaller mass is closer to the FLAG average. From Fig. 5.8, which shows the results of different $\beta$ with matched pion masses $\sim 300 \mathrm{MeV}$, we find that there is no significant dependence on the lattice spacing.

We extrapolate $\Sigma_{m_{q}}^{\overline{M S}}(2 \mathrm{GeV})$ to the chiral limit and the continuum limit. We separate lattice data into bins with respect to $x$ by (5.5) and average $\sum_{m_{q}}^{\overline{\mathrm{MS}}}$ over $x \in B_{i}(a)$,

$$
\begin{equation*}
\bar{\Sigma}_{m_{q}}^{\overline{\mathrm{MS}}}\left(2 \mathrm{GeV} ; a, M_{\pi} ; x_{i}\right) \equiv \frac{1}{\left|B_{i}(a)\right|} \sum_{x \in B_{i}(a)} \Sigma_{m_{q}}^{\overline{\mathrm{MS}}}\left(2 \mathrm{GeV} ; a, M_{\pi} ; x\right) \tag{5.16}
\end{equation*}
$$

Then, we perform the simultaneous fit using the fit functions

$$
\begin{equation*}
\overline{\Sigma_{m_{q}}^{\overline{\mathrm{MS}}}}\left(2 \mathrm{GeV} ; a, M_{\pi} ; x_{i}\right)=\Sigma^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})+c_{m}\left(x_{i}\right) M_{\pi}^{2}+c_{a}\left(x_{i}\right) a^{2}, \quad i=1,2, \ldots, N \tag{5.17}
\end{equation*}
$$

with some dozens of of free parameters $\Sigma^{\overline{\mathrm{MS}}}(2 \mathrm{GeV}), c_{m}\left(x_{i}\right)^{\prime}$ 's and $c_{a}\left(x_{i}\right)^{\prime}$ s. Note that since the extrapolated value $\Sigma^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})$ must be independent of $x$ unlike the case of $R_{V \pm A}(x)$ discussed in the previous section, the global fit is performed for all $x_{i}$ as well as all ensembles. Table 5.1 summarizes the result with several fit ranges and bin widths parametrized by $x_{1}, x_{N}$ and $\delta x$. The dependence on the bin width is mostly negligible. On the other hand, the dependence on the fit range is comparable to the statistical error. Containing this uncertainty as a systematic error, we determine the chiral condensate as $\left(\Sigma^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})\right)^{1 / 3}=284.9 \pm 4.0_{\text {stat }} \pm 8.8_{\text {sys }} \mathrm{MeV}$. Here, the central value and the statistical error are estimated as the average of the four results at the fit range $0.23-0.83 \mathrm{fm}$ with various widths $\delta x$, while the systematic error is estimated as the maximum difference between the central value and the results at various fit ranges. Other systematic errors such as the uncertainty due to the systematic error of the renormalization factors are sufficiently smaller than the shown two errors. This result is almost consistent with the


Figure 5.7: Cubic root of $\sum_{m_{q}}^{\overline{M S}}(2 \mathrm{GeV}, a)$. The results at the same ensembles as in Fig. 4.1 are shown. The light-green and gray band stand for the FLAG average and the ambiguity of the chiral condensate at 2 GeV in the $\overline{\mathrm{MS}}$ scheme with $n_{f}=3$.


Figure 5.8: Same as Fig. 5.7 but the result at the same ensembles as in Fig. 4.3.

TABLE 5.1: Chiral condensate extracted from the global fit using (5.17) at various fit ranges and bin widths.

| $x_{1}-\delta x / 2[\mathrm{fm}]$ | $x_{N}+\delta x / 2[\mathrm{fm}]$ | $\delta x[\mathrm{fm}]$ | $N$ | $\Sigma^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})^{1 / 3}[\mathrm{MeV}]$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.23 | 0.83 | 0.02 | 30 | $284.3(4.0)$ |
| 0.23 | 0.83 | 0.04 | 15 | $285.2(4.0)$ |
| 0.23 | 0.83 | 0.06 | 10 | $284.5(4.0)$ |
| 0.23 | 0.83 | 0.10 | 6 | $285.7(4.0)$ |
| 0.23 | 0.43 | 0.04 | 5 | $293.7(5.4)$ |
| 0.31 | 0.51 | 0.04 | 5 | $290.7(5.0)$ |
| 0.39 | 0.59 | 0.04 | 5 | $288.9(4.6)$ |
| 0.47 | 0.67 | 0.04 | 5 | $285.5(4.4)$ |
| 0.55 | 0.75 | 0.04 | 5 | $280.8(4.0)$ |
| 0.63 | 0.83 | 0.04 | 5 | $276.2(3.8)$ |

FLAG average [96] $274(3) \mathrm{MeV}$ and the result by another method by the stochastic calculation of the Dirac spectrum using the same lattice ensembles [98] 270.0(4.9) MeV.

## Chapter 6

## Conclusion and discussion

We have investigated the current correlators of the iso-triplet scalar and pseudoscalar densities and the vector and axial-vector currents using the lattice simulation with $2+1$-flavor Möbius domain-wall fermions.

The renormalization factors of the (pseudo)scalar density and the (axial-)vector current is determined, by the X-space method, with the precision of $O(1 \%)$ or less. Through the renormalization process, it turns out that OPE is useful in $|x|<0.45 \mathrm{fm}$.

Consistency between the lattice results and experimental data is seen both for the $V+A$ and $V-A$ channels. For the $V+A$ channel, the agreement between the experiment and the lattice results from our ensembles is seen in the region $|x|>0.3 \mathrm{fm}$. The discretization effects in the $V-A$ channel is on the other hand much smaller than those in the $V+A$ channel. The agreement between the experiment and the lattice result of the $V-A$ channel is seen at $|x| \simeq 0.2 \mathrm{fm}$ and longer.

The chiral condensate is extracted by an approach based on the PCAC relation. We obtain $\Sigma^{\overline{\mathrm{MS}}}(2 \mathrm{GeV})^{1 / 3}=284.9(9.7) \mathrm{MeV}$, which is almost consistent with the FLAG average of the chiral condensate for the $2+1$-flavor QCD.

Throughout this work, we have seen the potential of current correlators as a tool to investigate QCD. At short and middle distances, they are not investigated a lot by lattice simulations. In this work, we tested the validity of the lattice calculation at short and middle distances by comparing with the experiments as well as with OPE. Then, we could identify the region where a channel of correlator is mostly perturbative. For example, it terned out that the vector and axial-vector correlators are mostly perturbative in the region $|x| \lesssim 0.3 \mathrm{fm}$. Thus, lattice study of current correlators can give a judgment about the region where a continuum theory such as perturbation theory and OPE is applicable. This judgment is convenient when one uses a perturbative approach to analyze some experimental data or to give some predictions.

Current correlators provide a rich source of information on the QCD vacuum from the perturbative to non-perturbative regime. As the distance of the two currents becomes longer, the non-perturbative effects due to the spontaneous breaking of chiral symmetry becomes more significant. This gradual arising of the non-perturbative effects can be investigated by analyzing current correlators. Therefore, current correlators could be helpful to understand the non-perturbative structure of the QCD vacuum.

## Appendix A

## Euclidean formulation

Lattice simulations are implemented always in the Euclidean space. In this appendix, we review the connection between the Minkowski and Euclidean formulations. The Minkowski notation we employed here is

$$
\begin{align*}
& g_{\mu \nu}=\operatorname{diag}(1,-1,-1,-1), \quad \mu, \nu=0,1,2,3,  \tag{A.1}\\
& \left\{\gamma_{\mu}^{M}, \gamma_{\nu}^{M}\right\}=2 g_{\mu \nu} \cdot \mathbb{1}_{\text {spin }},  \tag{A.2}\\
& \gamma_{5}^{M}=\mathrm{i} \gamma_{0}^{M} \gamma_{1}^{M} \gamma_{2}^{M} \gamma_{3}^{M} . \tag{A.3}
\end{align*}
$$

We can relate the field theory in the Minkowski space to that in the Euclidean space by the analytic continuation with respect to the time variable $x_{0}^{M}$ to the imaginary axis. In the Euclidean space, the time variable $x_{0}^{M}$ is substituted by

$$
\begin{equation*}
x_{4}=+\mathrm{i} x_{0}^{M}, \tag{A.4}
\end{equation*}
$$

while the substitutions for the other directions are identical:

$$
\begin{equation*}
x_{i}=x_{i}^{M}, \quad i=1,2,3 . \tag{A.5}
\end{equation*}
$$

Then, the square of the coordinate variable obeys the Euclidean metric as follows.

$$
\begin{equation*}
\left(x^{M}\right)^{2}=\left(x^{M}\right)_{0}^{2}-\left(x^{M}\right)_{i}^{2}=-x_{4}^{2}-x_{i}^{2}=-x^{2} \tag{A.6}
\end{equation*}
$$

On the other hand, the definition of the momentum $q_{\mu}$ in the Euclidean space should be chosen as $q=\left(q_{i}, q_{4}\right)=\left(q_{i}, \mathrm{i} q_{0}\right)$ because the product of $q^{M}$ and $x^{M}$ in the Minkowski metric should becomes the product of $q$ and $x$ in the Euclidean metric:

$$
\begin{equation*}
q^{M} x^{M}=q_{0}^{M} x_{0}^{M}-q_{i}^{M} x_{i}^{M}=-q_{4} x_{4}-q_{i} x_{i}=-q x . \tag{A.7}
\end{equation*}
$$

Thus, the substitution rule for $q$ is same as $x$.
With the Euclidean metric $\delta_{\mu \nu}$, the algebra of gamma matrices is imposed to obey

$$
\begin{equation*}
\left\{\gamma_{\mu}, \gamma_{\nu}\right\}=2 \delta_{\mu \nu} \cdot \mathbb{1}_{\text {spin }} . \tag{A.8}
\end{equation*}
$$

A conventional choice of the relation between $\gamma_{\mu}^{M}$ and $\gamma_{\mu}$ obeying (A.8) is given by ${ }^{1}$

$$
\begin{equation*}
\gamma_{i}=-\mathrm{i} \gamma_{i}^{M}, \quad \gamma_{4}=\gamma_{0}^{M} \tag{A.9}
\end{equation*}
$$

The chirality operator $\gamma_{5}$ in the Euclidean space is determined so that it anti-commutes with $\gamma_{\mu}(\mu=1,2,3,4)$ and satisfies $\gamma_{5}^{2}=1$,

$$
\begin{equation*}
\gamma_{5}=\gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}=\gamma_{5}^{M} \tag{A.10}
\end{equation*}
$$

For other Lorentz vectors or tensors $\omega_{\mu_{1} \cdots \mu_{p}}$, the substitution rule should be opposite to that of the coordinate variable $x$ or $p$,

$$
\begin{equation*}
\omega_{\mu_{1} \cdots \mu_{p}}=(-\mathrm{i})^{N_{\vec{\mu}}} \omega_{\mu_{1}^{\prime} \cdots \mu_{p}^{\prime}}^{M}, \tag{A.11}
\end{equation*}
$$

where $\left(\mu_{k}, \mu_{k}^{\prime}\right)=(i, i), i=1,2,3$ or $\left(\mu_{k}, \mu_{k}^{\prime}\right)=(4,0)$ and $N_{\vec{\mu}}$ is the number of 0 in $\left(\mu_{1}, \cdots, \mu_{p}\right)$. This substitution rule is understood from the context of the differential geometry. A tensor field $\omega$ with respect to the basic variable $\xi(=x$ or $p)$ has the form

$$
\begin{equation*}
\omega(\xi)=\sum_{\mu_{1}, \cdots, \mu_{p}} \omega_{\mu_{1} \cdots \mu_{p}}(\xi) \mathrm{d} \xi^{\mu_{1}} \otimes \cdots \otimes \mathrm{~d} \xi^{\mu_{p}} \tag{A.12}
\end{equation*}
$$

Since the tensor field $\omega$ is geometric and independent of coordinates $\xi$, the following relation must be guaranteed.

$$
\begin{align*}
\omega(\xi)=\omega^{M}\left(\xi^{M}\right) & =\sum_{\mu_{1}^{\prime}, \cdots, \mu_{p}^{\prime}} \omega_{\mu_{1}^{\prime} \cdots \mu_{p}^{\prime}}^{M}\left(\xi^{M}\right) \mathrm{d} \xi^{M \mu_{1}^{\prime}} \otimes \cdots \otimes \mathrm{d} \xi^{M \mu_{p}^{\prime}} \\
& =\sum_{\mu_{1}, \cdots, \mu_{p}}(-\mathrm{i})^{N_{\vec{\mu}}} \omega_{\mu_{1}^{\prime} \cdots \mu_{p}^{\prime}}^{M}\left(\xi^{M}\right) \mathrm{d} \xi^{\mu_{1}} \otimes \cdots \otimes \mathrm{~d} \xi^{\mu_{p}} \tag{A.13}
\end{align*}
$$

The independency of the basis $\mathrm{d} \xi^{\mu_{1}} \otimes \cdots \otimes \mathrm{~d} \xi^{\mu_{p}}$ ensures eq. (A.11). As an example of this substitution, the gauge field $A_{\mu}(x)$ obeys

$$
\begin{equation*}
A_{i}(x)=A_{i}^{M}\left(x^{M}\right), \quad A_{4}(x)=-\mathrm{i} A_{0}^{M}\left(x^{M}\right) \tag{A.14}
\end{equation*}
$$

and the differential operator $\partial_{\mu}$ obeys

$$
\begin{equation*}
\partial_{i}=\partial_{i}^{M}, \quad \partial_{4}=-\mathrm{i} \partial_{0}^{M} . \tag{A.15}
\end{equation*}
$$

Next, we discuss a integral over the spacetime or momentum variable. It should be noted, when we change the integral path of the time or energy variable from the real axis to the imaginary axis, that singularities of the integrand may lead to a wrong result of the complex integral.

[^5]

Figure A.1: Wick's rotation from the Minkowski to the Euclidean space in the momentum (left panel) and coordinate spaces (right panel). The dots stand for the singular points of a propagator. The difference of the positions of the singular points leads to the difference of directions between two Wick's rotations for the momentum and coordinate spaces.

Feynman propagators in the Minkowski momentum space have singularities at $q^{M}$ satisfying $\left(q^{M}\right)^{2}-m^{2}+\mathrm{i} \epsilon=0$, while those in the coordinate space have the corresponding singularities at $x^{M}$ satisfying $\left(x^{M}\right)^{2}-\mathrm{i} \epsilon=0$. This means the contour of the integral of a propagator in the momentum space is different from that in the coordinate space as shown in Fig. A.1. This difference causes the different direction of the Wick rotations. The integration route of the time direction should be rotated through $-\pi / 2$, while that of the energy direction in the momentum space should be rotated through $+\pi / 2$. Consequently, the relation of integrals over the time direction between the Minkowski and Euclidean formulas is given by

$$
\begin{align*}
& \int_{-\infty}^{+\infty} \mathrm{d} x_{0}^{M} \cdots=-\mathrm{i} \int_{-\infty}^{+\infty} \mathrm{d} x_{4} \cdots  \tag{A.16}\\
& \int_{-\infty}^{+\infty} \frac{\mathrm{d} q_{0}^{M}}{2 \pi} \cdots=+\mathrm{i} \int_{-\infty}^{+\infty} \frac{\mathrm{d} q_{4}}{2 \pi} \cdots \tag{A.17}
\end{align*}
$$

Fourier transform of a Minkowski function $f(x)$,

$$
\begin{equation*}
\tilde{f}^{M}\left(q^{M}\right)=\int \mathrm{d}^{4} x^{M} \mathrm{e}^{\mathrm{i} q^{M} x^{M}} f^{M}\left(x^{M}\right), f^{M}\left(x^{M}\right)=\int \frac{\mathrm{d}^{4} q^{M}}{(2 \pi)^{4}} \mathrm{e}^{-\mathrm{i} q^{M} x^{M}} \tilde{f}^{M}\left(q^{M}\right) \tag{A.18}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\tilde{f}^{M}(M(q))=-\mathrm{i} \int \mathrm{~d}^{4} x \mathrm{e}^{-\mathrm{i} q x} f^{M}(M(x)), \quad f^{M}(M(x))=\mathrm{i} \int \frac{\mathrm{~d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} \tilde{f}^{M}(M(q)), \tag{A.19}
\end{equation*}
$$

where, $M(x)=\left(-\mathrm{i} x_{4}, \vec{x}\right)$ and $M(q)=\left(-\mathrm{i} q_{4}, \vec{q}\right)$ are Minkowski vectors. Defining

$$
\begin{equation*}
f(x)=f^{M}(M(x)), \quad \tilde{f}(q)=\mathrm{i} \tilde{f}^{M}(M(q)), \tag{A.20}
\end{equation*}
$$

we obtain the Fourier transforms in the Euclidean formulation.

$$
\begin{equation*}
\tilde{f}(q)=\int \mathrm{d}^{4} x \mathrm{e}^{-\mathrm{i} q x} f(x), \quad f(x)=\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} \tilde{f}(q) \tag{A.21}
\end{equation*}
$$

We finally discuss the Euclidean action and the path integral. The partition function for a Minkowski action,

$$
\begin{equation*}
Z_{M}\left[S^{M}\right]=\int \mathcal{D}(\text { fields })^{M} \mathrm{e}^{\mathrm{i} S^{M}}, S^{M}=\int \mathrm{d}^{4} x^{M} \mathcal{L}^{M}\left(x^{M}\right) \tag{A.22}
\end{equation*}
$$

corresponds to that for the conventional Euclidean action,

$$
\begin{equation*}
Z[S]=\int \mathcal{D} \text { (fields) } \mathrm{e}^{-S}, \quad S=\int \mathrm{d}^{4} x \mathcal{L}(x) \tag{A.23}
\end{equation*}
$$

From these formulas and the substitution rule for the integral (A.16), the relation $\mathcal{L}=-\mathcal{L}^{M}$ is necessary. In the following, some typical Lagrangians in the Euclidean space are listed.

- $\phi^{4}$ real scalar field

Lagrangian in the Minkowski space is given as follows.

$$
\begin{equation*}
\mathcal{L}^{M}(x)=-\frac{1}{2} \phi^{M}\left(x^{M}\right)\left(\partial_{M}^{2}+m^{2}\right) \phi^{M}\left(x^{M}\right)-\frac{\lambda}{4!}\left(\phi^{M}\right)^{4}\left(x^{M}\right) . \tag{A.24}
\end{equation*}
$$

Using (A.20), Lagrangian in the Euclidean space takes the form

$$
\begin{equation*}
\mathcal{L}(x)=\frac{1}{2} \phi(x)\left(-\partial^{2}+m^{2}\right) \phi(x)+\frac{\lambda}{4!} \phi^{4}(x) . \tag{A.25}
\end{equation*}
$$

- Dirac field coupling with a gauge field

The Minkowski Lagrangian is

$$
\begin{equation*}
\mathcal{L}^{M}\left(x^{M}\right)=\bar{\psi}^{M}\left(x^{M}\right)\left(\mathrm{i} \not D_{M}-m\right) \psi\left(x^{M}\right) . \tag{A.26}
\end{equation*}
$$

Using (A.14) and (A.15), the substitution rule for the covariant derivative $D_{\mu}^{M}=\partial_{\mu}^{M}-$ ig $A_{\mu}^{M}$ is obtained as

$$
\begin{equation*}
D_{i}=D_{i}^{M}, \quad D_{4}=-\mathrm{i} D_{0}^{M} . \tag{A.27}
\end{equation*}
$$

Combining this relation with the substitution rule for gamma matrices (A.9) the following form is found.

$$
\begin{equation*}
\mathcal{L}=\bar{\psi}(\mathbb{D}+m) \psi . \tag{A.28}
\end{equation*}
$$

- Yang-Mills part of a gauge field

The Minkowski Lagrangian is

$$
\begin{equation*}
\mathcal{L}^{M}=-\frac{1}{2} \operatorname{tr}\left[F_{\mu \nu}^{M} F_{M}^{\mu \nu}\right], \tag{A.29}
\end{equation*}
$$

which becomes

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \operatorname{tr}\left[F_{\mu \nu} F_{\mu \nu}\right] . \tag{A.30}
\end{equation*}
$$

Note that, these Euclidean Lagrangian is positive valued obeying the Boltzmann statistics. This fact allows us to perform the lattice computation by Monte Carlo simulations.

## Appendix B

## Scale setting of perturbative expansions

## B. 1 Renormalization group in perturbation theory

The scale dependence of the strong coupling constant $a_{s}=\alpha_{s} / \pi$ is described by the beta function, which is defined in the renormalization group equation,

$$
\begin{equation*}
\mu^{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu^{2}} a_{s}=a_{s} \beta\left(a_{s}\right)=-\sum_{i=0}^{\infty} \beta_{i} a_{s}^{i+2} \tag{B.1}
\end{equation*}
$$

whose coefficients $\beta_{i}$ are known up to the four-loop level [46],

$$
\begin{align*}
\beta_{0}= & \frac{1}{4}\left(11-\frac{2}{3} n_{f}\right), \\
\beta_{1}= & \frac{1}{16}\left(102-\frac{38}{3} n_{f}\right), \\
\beta_{2}= & \frac{1}{64}\left(\frac{2857}{2}-\frac{5033}{18} n_{f}+\frac{325}{54} n_{f}^{2}\right), \\
\beta_{3}= & \frac{1}{256}\left(\frac{149753}{6}+3564 \zeta_{3}-\left[\frac{1078361}{162}+\frac{6508}{27} \zeta_{3}\right] n_{f}\right. \\
& \left.\quad+\left[\frac{50065}{162}+\frac{6508}{2592} \zeta_{3}\right] n_{f}^{2}+\frac{1093}{729} n_{f}^{3}\right) . \tag{B.2}
\end{align*}
$$

Solving the renormalization group equation (B.1), one can relate the coupling constants renormalized at two different scales as

$$
\begin{align*}
a_{s}(\mu)=a_{s}\left(\mu^{\prime}\right) & \left\{1+\beta_{0} l_{\mu^{\prime}, \mu} a_{s}\left(\mu^{\prime}\right)+\left(\beta_{0}^{2} l_{\mu^{\prime}, \mu}+\beta_{1}\right) l_{\mu^{\prime}, \mu} a_{\left(\mu^{\prime}\right.}\right)^{2} \\
& +\left(\beta_{0}^{3} l_{\mu^{\prime}, \mu}^{2}+\frac{5}{2} \beta_{0} \beta_{1} l_{\mu^{\prime}, \mu}+\beta_{2}\right) l_{\mu^{\prime}, \mu} a_{s}\left(\mu^{\prime}\right)^{3} \\
& \left.+\left[\beta_{0}^{4} l_{\mu^{\prime}, \mu}^{3}+\frac{13}{3} \beta_{0}^{2} \beta_{1} l_{\mu^{\prime}, \mu}^{2}+3\left(\frac{\beta_{1}^{2}}{2}+\beta_{0} \beta_{2}\right) l_{\mu^{\prime}, \mu}+\beta_{3}\right] l_{\mu^{\prime}, \mu} a_{s}\left(\mu^{\prime}\right)^{4}+O\left(a_{s}^{5}\right)\right\} . \tag{B.3}
\end{align*}
$$

Introducing the typical scale $\Lambda_{\mathrm{QCD}}$, a coupling constant at a scale $\mu$ is also given by

$$
\begin{align*}
a_{s}(\mu) & =\frac{1}{\beta_{0} l_{\mu, \Lambda_{\mathrm{QCD}}}}\left[1-\frac{\beta_{1}}{\beta_{0}^{2}} \frac{\ln l_{\mu, \Lambda_{\mathrm{QCD}}}^{l_{\mu, \Lambda_{\mathrm{QCD}}}}+\frac{\beta_{1}^{2}}{\beta_{0}^{4} l_{\mu, \Lambda_{\mathrm{QCD}}}^{2}}\left(\ln ^{2} l_{\mu, \Lambda_{\mathrm{QCD}}}-\ln l_{\mu, \Lambda_{\mathrm{QCD}}}+\frac{\beta_{2} \beta_{0}}{\beta_{1}^{2}}-1\right)}{}\right. \\
& -\frac{\beta_{1}^{3}}{\beta_{0}^{6} l_{\mu, \Lambda_{\mathrm{QCD}}^{3}}^{3}}\left(\ln ^{3} l_{\mu, \Lambda_{\mathrm{QCD}}}-\frac{5}{2} \ln ^{2} l_{\mu, \Lambda_{\mathrm{QCD}}}-\left(2-\frac{3 \beta_{0} \beta_{2}}{\beta_{1}^{2}}\right) \ln l_{\mu, \Lambda_{\mathrm{QCD}}}+\frac{1}{2}-\frac{\beta_{0}^{2} \beta_{3}}{2 \beta_{1}^{3}}\right) \\
& \left.+O\left(\frac{\beta_{1}^{4}}{\beta_{0}^{8} l_{\mu, \Lambda_{\mathrm{QCD}}}^{4}}\right)\right], \tag{B.4}
\end{align*}
$$

where $l_{\mu, \mu^{\prime}}$ is defined by

$$
\begin{equation*}
l_{\mu, \mu^{\prime}}=\ln \left(\mu^{2} / \mu^{\prime 2}\right) \tag{B.5}
\end{equation*}
$$

We numerically use $\Lambda_{\mathrm{QCD}}$ as the value of Particle Data Group [60],

$$
\begin{equation*}
\Lambda_{\mathrm{QCD}}=340(8) \mathrm{MeV} . \tag{B.6}
\end{equation*}
$$

In general, an off-shell renormalization scheme induces the scale dependence of many quantities as well as the strong coupling constant. Renormalization group equation of a quantity $\Pi$ is defined by

$$
\begin{equation*}
\mu^{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu^{2}} \Pi=\Pi \gamma\left(a_{s}\right)=-\Pi \sum_{i=0}^{\infty} \gamma_{i} a_{s}^{i+1}, \tag{B.7}
\end{equation*}
$$

where $\gamma$ stands for the anomalous dimension of $\Pi$. The formal solution of this equation is easily written as

$$
\begin{equation*}
\Pi\left(\mu^{\prime}\right)=\exp \left(\int_{a_{s}(\mu)}^{a_{s}\left(\mu^{\prime}\right)} \frac{\mathrm{d} z}{z} \frac{\gamma(z)}{\beta(z)}\right) \Pi(\mu)=\frac{\rho\left(a_{s}\left(\mu^{\prime}\right)\right)}{\rho\left(a_{s}(\mu)\right)} \Pi(\mu), \tag{B.8}
\end{equation*}
$$

here $\rho(z)$ can be analytically calculated as

$$
\begin{gather*}
\rho(z)=z^{\bar{\gamma}_{0}}\left\{1+\left(\bar{\gamma}_{1}-\bar{\beta}_{1} \bar{\gamma}_{0}\right) z+\frac{1}{2}\left[\left(\bar{\gamma}_{1}-\bar{\beta}_{1} \bar{\gamma}_{0}\right)^{2}+\bar{\gamma}_{2}+\bar{\beta}_{1}^{2} \bar{\gamma}_{0}-\bar{\beta}_{1} \bar{\gamma}_{1}-\bar{\beta}_{2} \bar{\gamma}_{0}\right] z^{2}\right. \\
+\left[\frac{1}{6}\left(\bar{\gamma}_{1}-\bar{\beta}_{1} \bar{\gamma}_{0}\right)^{3}+\frac{1}{2}\left(\bar{\gamma}_{1}-\bar{\beta}_{1} \bar{\gamma}_{0}\right)\left(\bar{\gamma}_{2}+\bar{\beta}_{1}^{2} \bar{\gamma}_{0}-\bar{\beta}_{1} \bar{\gamma}_{1}-\bar{\beta}_{2} \bar{\gamma}_{0}\right)\right. \\
\left.\left.+\frac{1}{3}\left(\bar{\gamma}_{3}-\bar{\beta}_{1}^{3} \bar{\gamma}_{0}+2 \bar{\beta}_{1} \bar{\beta}_{2} \bar{\gamma}_{0}-\bar{\beta}_{3} \bar{\gamma}_{0}+\bar{\beta}_{1}^{2} \bar{\gamma}_{1}-\bar{\beta}_{2} \bar{\gamma}_{1}-\bar{\beta}_{1} \bar{\gamma}_{2}\right)\right] z^{3}+O\left(z^{4}\right)\right\},  \tag{B.9}\\
\bar{\beta}_{i}=\frac{\beta_{i}}{\beta_{0}}, \bar{\gamma}_{i}=\frac{\gamma_{i}}{\beta_{0}} . \tag{B.10}
\end{gather*}
$$

The anomalous dimension of the scalar and pseudoscalar density is -1 times the mass anomalous dimension $\gamma^{m}\left(a_{s}\right)$, which is calculated up to the five-loop level [51, 52, 99]. The
analytic forms up to the four-loop level are

$$
\begin{align*}
\gamma_{0}^{m}= & 1, \\
\gamma_{1}^{m}= & \frac{1}{16}\left(\frac{202}{3}-\frac{20}{9} n_{f}\right), \\
\gamma_{2}^{m} & =\frac{1}{64}\left(1249-\left[\frac{2216}{27}+\frac{160}{3} \zeta_{3}\right] n_{f}-\frac{140}{81} n_{f}^{2}\right), \\
\gamma_{3}^{m}= & \frac{1}{256}\left(\frac{4603055}{162}+\frac{135680}{27}-8800 \zeta_{5}\right. \\
& \quad-\left[\frac{91723}{27}+\frac{34192}{9} \zeta_{3}-880 \zeta_{4}-\frac{18400}{9} \zeta_{5}\right] n_{f} \\
& \left.+\left[\frac{5242}{243}+\frac{800}{9} \zeta_{3}-\frac{160}{3} \zeta_{4}\right] n_{f}^{2}-\left[\frac{322}{243}-\frac{64}{27} \zeta_{3}\right] n_{f}^{3}\right) . \tag{B.11}
\end{align*}
$$

## B. 2 Scale setting problem

At first, we discuss the perturbative expansion of a scale independent quantity. Using the solution (B.3), we have an arbitrariness about the choice of the renormalization scale of the coupling constant in a perturbative expansion,

$$
\begin{equation*}
\Pi=\sum_{i} c_{i}(\mu) a_{s}(\mu)^{i}=\sum_{i} c_{i}\left(\mu^{*}\right) a_{s}\left(\mu^{*}\right)^{i}, \tag{B.12}
\end{equation*}
$$

where $c_{i}(\mu)$ stands for the coefficients of the perturbative expansion with respect to the strong coupling coupling $a_{s}(\mu)$ renormalized at $\mu$. Although the all order calculation exactly keeps the second equality of this equation, any finite order calculation may violate this exact equality, leading to the dependence of renormalization scale of the coupling constant. If one chooses an extremely bad scale $\mu_{\mathrm{bad}}$, the perturbative expansion would clearly has poor convergence such as

$$
\begin{equation*}
\Pi=1+a_{s}\left(\mu_{\mathrm{bad}}\right)+10000 a_{s}\left(\mu_{\mathrm{bad}}\right)^{2} . \tag{B.13}
\end{equation*}
$$

On the contrary, there should be the optimal scale in which the unknown higher order contributions are the smallest and the perturbative expansion shows a good convergence.

There have been a lot of studies to search the systematic manner to determine the optimal scale since more than 30 years ago. The most famous one is so-called the BLM scale suggested by Brodsky, Lapage and Mackenzie in 1983 [47], which is motivated by an idea of absorbing the higher order contributions of the gluon vacuum polarization into the coupling constant. The scale is chosen such that the perturbative coefficient at $a_{s}^{2}$ becomes independent of number $n_{f}$ of flavors and, more precisely, the one-loop coefficients $\beta_{0}$ of the beta function. Since this suggestion is suitable only for $O\left(a_{s}^{2}\right)$ calculation, generalization of the systematic way of the scale setting which is applicable for any order has been studied for a long time.

Inserting (B.9) into (B.8) and expanding into the series of a scale-shifted coupling constant, we obtain the general expression of the perturbative expansion of a scale dependent quantity,

$$
\begin{equation*}
\Pi\left(\mu^{\prime}\right)=\frac{\rho\left(a_{s}\left(\mu^{\prime}\right)\right)}{\rho\left(a_{s}(\mu)\right)} \Pi(\mu)=\sum_{i} c_{i}\left(\mu^{*}, \mu^{\prime}\right) a_{s}\left(\mu^{*}\right)^{i}, \tag{B.14}
\end{equation*}
$$

where $\left\{c_{i}\left(\mu^{*}, \mu^{\prime}\right)\right\}$ stands for the set of perturbative coefficients of $\Pi\left(\mu^{\prime}\right)$, which appears with the perturbative coupling $a_{s}\left(\mu^{*}\right)$. The essence of the equation is that a set of perturbative coefficients at a scale can be converted to that at any scale to the same order. Unlike scale independent quantities, the systematic method of the scale setting for scale dependent quantities has not been investigated.

## Appendix C

## Lattice action used in this work

## C. 1 Ginsparg-Wilson relation

It is well known as the name of the Nielsen-Ninomiya theorem [100-102] that chiral symmetry is difficult to realize on the lattice. If the lattice action hold chiral symmetry, at least one of the unexpected properties such as the existence of doublers, the violation of locality or hermiticity of the Dirac operator, appears.

For many years, the Nielsen-Ninomiya theorem was interpreted as the ultimate limitation for a further development of lattice gauge theory until the natural chiral symmetry on the lattice was suggested as the satisfaction of the Ginsparg-Wilson relation [45],

$$
\begin{equation*}
D \gamma_{5}+\gamma_{5} D=a D \gamma_{5} D, \tag{C.1}
\end{equation*}
$$

where $D$ stands for a Dirac operator. In the continuum theory, a Dirac operator with chiral symmetry obeys $(\mathrm{LHS})=0$. On the lattice, the interpretation of the chiral symmetry is shifted [103] by $O(a)$ such that the chiral rotation is modified as

$$
\begin{align*}
\psi \rightarrow \exp \left(\mathrm{i} \theta \gamma_{5}\right) \psi & \Rightarrow \psi \rightarrow \exp \left[\mathrm{i} \theta \gamma_{5}\left(\mathbb{1}-\frac{a}{2} D\right)\right] \psi, \\
\bar{\psi} \rightarrow \bar{\psi} \exp \left(\mathrm{i} \theta \gamma_{5}\right) & \Rightarrow \bar{\psi} \rightarrow \bar{\psi} \exp \left[\mathrm{i} \theta \gamma_{5}\left(\mathbb{1}-\frac{a}{2} D\right)\right], \tag{C.2}
\end{align*}
$$

with a parameter $\theta \in \mathfrak{u}\left(N_{f}\right)$. If $D$ obeys (C.1), the fermion part of the lattice action $\bar{\psi} D \psi$ is invariant under the modified chiral rotation (C.2). The RHS on the Ginsparg-Wilson relation (C.1) is yielded from the perspective of renormalization group rather than an irrelevant viewpoint just to reproduce, in the continuum limit, the usual chiral symmetry. Therefore it is very natural that the chiral symmetry on the lattice is defined as the satisfaction of the Ginsparg-Wilson relation.

The most simple Ginsparg-Wilson operator is the overlap operator [104], which is given by

$$
\begin{equation*}
D_{\mathrm{ov}}=\frac{1}{a}\left(\mathbb{1}+\gamma_{5} \operatorname{sgn}[H]\right), \quad H=\gamma_{5} A, \tag{C.3}
\end{equation*}
$$

where $A$ denotes some suitable $\gamma_{5}$-hermitian operator usually chosen as Wilson-Dirac operator and $H$ is usually referred to as kernel. The sign function is given by $\operatorname{sgn}[X]=X / \sqrt{X^{\dagger} X}$. The
overlap operator satisfies the Ginsparg-Wilson relation and therefore has the exact chiral symmetry on the lattice. Since the overlap formulation takes large computational cost, other kinds of Ginsparg-Wilson formulations such as domain-wall fermion are investigated.

## C. 2 Domain-wall fermion

Domain-wall fermion [43, 44] provides another kind of the Ginsparg-Wilson fermions and related to the overlap fermion. The domain-wall formulation enhances the time-spatial dimension by introducing the fifth dimension.

The fermion action of the domain-wall fermions is given by

$$
\begin{equation*}
S_{\mathrm{DW}}[\Psi, \bar{\Psi}, U]=\sum_{x, y} \sum_{s, r=0}^{L_{s}-1} \bar{\Psi}(x, s) D_{\mathrm{DW}}(x, s ; y, r) \Psi(y, r), \tag{С.4}
\end{equation*}
$$

with the five dimensional fermion field $\Psi_{f}(x, s)$ and the fifth dimensional coordinates $s, r$, which run over $0,1, \ldots, L_{s}-1$. Here, we omit the flavor subscription $f$ and consider the oneflavor system. The generalization to $N_{f}$-flavor is easy to implement. Using the Wilson-Dirac operator $D_{\mathrm{W}}\left(-M_{0}\right)$ with a large negative mass $-M_{0}$, the five-dimensional domain-wall operator $D_{\text {DW }}$ is defined by

$$
D_{\mathrm{DW}}=\left(\begin{array}{cccccc}
D_{\|} & -P_{-} & 0 & \ldots & 0 & m P_{+}  \tag{C.5}\\
-P_{+} & D_{\|} & -P_{-} & 0 & \ldots & 0 \\
0 & -P_{+} & D_{\|} & \ddots & 0 & \vdots \\
\vdots & 0 & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & \ddots & -P_{+} & D_{\|} & -P_{-} \\
m P_{-} & 0 & \cdots & 0 & -P_{+} & D_{\|}
\end{array}\right),
$$

where we defined

$$
\begin{align*}
D_{\|} & =\frac{\mathbb{1}}{a}+D_{\mathrm{W}}\left(-M_{0}\right),  \tag{C.6}\\
P_{ \pm} & =\frac{1 \pm \gamma_{5}}{2} . \tag{C.7}
\end{align*}
$$

The mass parameter $m$ stands for the mass of the quark. This matrix is the representation for the fifth dimension and each component has a indices of the usual four-dimensional coordinate as well as of the color and spin. The link fields are not accommodated in the links for the fifth direction.

The four-dimensional Ginsparg-Wilson operator is constructed as follows. Neuberger [105] showed the relation

$$
\begin{equation*}
\operatorname{det}\left[D_{\mathrm{DW}}\right]=\operatorname{det}\left[D_{\mathrm{ov}}^{\left(L_{s}\right)}\right] \operatorname{det}\left[D_{\mathrm{PV}}\right], \tag{C.8}
\end{equation*}
$$

where $D_{\mathrm{ov}}^{\left(L_{s}\right)}$ becomes $D_{\mathrm{ov}}$ in the infinite size of the fifth direction $L_{s} \rightarrow \infty$ and the Pauli-Villars operator $D_{\mathrm{PV}}$ is defined by

$$
\begin{equation*}
D_{\mathrm{PV}}=\left.D_{\mathrm{DW}}\right|_{m=1 / a} \tag{C.9}
\end{equation*}
$$

In order to cancel $\operatorname{det}\left[D_{\mathrm{PV}}\right]$ in (C.8), He introduced, on the five-dimensional lattice, the pseudofermion fields $\Phi$ and $\bar{\Phi}$, which are bosonic but Grassmann-odd and so called Pauli-Villars fields, as the action

$$
\begin{equation*}
S_{\mathrm{PV}}[\Phi, \bar{\Phi}, U]=\sum_{x, y} \sum_{s, r=0}^{L_{s}-1} \bar{\Phi}(x, s) D_{\mathrm{PV}}(x, s ; y, r) \Phi(y, r) \tag{C.10}
\end{equation*}
$$

Then, the path integral describes a nearly overlap system,

$$
\begin{equation*}
\int \mathcal{D}[\Psi, \bar{\Psi}, \Phi, \bar{\Phi}, U] \mathrm{e}^{-S_{\mathrm{DW}}-S_{\mathrm{PV}}-S_{G}}=\int \mathcal{D}[U] \operatorname{det}\left[D_{\mathrm{ov}}^{\left(L_{s}\right)}\right] \mathrm{e}^{-S_{G}} \tag{C.11}
\end{equation*}
$$

with any gauge action $S_{G}[U]$. Neuberger [105] also showed the form

$$
\begin{align*}
D_{\mathrm{ov}}^{\left(L_{s}\right)} & =\frac{1}{a}\left((1+m)+(1-m) \gamma_{5} \tanh \left(\frac{L_{s}}{2} \widetilde{H}\right)\right) \\
& \rightarrow \frac{1}{a}\left((1+m)+(1-m) \gamma_{5} \operatorname{sgn}[\widetilde{H}]\right) \tag{C.12}
\end{align*}
$$

where the Shamir kernel $\widetilde{H}$ is a variant of $H$ in (C.3),

$$
\begin{equation*}
\widetilde{H}=\gamma_{5} \frac{D_{\mathrm{W}}}{2+D_{\mathrm{W}}} \tag{C.13}
\end{equation*}
$$

Taking the chiral limit and infinite $L_{s}$, we can construct the Ginsparg-Wilson operator with the exact chiral symmetry on the lattice.

## C. 3 Möbius Domain-wall fermion

We can change the asymptotic form (C.12) by generalizing the domain-wall operator to the Möbius domain-wall operator [40,41]. The fermion action of Möbius domain-wall fermions is given by

$$
\begin{equation*}
S_{\mathrm{MDW}}=\sum_{x, y} \sum_{s, r=0}^{L_{s}-1} \bar{\Psi}(x, s) D_{\mathrm{MDW}}(x, s ; y, r) \Psi(y, r), \tag{C.14}
\end{equation*}
$$

with the five dimensional fermion field $\Psi(x, s)$ and the Dirac operator,

$$
D_{\mathrm{MDW}}=\left(\begin{array}{cccccc}
\widetilde{D}^{1} & -P_{-} & 0 & \ldots & 0 & m P_{+}  \tag{C.15}\\
-P_{+} & \widetilde{D}^{2} & -P_{-} & 0 & \ldots & 0 \\
0 & -P_{+} & \widetilde{D}^{3} & \ddots & 0 & \vdots \\
\vdots & 0 & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & \ddots & -P_{+} & \widetilde{D}^{L_{s}-1} & -P_{-} \\
m P_{-} & 0 & \cdots & 0 & -P_{+} & \widetilde{D}^{L_{s}}
\end{array}\right) .
$$

The diagonal parts are generalized to

$$
\begin{align*}
& \widetilde{D}^{s}=\left(D_{-}^{s}\right)^{-1} D_{+}^{s},  \tag{C.16}\\
& \widetilde{D}_{+}^{s}=1+b_{s} D_{\mathrm{W}}\left(-M_{0}\right),  \tag{C.17}\\
& \widetilde{D}_{-}^{s}=1-c_{s} D_{\mathrm{W}}\left(-M_{0}\right), \tag{C.18}
\end{align*}
$$

with the $s$-dependent parameters $b_{s}, c_{s}$.
The choice of $b_{s}$ and $c_{s}$ determines the asymptotic form to the overlap operator and its kernel. The choice is frequently restricted to

$$
\begin{equation*}
b_{s}+c_{s}=b \omega_{s}, \quad b_{s}-c_{s}=c, \tag{C.19}
\end{equation*}
$$

with new parameters $b, c$ and $\omega_{s}$. Then, one can define the Möbius kernel

$$
\begin{equation*}
H_{\mathrm{M}}=\gamma_{5} \frac{b D_{\mathrm{W}}}{2+c D_{\mathrm{W}}} . \tag{C.20}
\end{equation*}
$$

Putting $b=2$ and $c=0$, the Shamir kernel is reproduced. While $b$ and $c$ determine the kernel of the asymptotic form, the other parameters $\omega_{s}$ determine the accuracy of the approximation of $D_{\mathrm{ov}}^{\left(L_{s}\right)}$ to that in the infinite $L_{s}$. Investigating the dependence of the number of the CG iterations and the residual mass [106] on these parameters, we employ the best choice $b=2, c=1$ and $\omega_{s}$ such that $D_{\mathrm{ov}}^{\left(L_{s}\right)}$ has an approximate sign function in the form of $\tanh \left[H_{\mathrm{M}}\right]$ as in the usual domain-wall case.

## C. 4 Stout smearing

Gauge configurations generated as Monte-Carlo samples are not sufficiently smooth and therefore may cause a significant source of discretization effects. One can considerably improve such an artifact by smoothing the gauge links. This smoothing procedure is so called smearing.

While there are several types of smearing, we here briefly introduce one of them, the stout smearing [76], which is used in this work. The smearing step is defined by

$$
\begin{equation*}
U_{\mu}(x) \rightarrow \mathrm{e}^{\mathrm{i} Q_{\mu}(x)} U_{\mu}(x) \tag{C.21}
\end{equation*}
$$

where the tangent vector $Q_{\mu}(x)$ is given by

$$
\begin{align*}
Q_{\mu}(x) & =\frac{\mathrm{i}}{2}\left(\Omega_{\mu}(x)^{\dagger}-\Omega_{\mu}(x)-\frac{1}{3} \operatorname{tr}\left[\Omega_{\mu}(x)^{\dagger}-\Omega_{\mu}(x)\right]\right)  \tag{C.22}\\
\Omega_{\mu}(x) & =\sum_{\nu \neq \mu} \rho_{\mu \nu} C_{\mu \nu}(x)  \tag{C.23}\\
C_{\mu \nu}(x) & =U_{\nu}(x) U_{\mu}(x+a \hat{\nu}) U_{\nu}(x+a \hat{\mu})^{\dagger} U_{\mu}(x)^{\dagger} \\
& +U_{\nu}(x-a \hat{\nu})^{\dagger} U_{\mu}(x-a \hat{\nu}) U_{\nu}(x+a \hat{\mu}-a \hat{\nu}) U_{\mu}(x)^{\dagger} \tag{C.24}
\end{align*}
$$

where the real weight factors $\rho_{\mu \nu}$ are tunable. In this work, we apply the stout smearing only for the fermion-coupled gauge links, i.e. stout smearing is not applied for the gauge action. We iterate this process for three steps when we calculate some fermion parts.

## Appendix D

## Mean field approximation of correlators of domain-wall fermion

Correlators in the coordinate space are given by

$$
\begin{equation*}
\Pi_{\Gamma}(x)=\left\langle\operatorname{Tr}\left[S_{F}(x) \Gamma S_{F}(-x) \Gamma\right]\right\rangle \tag{D.1}
\end{equation*}
$$

where $S_{F}(x)$ stands for the propagator of the Dirac field. We give the mean field approximation of the domain-wall propagator and its asymptotic form in the long-distance limit. Since the residual mass in this work is mostly negligible, we consider the domain-wall propagator with the infinite size of the fifth direction $L_{s} \rightarrow \infty$. The four-dimensional representation $\widetilde{S}_{F}^{\mathrm{DW}}\left(q, m_{q}\right)$ of the mean field domain-wall propagator in the momentum space is $[44,107,108]$

$$
\begin{equation*}
\widetilde{S}_{F}^{\mathrm{DW}}\left(q, m_{q}\right) / a=\frac{-\mathrm{i} u_{0} \sum_{\mu} \gamma_{\mu} \sin \left(a q_{\mu}\right)+\left(1-W \mathrm{e}^{-\alpha}\right) a m_{q}}{-1+W \mathrm{e}^{\alpha}+\left(1-W \mathrm{e}^{-\alpha}\right)\left(a m_{q}\right)^{2}} \tag{D.2}
\end{equation*}
$$

where $W$ and $\alpha$ are defined by

$$
\begin{align*}
W(q) & =1-M_{0}+\sum_{\mu}\left(1-u_{0} \cos \left(a q_{\mu}\right)\right)  \tag{D.3}\\
\cosh \alpha(q) & =\frac{1+W^{2}+u_{0}^{2} \sum_{\mu} \sin ^{2}\left(a q_{\mu}\right)}{2 W} \tag{D.4}
\end{align*}
$$

with $M_{0}$ and $u_{0}$ being the domain-wall mass parameter and the fourth root of the plaquette expectation value, respectively. The free propagator is reproduced by putting $u_{0}=1$.

The propagator in the coordinate space is calculated by a numerical Fourier transform in a finite box $L^{4}$,

$$
\begin{equation*}
S_{F}^{\mathrm{DW}, L^{4}}\left(x, m_{q}\right)=\frac{1}{L^{4}} \sum_{q} \widetilde{S}_{F}^{\mathrm{DW}}(q) \mathrm{e}^{\mathrm{i} q x} \tag{D.5}
\end{equation*}
$$

where the sum over $q$ for the periodic boundary condition runs over

$$
\begin{equation*}
q \in\left\{\left.\frac{2 \pi}{L}\left(k_{1}, k_{2}, k_{3}, k_{4}\right) \right\rvert\, k_{\mu}=-\frac{L}{2 a}+1,-\frac{L}{2 a}+2, \cdots, \frac{L}{2 a}\right\} \tag{D.6}
\end{equation*}
$$

The mean field approximation of the propagator of a light quark in a finite box $\left(m_{q} L \lesssim 1\right)$
involves large finite volume effects because quarks are in the deconfining phase. Since the numerical Fourier transform in sufficient large volumes is expensive, we apply a correction for the domain-wall propagator as we applied for the propagators of bosonic fields in Section 3.4,

$$
\begin{align*}
S_{F}^{\mathrm{DW}, \infty}\left(x, m_{q}\right) & =S_{F}^{\mathrm{DW}, L^{4}}\left(x, m_{q}\right)-\sum_{x_{0}} S_{F}^{\mathrm{DW}, \infty}\left(x-x_{0}, m_{q}\right) \\
& \simeq S_{F}^{\mathrm{DW}, L^{4}}\left(x, m_{q}\right)-\sum_{x_{0}} S_{F}^{\mathrm{DW}, \mathrm{asym}}\left(x-x_{0}, m_{q}\right), \tag{D.7}
\end{align*}
$$

where the sum over $x_{0}$ runs over

$$
\begin{equation*}
x_{0} \in\{( \pm L, 0,0,0),(0, \pm L, 0,0),(0,0, \pm L, 0),(0,0,0, \pm L),( \pm L, \pm L, 0,0), \cdots\} \tag{D.8}
\end{equation*}
$$

and $S_{F}^{\mathrm{DW}, \text { asym }}(x)$ is the asymptotic form of the domain-wall propagator in the long-distance limit in the infinite volume, which is calculated as follows.

The domain-wall propagator in the low-momentum region is calculated by expanding (D.2) at $a q \simeq 0$,

$$
\begin{equation*}
\widetilde{S}_{F}^{\mathrm{DW}}\left(q, m_{q}\right) \xrightarrow{a q \rightarrow 0}\left(1-\delta^{2}\right) \frac{-\mathrm{i} u_{0} \notin+m_{q}^{\prime}}{u_{0}^{2} q^{2}+m_{q}^{\prime 2}}+O\left(\delta^{4}\right), \tag{D.9}
\end{equation*}
$$

with

$$
\begin{align*}
\delta & =1-M_{0}+4\left(1-u_{0}\right),  \tag{D.10}\\
m_{q}^{\prime} & =\left(1-\delta^{2}\right) m_{q} . \tag{D.11}
\end{align*}
$$

The Fourier transform of this propagator in the infinite volume gives an asymptotic form in the long-distance limit of the domain-wall propagator,

$$
\begin{equation*}
S_{F}^{\mathrm{DW}, \text { asym }}\left(x, m_{q}\right)=\frac{1-\delta^{2}}{u_{0}^{4}} S_{F}^{\mathrm{cont}}\left(x / u_{0}, m_{q}^{\prime}\right)+O\left(\delta^{4}\right), \tag{D.12}
\end{equation*}
$$

where the Feynman propagator $S_{F}^{\text {cont }}\left(x, m_{q}\right)$ of a Dirac field in the continuum coordinate space is given [71,72] by

$$
\begin{align*}
S_{F}^{\text {cont }}\left(x, m_{q}\right) & =\int \frac{\mathrm{d}^{4} q}{(2 \pi)^{4}} \mathrm{e}^{\mathrm{i} q x} \frac{-\mathrm{i} \not \phi+m_{q}}{q^{2}+m_{q}^{2}} \\
& =\frac{m_{q} \not x}{4 \pi^{2}|x|^{3}} K_{1}\left(m_{q}|x|\right)+\frac{m_{q}^{2} k}{8 \pi^{2} x^{2}}\left[K_{0}\left(m_{q}|x|\right)+K_{2}\left(m_{q}|x|\right)\right]+\frac{m_{q}^{2}}{4 \pi^{2}|x|} K_{1}\left(m_{q}|x|\right), \tag{D.13}
\end{align*}
$$

with $K_{i}$ being the modified Bessel functions.

The subtraction by the second line of (D.7) cannot eliminate discretization effects of wrapping effects, i.e. the subtraction leaves the discretization effects

$$
\begin{equation*}
\sum_{x_{0}}\left(S_{F}^{\mathrm{DW}, \infty}\left(x-x_{0}, m_{q}\right)-S_{F}^{\mathrm{DW}, \mathrm{asym}}\left(x-x_{0}, m_{q}\right)\right), \tag{D.14}
\end{equation*}
$$

which are suppressed in large volumes. We observe that these discretization effects are sufficiently small when the calculation is done with $m_{q} L \gtrsim 1$.

## Appendix E

## Least squared method

The least squared method, which is usually called $\chi^{2}$ fitting, is very convenient to calculate the best estimate of some parameters in a model from measured data. In this appendix, we review this method.

## E. 1 Basics

First of all, we consider a data set $\left\{\left(x_{k}, y_{k}, \sigma_{k}\right) \mid k=1,2, \cdots, N_{s}\right\}$, where $x_{k}$ and $y_{k}$ are a set of measured values labeled by $k$ and we assume the distribution of $y_{k}$ follows a Gaussian with the width ${ }^{1} \sigma_{k}$. A sample ( $x_{k}, y_{k}, \sigma_{k}$ ) of the data means that if one measures $y$ at a parameter $x_{k}$, then the probability distribution of $y$ is estimated as

$$
\begin{equation*}
\mathcal{P}_{x_{k}}(y)=\frac{1}{\sqrt{2 \pi} \sigma_{k}} \mathrm{e}^{-\left(y-y_{k}\right)^{2} / 2 \sigma_{k}^{2}} . \tag{E.1}
\end{equation*}
$$

It also means, from another point of view, that if one knows the central value of $y$ and its uncertainty as a function of $x$ such that

$$
\begin{equation*}
y=f(x) \pm \sigma(x), \tag{E.2}
\end{equation*}
$$

then the probability of measuring $y_{k}$ at $x_{k}$ is given by

$$
\begin{equation*}
\mathcal{P}_{x_{k}}\left(y_{k}\right)=\frac{1}{\sqrt{2 \pi} \sigma\left(x_{k}\right)} \mathrm{e}^{-\left(y_{k}-f\left(x_{k}\right)\right)^{2} / 2 \sigma\left(x_{k}\right)^{2}} . \tag{E.3}
\end{equation*}
$$

The uncertainty $\sigma\left(x_{k}\right)$ at $x_{k}$ is usually assumed as the statistical error of $y_{k}$, i.e. $\sigma\left(x_{k}\right)=\sigma_{k}$.
Taking the product of eq. (E.3) for all $k$, we obtain the probability of getting the data set $\left\{\left(x_{k}, y_{k}\right) \mid k=1,2, \cdots, N_{s}\right\}$ as

$$
\begin{equation*}
\mathcal{P}\left(\left\{\left(x_{k}, y_{k}\right) \mid k=1,2, \cdots, N_{s}\right\}\right)=\prod_{k=1}^{N_{s}} \mathcal{P}_{x_{k}}\left(y_{k}\right)=\left[\prod_{k=1}^{N_{s}} \sqrt{\frac{w_{k}}{2 \pi}}\right] \mathrm{e}^{-\chi^{2} / 2} \tag{E.4}
\end{equation*}
$$

[^6]where we defined $\chi^{2}$ and weight $w_{k}$ as
\[

$$
\begin{align*}
& \chi^{2}=\sum_{k=1}^{N_{s}} w_{k}\left(y_{k}-f\left(x_{k}\right)\right)^{2},  \tag{E.5}\\
& w_{k}=\frac{1}{\sigma_{k}^{2}} \tag{E.6}
\end{align*}
$$
\]

In more general, the measured data set could have the correlations between $\left(x_{k}, y_{k}, \sigma_{k}\right)$ and $\left(x_{k^{\prime}}, y_{k^{\prime}}, \sigma_{k^{\prime}}\right)$ for different $k, k^{\prime}$. Considering this case, we modify $\chi^{2}$ in (E.4) as

$$
\begin{equation*}
\chi^{2}=\sum_{k, k^{\prime}=1}^{N_{s}}\left(y_{k}-f\left(x_{k}\right)\right) w_{k k^{\prime}}\left(y_{k^{\prime}}-f\left(x_{k^{\prime}}\right)\right) \tag{E.7}
\end{equation*}
$$

where the (inverse) covariance $w_{k k^{\prime}}$ is defined by

$$
\begin{equation*}
\left(w^{-1}\right)_{k k^{\prime}}=\frac{1}{N_{s}-1}\left(\left\langle y_{k} y_{k^{\prime}}\right\rangle-\left\langle y_{k}\right\rangle\left\langle y_{k^{\prime}}\right\rangle\right) \tag{E.8}
\end{equation*}
$$

In this work, lattice data are analyzed based on the bootstrap method, which essentially considers the correlation between the data. Since we perform the non-linear fit for the ALEPH data with a consideration of the correlation, we introduce the generalization to such a case.

Let us consider the case in which $f(x)$ is parametrized by finite number of unknown parameters $\vec{a}=\left(a_{1}, a_{2}, \cdots, a_{m}\right)$. The least $\chi^{2}$ fitting is useful to determine these parameters from a data set. If $\chi^{2}$ takes the minimal value, the probability in (E.4) become the maximal value. The best estimate of parameters $\vec{a}=\left(a_{1}, a_{2}, \cdots, a_{m}\right)$ is determined such that the probability $\mathcal{P}\left(\left\{\left(x_{k}, y_{k}\right) \mid k=1,2, \cdots, N_{s}\right\}\right)$ takes the maximal value. Consequently, the best choice of $\vec{a}$ minimizes $\chi^{2}$ and therefore satisfies

$$
\begin{equation*}
\frac{\partial \chi^{2}}{\partial a_{j}}=0, \quad j=1,2, \cdots, m \tag{E.9}
\end{equation*}
$$

The uncertainty of an arbitrary function $\bar{f}(a, y)$ of the fit parameters $a$ and the data values $y$ is written as

$$
\begin{equation*}
(\delta \bar{f})^{2}=\sum_{k=1}^{N_{s}} \frac{1}{w_{k}}\left(\frac{\delta \bar{f}}{\delta y_{k}}\right)^{2} \tag{E.10}
\end{equation*}
$$

or more generally,

$$
\begin{equation*}
(\delta \bar{f})^{2}=\sum_{k, k^{\prime}=1}^{N_{s}}\left(w^{-1}\right)_{k k^{\prime}} \frac{\delta \bar{f}}{\delta y_{k}} \frac{\delta \bar{f}}{\delta y_{k^{\prime}}} \tag{E.10'}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\delta \bar{f}}{\delta y_{k}}=\sum_{j} \frac{\delta a_{j}}{\delta y_{k}} \bar{g}_{j}+\bar{h}_{k} \tag{E.11}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{g}_{j}(\vec{a}, y)=\frac{\partial \bar{f}(\vec{a}, y)}{\partial a_{j}}, \quad \bar{h}_{k}(\vec{a}, y)=\frac{\partial \bar{f}(\vec{a}, y)}{\partial y_{k}} \tag{E.12}
\end{equation*}
$$

Putting $\bar{f}(\vec{a}, y)=a_{j}$, we can obtain the uncertainty of the fit parameter $a_{j}$.
In the following, we discuss some examples and a generalization to the global fit.

## E. 2 Case of linear parameters

As a pedagogical example, we first discuss the case in which the fit function $f(a ; x)$ is linear with respect to the parameters $\vec{a}=\left(a_{1}, a_{2}, \cdots, a_{m}\right)$, i.e. $f(\vec{a}, x)$ can be written as

$$
\begin{equation*}
f(\vec{a} ; x)=\sum_{j=0}^{m} a_{j} g_{j}(x), \tag{E.13}
\end{equation*}
$$

with $g_{j}(x)$ being independent of $a$. Then the minimizing condition (E.9) becomes

$$
\begin{align*}
& \frac{1}{2} \frac{\partial \chi^{2}}{\partial a_{j}}=-\sum_{k=1}^{N_{s}} w_{k}\left(y_{k}-f\left(x_{k}\right)\right) g_{j}\left(x_{k}\right)=0,  \tag{E.14}\\
\therefore & \sum_{j^{\prime}=1}^{m}\left[\sum_{k=0}^{N_{s}} w_{k} g_{j}\left(x_{k}\right) g_{j^{\prime}}\left(x_{k}\right)\right] a_{j^{\prime}}=\sum_{k=1}^{N_{s}} w_{k} y_{k} g_{j}\left(x_{k}\right) . \tag{E.15}
\end{align*}
$$

Using the matrix notation, this condition is simply written as

$$
\begin{equation*}
\hat{\alpha} \vec{a}=\vec{\beta}, \tag{E.16}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{j j^{\prime}}=\sum_{k=0}^{N_{s}} w_{k} g_{j}\left(x_{k}\right) g_{j^{\prime}}\left(x_{k}\right), \quad \beta_{j}=\sum_{k=1}^{N_{s}} w_{k} y_{k} g_{j}\left(x_{k}\right) . \tag{E.17}
\end{equation*}
$$

The best estimate of $a$ is obtained as

$$
\begin{equation*}
\vec{a}=\hat{\alpha}^{-1} \vec{\beta} \tag{E.18}
\end{equation*}
$$

Then, the uncertainty of a function $\bar{f}(\vec{a}, y)$ defined by (E.10) is calculated as

$$
\begin{equation*}
(\delta \bar{f})^{2}=\sum_{j j^{\prime}=1}^{m}\left(\alpha^{-1}\right)_{j j^{\prime}} \bar{g}_{j} \bar{g}_{j^{\prime}}+2 \sum_{j, j^{\prime}=1}^{m} \sum_{k=1}^{N_{s}}\left(\alpha^{-1}\right)_{j j^{\prime}} g_{j^{\prime}}\left(x_{k}\right) \bar{g}_{j} \bar{h}_{k}+\sum_{k=1}^{N_{s}} \frac{1}{w_{k}} \bar{h}_{k}^{2} . \tag{E.19}
\end{equation*}
$$

Putting $\bar{f}(\vec{a}, y)=a_{j}$, we obtain the uncertainty of the fit parameters as

$$
\begin{equation*}
\left(\delta a_{j}\right)^{2}=\left(\alpha^{-1}\right)_{j j} \tag{E.20}
\end{equation*}
$$

## E. 3 Case of non-linear parameters

In more general cases in which $f(x)$ is not linear in the parameters $\vec{a}$, such as the fitting of an exponential dumping $f(t)=z_{0} \mathrm{e}^{-m t}$, we need to employ another approach based on the gradient
method, which is to minimize a function by shifting the free parameters iteratively. There are a lot of algorithms of the gradient method. In this section, we review the Levenberg-Marquardt method, which is the most widely used method, after briefly introducing the underlying two gradient methods, the steepest descent method and the Gauss-Newton method. We here add the further generalizations to the case of correlated data $y_{k}$ leading to non-vanishing off-diagonal component of $w_{k k^{\prime}}$ as we mentioned in the beginning of this appendix. This is because we consider in this work the correlated fit for the ALEPH data.

## E.3.1 Steepest descent method

In the steepest descent method, the free parameters are updated by the gradient of $\chi^{2}$ using a positive parameter. Being updated iteratively, the parameters are expected to reach the point to minimize $\chi^{2}$.

Generalizing $g_{j}(x)$ in the previous section to

$$
\begin{equation*}
g_{j}(\vec{a} ; x)=\frac{\partial f(\vec{a} ; x)}{\partial a_{j}} \tag{E.21}
\end{equation*}
$$

the gradient of $\chi^{2}$ with respect to the free parameters $\vec{a}$ become the same form as (E.14). Applying the recurrence relation

$$
\begin{equation*}
\vec{a}_{t+1}=\vec{a}_{t}+\lambda^{-1} \sum_{k=1}^{N_{s}} w_{k}\left(y_{k}-f\left(\vec{a}_{t} ; x_{k}\right)\right) \vec{g}\left(\vec{a}_{t} ; x_{k}\right), \tag{E.22}
\end{equation*}
$$

with a input positive parameter ${ }^{2} \lambda$ and an initial free parameters $\vec{a}_{0}$, the sequence of parameters $\vec{a}_{t}$ is expected to converge on the best solution in the limit $t \rightarrow \infty$. The generalization of (E.22) to the correlated case is written as

$$
\begin{equation*}
\vec{a}_{t+1}=\vec{a}_{t}+\lambda^{-1} \sum_{k, k^{\prime}=1}^{N_{s}} w_{k k^{\prime}}\left(y_{k}-f\left(\vec{a}_{t} ; x_{k}\right)\right) \vec{g}\left(\vec{a}_{t} ; x_{k^{\prime}}\right) \tag{E.22'}
\end{equation*}
$$

## E.3.2 Gauss-Newton method

In the Gauss-Newton method, we have an assumption that the initial free parameters $\vec{a}_{0}$ are sufficiently close to the best solution which minimizes $\chi^{2}$. The Taylor expansion of $f(\vec{a} ; x)$ at $\vec{a}_{t}$ is

$$
\begin{equation*}
f(\vec{a} ; x)=f\left(\vec{a}_{t} ; x\right)+\delta \vec{a} \cdot \vec{g}\left(\vec{a}_{t} ; x\right)+O\left(|\delta \vec{a}|^{2}\right) \tag{E.23}
\end{equation*}
$$

[^7]where $\vec{\delta} a=\vec{a}-\vec{a}_{t}$. Neglecting the higher orders $O\left(|\delta \vec{a}|^{2}\right)$, the problem can be treated similarly as the case of linear parameters, i.e. we employ the algorithm to update the free parameter,
\[

$$
\begin{equation*}
f\left(\vec{a}_{t+1} ; x\right)=f\left(\vec{a}_{t} ; x\right)+\delta \vec{a}_{t} \cdot \vec{g}\left(\vec{a}_{t} ; x\right), \quad \delta \vec{a}_{t}=\vec{a}_{t+1}-\vec{a}_{t} . \tag{E.24}
\end{equation*}
$$

\]

Following the same procedure as in the previous section for $\delta \vec{a}_{t}$, we obtain the recurrence relation

$$
\begin{equation*}
\vec{a}_{t+1}=\vec{a}_{t}+\hat{\alpha}_{t}^{-1} \vec{\beta}_{t} \tag{E.25}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{\alpha}_{t}=\sum_{k=1}^{N_{s}} w_{k} \vec{g}\left(\vec{a}_{t} ; x_{k}\right) \vec{g}\left(\vec{a}_{t} ; x_{k}\right)^{T}, \quad \vec{\beta}_{t}=\sum_{k=1}^{N_{s}} w_{k}\left(y_{k}-f\left(\vec{a}_{t} ; x_{k}\right)\right) \vec{g}\left(\vec{a}_{t} ; x_{k}\right), \tag{E.26}
\end{equation*}
$$

or

$$
\hat{\alpha}_{t}=\sum_{k, k^{\prime}=1}^{N_{s}} w_{k k^{\prime}} \vec{g}\left(\vec{a}_{t} ; x_{k}\right) \vec{g}\left(\vec{a}_{t} ; x_{k^{\prime}}\right)^{T}, \quad \vec{\beta}_{t}=\sum_{k, k^{\prime}=1}^{N_{s}} w_{k k^{\prime}}\left(y_{k}-f\left(\vec{a}_{t} ; x_{k}\right)\right) \vec{g}\left(\vec{a}_{t} ; x_{k^{\prime}}\right),
$$

in more general.

## E.3.3 Levenberg-Marquardt method

The steepest descent method and the Gauss-Newton method have some different characteristics. The essence of the former is to reduce $\chi^{2}$ in the leading order of $\delta \vec{a}_{t}$, while the latter requires $\chi^{2}$ not to change in the leading order of $\delta \vec{a}_{t}$, i.e.

- Steepest descent method: $\chi^{2}\left(\vec{a}_{t+1}\right)-\chi^{2}\left(\vec{a}_{t}\right)<0$ at $O\left(\left|\delta \vec{a}_{t}\right|\right)$.
- Gauss-Newton method: $\chi^{2}\left(\vec{a}_{t+1}\right)-\chi^{2}\left(\vec{a}_{t}\right)=O\left(\left|\delta \vec{a}_{t}\right|^{2}\right)$.

The former needs a lot of iterations to reach the stationary point of $\chi^{2}$ after $\vec{a}_{t}$ gets close to the best solution, though it is useful to search roughly the best solution to minimize $\chi^{2}$. On the other hand, the latter can rapidly converge the free parameter if the initial input parameter $\vec{a}_{0}$ is sufficiently close to the stationary point. This method also has a disadvantage that the stationary point found by this method is not necessarily the best solution because this method does not require $\chi^{2}$ to decrease. The possible candidates are maximum points, saddle points, and other types of stationary points as well as the minimizing point.

The Levenberg-Marquardt method is a hybrid version of these two methods. In this method, the steepest descent method is dominantly applied if the parameter $\vec{a}_{t}$ is away from the solution, while it is suppressed as the parameter approaches the solution and the Gauss-Newton method dominates the algorithm.

The Levenberg-Maquardt method unifies and modifies the recurrence relations (E.22) and (E.26) to

$$
\begin{array}{ll}
\vec{a}_{t+1}^{*}=\vec{a}_{t}+\hat{\alpha}_{t}^{\prime-1} \vec{\beta}_{t}, & \\
\vec{a}_{t+1}=a_{t+1}^{*} & \text { if } \chi^{2}\left(\vec{a}_{t+1}^{*}\right)<\chi^{2}\left(\vec{a}_{t}\right), \\
\vec{a}_{t+1}=a_{t} & \text { if } \chi^{2}\left(\vec{a}_{t+1}^{*}\right)>\chi^{2}\left(\vec{a}_{t}\right), \tag{E.29}
\end{array}
$$

where $\hat{\alpha}_{t}^{\prime}$ is defined by

$$
\begin{equation*}
\hat{\alpha}_{t}^{\prime}=\hat{\alpha}_{t}+\lambda_{t} \mathbb{1} . \tag{E.30}
\end{equation*}
$$

The parameter $\lambda_{t}$ is updated simultaneously with $\vec{a}_{t}$. The update (E.27) with an extremely large $\lambda_{t}$ is mostly based on the steepest descent method, while that with very small $\lambda_{t}$ is dominated by the Gauss-Newton method.

Algorithmically, the iteration stops if

$$
\begin{equation*}
0 \leq 1-\frac{\chi^{2}\left(\vec{a}_{t+1}\right)}{\chi^{2}\left(\vec{a}_{t}\right)}<\epsilon \tag{E.31}
\end{equation*}
$$

with a small input parameter $\epsilon$. If $\chi^{2}\left(\vec{a}_{t+1}\right)-\chi^{2}\left(\vec{a}_{t}\right)<0$ without satisfying the stopping condition, we would better switch the dominance of the algorithm from the steepest descent to the Gauss-Newton method in the next update process. Therefore, the algorithm is programed to decrease $\lambda_{t}$ in this case. If $\chi^{2}\left(a_{t+1}\right)-\chi^{2}\left(a_{t}\right)>0$, on the other hand, it means $\lambda_{t}$ was so small that the contribution of $O\left(\left|\delta \vec{a}_{t}\right|^{2}\right)$ is large and $\vec{a}_{t+1}^{*}$ is too much away from $\vec{a}_{t}$. Therefore we would better retry with larger $\lambda_{t}$. Consequently the rule to update $\lambda_{t}$ is given as

$$
\begin{equation*}
\lambda_{t+1}=\kappa^{2 \theta\left(\chi^{2}\left(\vec{a}_{t}\right)-\chi^{2}\left(\vec{a}_{t+1}^{*}\right)\right)-1} \lambda_{t}, \tag{E.32}
\end{equation*}
$$

with the step function $\theta$ and a power factor $\kappa(>1)$, which is tipically set to $\sim 10$. In some case, the upper and lower bound of $\lambda_{t}, \lambda_{\max }$ and $\lambda_{\min }$, are introduced to avoid other unexpected situations. These are typically set to $\lambda_{\max } \sim \lambda_{\min }^{-1} \sim 10^{7}$.

The summary of the algorithm is as follows.

1. Input the initial parameter $\vec{a}_{0}$ and $\lambda_{0}$, the stopping condition $\epsilon$, the power factor $\kappa$, and optionally the upper and lower bounds of $\lambda_{t}, \lambda_{\max }$ and $\lambda_{\min }$.
2. Calculate $\vec{a}_{t+1}^{*}$ using (E.27).
3. Evaluate $\chi^{2}\left(a_{t+1}^{*}\right)$. If the stopping condition (E.31) is satisfied, the iteration is finished and output $\vec{a}_{t+1}^{*}$ as the fit result. Otherwise, the iteration continues as follows.

- If $\chi^{2}\left(\vec{a}_{t+1}\right)<\chi^{2}\left(\vec{a}_{t}\right), \vec{a}_{t}$ and $\lambda_{t}$ are updated as

$$
\vec{a}_{t+1}=\vec{a}_{t+1}^{*}, \quad \lambda_{t+1}=\max \left\{\frac{\lambda_{t}}{\kappa}, \lambda_{\min }\right\} .
$$

- If $\chi^{2}\left(\vec{a}_{t+1}\right)<\chi^{2}\left(\vec{a}_{t}\right), \vec{a}_{t}$ and $\lambda_{t}$ are updated as

$$
\vec{a}_{t+1}=\vec{a}_{t}, \quad \lambda_{t+1}=\min \left\{\lambda_{t} \kappa, \lambda_{\max }\right\}
$$

4. Go back to 2 . and repeat the processes 2 . and 3 .

The error estimate is also more complicated than that for the case of linear parameters due to the non-vanishing $a$-dependence of $\hat{\alpha}$. The starting point of the error estimation is not changed from (E.10), whose differential term $\partial a_{j} / \partial y_{k}$ have to be calculated more generally. Around the optimal $a$, the LHS on the minimizing condition (E.9) can be expanded as

$$
\begin{equation*}
\frac{\partial \chi^{2}}{\partial a_{j}}=\sum_{j^{\prime}=1}^{m} \frac{\partial^{2} \chi^{2}}{\partial a_{j} \partial a_{j^{\prime}}} \delta a_{j^{\prime}}+\sum_{k=1}^{N_{s}}\left[\frac{\partial^{2} \chi^{2}}{\partial a_{j} \partial y_{k}} \delta y_{k}+\frac{\partial^{2} \chi^{2}}{\partial a_{j} \partial w_{k}} \delta w_{k}\right] . \tag{E.33}
\end{equation*}
$$

Here, $w_{k}$ is independent of $y_{k}$. The minimizing condition therefore yields

$$
\begin{equation*}
\frac{\delta a_{j}}{\delta y_{k}}=\frac{1}{2} \sum_{j^{\prime}=1}^{m}\left(D^{-1}\right)_{j j^{\prime}} \frac{\partial^{2} \chi^{2}}{\partial a_{j^{\prime}} \partial y_{k}}=-\sum_{j^{\prime}=1}^{m}\left(D^{-1}\right)_{j j^{\prime}} w_{k} g_{j^{\prime}}\left(x_{k}\right), \tag{E.34}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\delta a_{j}}{\delta y_{k}}=-\sum_{j^{\prime}=1}^{m}\left(D^{-1}\right)_{j j^{\prime}} \sum_{k^{\prime}=1}^{N_{s}} w_{k k^{\prime}} g_{j^{\prime}}\left(x_{k^{\prime}}\right) \tag{E.34'}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
D_{j j^{\prime}}=\frac{1}{2} \frac{\partial^{2} \chi^{2}}{\partial a_{j} \partial a_{j^{\prime}}}, \tag{E.35}
\end{equation*}
$$

and the second equality is derived from the minimizing condition (E.14). Inserting (E.34) into the relation for the error estimation, (E.10)-(E.12), we obtain

$$
\begin{equation*}
(\delta \bar{f})^{2}=\vec{g}^{T} \hat{D}^{-1} \hat{\alpha} \hat{D}^{-1} \vec{g}+2 \vec{g}^{T} \hat{D}^{-1} \sum_{k=1}^{N_{s}} \vec{g}\left(x_{k}\right) \bar{h}_{k}+\sum_{k=1}^{N_{s}} \frac{1}{w_{k}} \bar{h}_{k}^{2}, \tag{E.36}
\end{equation*}
$$

where $\hat{\alpha}$ is defined as $\left(\mathrm{E} .26^{(/)}\right)$with $a_{t}=a$, which is the fit result. This expression is realized even for the case of correlated data. The uncertainty of the fit parameter is therefore

$$
\begin{equation*}
\left(\delta a_{j}\right)^{2}=\left(\hat{D}^{-1} \hat{\alpha} \hat{D}^{-1}\right)_{j j} \tag{E.37}
\end{equation*}
$$

## E. 4 Generalization to global fit and example

The above cases we have discussed always have only one data set $\left\{\left(x_{k}, y_{k}, w_{k}\right) \mid k=1,2, \ldots, N\right\}$, in which the truth value of $y$ is expected to depends only on $x$. In these cases, the fit parameters can be determined uniquely. As a generalization of such cases, we can consider the case in which there are two or more data sets such that fit parameters and/or the form of the fit function depend on the data set. If we have several data sets which are theoretically related each other
such as the case in which there are several data set with different input quark masses, we would better perform $\chi^{2}$ fitting simultaneously.

There are $N_{0} \times N_{1} \times \cdots N_{n}$ data sets

$$
\begin{equation*}
\left\{\left(x_{k}^{\left(s_{0}, s_{1}, \cdots, s_{n}\right)}, y_{k}^{\left(s_{0}, s_{1}, \cdots, s_{n}\right)}, w_{k}^{\left(s_{0}, s_{1}, \cdots, s_{n}\right)}\right) \mid k=1,2, \cdots, N_{s}^{\left(s_{0}, s_{1}, \cdots, s_{n}\right)}, s_{i}=1,2, \cdots, N_{i}\right\} \tag{E.38}
\end{equation*}
$$

For example, each of $s_{i}$ stands for the index of the bare coupling $\beta$, smearing parameter, input mass, and so on. For simplicity, we denote ( $s_{0}, s_{1}, \cdots, s_{n}$ ) $=\vec{s}$,

$$
\begin{equation*}
\left\{\left(x_{k}^{(\vec{s})}, y_{k}^{(\vec{s})}, w_{k}^{(\vec{s})}\right) \mid k=1,2, \cdots, N_{s}^{(\vec{s})}, s_{i}=1,2, \cdots, N_{i}\right\} \tag{E.39}
\end{equation*}
$$

The corresponding fit functions are

$$
\begin{equation*}
f_{\vec{s}}\left(\vec{a}, \vec{b}^{s_{1}}, \vec{b}^{s_{2}}, \cdots, \vec{b}^{s_{n}} ; x\right)=f_{\vec{s}}\left(a_{1}, \cdots, a_{m_{0}},\left(b_{1}^{s_{i}}, \cdots, b_{m_{i}}^{s_{i}}\right)_{i=1}^{n} ; x\right), \tag{E.40}
\end{equation*}
$$

where $a$ is common for each data set and $b^{\left(s_{i}\right)}$ is individual with respect to the data label $s_{i}{ }^{3}$. Note that the fit parameters do not include the data label $s_{0}$ since the difference of data induced by the difference of $s_{0}$ is theoretically controlled using some input parameters.

The generalized $\chi^{2}$ is given by

$$
\begin{equation*}
\chi^{2}=\sum_{\vec{s}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})}\left(y_{k}^{(\vec{s})}-f_{\vec{s}}\left(x_{k}^{(\vec{s})}\right)\right)^{2} \tag{E.41}
\end{equation*}
$$

or

$$
\begin{equation*}
\chi^{2}=\sum_{\vec{s}, \vec{s}^{\prime}} \sum_{k=1}^{N_{s}^{(\vec{s})}} \sum_{k^{\prime}=1}^{N_{s}^{\left(s^{\prime}\right)}} w_{k k^{\prime}}^{\left(\overrightarrow{s,}, \vec{\prime}^{\prime}\right)}\left(y_{k}^{(\vec{s})}-f_{\vec{s}}\left(x_{k}^{(\vec{s})}\right)\right)\left(y_{k^{\prime}}^{\left(\overrightarrow{s^{\prime}}\right)}-f_{\vec{s}^{\prime}}\left(x_{k^{\prime}}^{\left(\vec{s}^{\prime}\right)}\right)\right), \tag{E.41'}
\end{equation*}
$$

in more general. The corresponding minimizing conditions and the error estimation are as follows.

$$
\begin{align*}
\frac{\partial \chi^{2}}{\partial a_{j}} & =0, \quad j=1,2, \cdots, m_{0}  \tag{E.42}\\
\frac{\partial \chi^{2}}{\partial b_{j}^{s_{i}}} & =0, \quad j=1,2, \cdots, m_{i}, i=1,2, \cdots, n,  \tag{E.43}\\
(\delta \bar{f})^{2} & =\sum_{\bar{s}} \sum_{k=1}^{N_{s}^{(s)}} \frac{1}{w_{k}^{(s)}}\left(\frac{\delta \bar{f}}{\delta y_{k}^{(\bar{s})}}\right)^{2} . \tag{E.44}
\end{align*}
$$

For the case of correlated data, the errors is estimated as

$$
(\delta \bar{f})^{2}=\sum_{\vec{s}, \bar{s}^{\prime}} \sum_{k=1}^{N_{s}^{(s)}} \sum_{k^{\prime}=1}^{N_{s}^{\left(s^{\prime}\right)}}\left(w^{-1}\right)_{k k^{\prime}}^{\left(\vec{s}, s^{\prime}\right)} \frac{\delta \bar{f}}{\delta y_{k}^{(\bar{s})} \frac{\delta \bar{f}}{\delta y_{k^{\prime}}^{\left(\xi^{\prime}\right)}},, ~ ;, ~}
$$

[^8]Here, we defined

$$
\begin{equation*}
\frac{\delta \bar{f}}{\delta y_{k}^{(\bar{s})}}=\sum_{j=1}^{m_{0}} \frac{\delta a_{j}}{\delta y_{k}^{(\bar{s})}} \bar{g}_{0, j}+\sum_{i=1}^{n} \sum_{s_{i}=1}^{N_{i}} \sum_{j=1}^{m_{i}} \frac{\delta b_{j}^{s_{i}}}{\delta y_{k}^{(\bar{s})}} \bar{g}_{i, j}^{\left(s_{i}\right)}+\bar{h}_{k}^{(\vec{s})} \tag{E.45}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{g}_{0, j}(a, b, y)=\frac{\partial \bar{f}}{\partial a_{j}}, \quad \bar{g}_{i, j}^{\left(s_{i}\right)}(a, b, y)=\frac{\partial \bar{f}}{\partial b_{j}^{\left(s_{i}\right)}}, \bar{h}_{k}^{(\vec{s})}(a, b, y)=\frac{\partial \bar{f}}{\partial y_{k}^{(\bar{s})}} . \tag{E.46}
\end{equation*}
$$

In the rest of this section, we discuss some examples used in this work.

## E.4.1 $n=0$ with linear parameters

At first, we consider the most trivial case with $n=0$ and linear parameters. In this case, only the common parameters $\vec{a}$ exist. This fit is applied to the extrapolation of the $V+A$ and $V-A$ correlators in Section 5.1. In this case, the fit function and $\chi^{2}$ are written as

$$
\begin{align*}
& f_{s}(x)=\sum_{j=1}^{m} a_{j} g_{j}^{(s)}(x)  \tag{E.47}\\
& \chi^{2}=\sum_{s=1}^{N} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(s)}\left(y_{k}^{(s)}-f_{s}\left(x_{k}^{(s)}\right)\right)^{2} . \tag{E.48}
\end{align*}
$$

Here, the subscript 0 on $s, m, \vec{g}$, and $N$ is omitted. The minimizing condition (E.42) yields the same result as in non-simultaneous cases, $\vec{a}=\hat{\alpha}^{-1} \vec{\beta}$ and $(\delta \bar{f})^{2}=\vec{g}^{T} \hat{\alpha}^{-1} \vec{g}+\ldots$, with minor modifications

$$
\begin{equation*}
\hat{\alpha}=\sum_{s=1}^{N} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(s)} \vec{g}^{(s)}\left(x_{k}^{(s)}\right) \vec{g}^{(s)}\left(x_{k}^{(s)}\right)^{T}, \quad \vec{\beta}=\sum_{s=1}^{N} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(s)}\left(y_{k}^{(s)}-f_{s}\left(x_{k}^{(s)}\right)\right) \vec{g}^{(s)}\left(x_{k}^{(s)}\right) . \tag{E.49}
\end{equation*}
$$

## E.4.2 $n=1$ and $m_{0}=0$ with non-linear parameters and correlated data

Next, we discuss the case of $n=1$ and $m_{0}=0$, in which there is no common parameter $\vec{a}$ but the fit is done to minimize $\chi^{2}$ simultaneously for all fit parameters ${ }^{4} \vec{b}^{s}, s=1,2, \cdots, N$. This case is trivially treated in the same manner as in non-simultaneous cases as long as the correlation among data of different $s_{1}$ is absent. However, we perform in Section 5.1 the global fit for the ALEPH data including such a correlation between the vector and axial-vector channels. Since the resonance based model to take account of the duality violation needs a non-linear fit for the ALEPH data, we consider some non-linear parameters.

[^9]Reflecting the policy on the non-linear fit explained in the previous section, the modification is done just as a replacement of (E.26') with

$$
\begin{align*}
\hat{\alpha}_{t}^{\left(s, s^{\prime}\right)} & \left.=\sum_{k=1}^{N_{s}^{(s)}} \sum_{k^{\prime}=1}^{N_{s}^{\left(s^{\prime}\right)}} w_{k k^{\prime}}^{\left(s, s^{\prime}\right.}\right)_{g}^{(s)}\left(\vec{b}_{t}^{s} ; x_{k}^{(s)}\right) \vec{g}^{\left(s^{\prime}\right)}\left(\vec{b}_{t}^{s^{\prime}} ; x_{k^{\prime}}^{\left(s^{\prime}\right)}\right)^{T}, \\
\vec{\beta}_{t}^{(s)} & =\sum_{s^{\prime}=1}^{N} \sum_{k=1}^{N_{s}^{(s)}} \sum_{k^{\prime}=1}^{N_{s}^{\left(s^{\prime}\right)}} w_{k k^{\prime}}^{\left(s, s^{\prime}\right)}\left(y_{k}^{(s)}-f_{s}\left(\vec{b}_{t}^{s} ; x_{k}^{(s)}\right)\right) \vec{g}^{\left(s^{\prime}\right)}\left(\vec{b}_{t}^{s^{\prime}} ; x_{k^{\prime}}^{\left(s^{\prime}\right)}\right), \tag{E.50}
\end{align*}
$$

where

$$
\begin{equation*}
g_{j}^{(s)}\left(\vec{b}^{s} ; x\right)=\frac{\partial f_{s}\left(\vec{b}^{s} ; x\right)}{\partial b_{j}^{s}} . \tag{E.51}
\end{equation*}
$$

Here $\hat{\alpha}$ and $\vec{\beta}$ with the superscripts $\left(s, s^{\prime}\right)$ and $(s)$ stand for a part of the enhanced matrix and vector, i.e. the size of $\hat{\alpha}$ and $\vec{\beta}$ is $N m$. The recurrence relation (E.27) is modified to

$$
\begin{equation*}
\vec{b}_{t+1}^{*, s}=\vec{b}_{t}^{s}+\left(\hat{\alpha}^{\prime-1}\right)^{\left(s, s^{\prime}\right)} \vec{\beta}_{t}^{\left(s^{\prime}\right)} . \tag{E.52}
\end{equation*}
$$

The error is estimated as follows. The $b_{j}^{s}$-differential $\partial \chi^{2} / \partial b_{j}^{s}=-2 \vec{\beta}_{t \rightarrow \infty}^{(s)}$ is written as,

$$
\begin{equation*}
\frac{\partial \chi^{2}}{\partial b_{j}^{s}}=\sum_{s^{\prime}=1}^{N}\left[\sum_{j^{\prime}=1}^{m} \frac{\partial^{2} \chi^{2}}{\partial b_{j}^{s} \partial b_{j^{\prime}}^{s^{\prime}}} \delta b_{j^{\prime}}^{s^{\prime}}+\sum_{k=1}^{N_{s}^{\left(s^{\prime}\right)}} \frac{\partial^{2} \chi^{2}}{\partial b_{j}^{s} \partial y_{k}^{\left(s^{\prime}\right)}} \delta y_{k}^{\left(s^{\prime}\right)}+\cdots\right] \tag{E.53}
\end{equation*}
$$

with $m=m_{1}$. This differential is also written in another form,

$$
\begin{equation*}
\frac{\partial \chi^{2}}{\partial b_{j}^{s}}=-2 \sum_{s^{\prime}=1}^{N} \sum_{k=1}^{N_{s}^{(s)}} \sum_{k^{\prime}=1}^{N_{s}^{(s)}} w_{k k^{\prime}}^{\left(s, s^{\prime}\right)} g_{j}^{(s)}\left(x_{k}^{(s)}\right)\left(y_{k^{\prime}}^{\left(s^{\prime}\right)}-f_{s^{\prime}}\left(x_{k^{\prime}}^{\left(s^{\prime}\right)}\right)\right) . \tag{E.54}
\end{equation*}
$$

Therefore the minimizing condition yields

$$
\begin{align*}
\frac{\delta b_{j}^{s}}{\delta y_{k}^{s^{\prime}}} & =\frac{1}{2} \sum_{s^{\prime \prime}=1}^{N} \sum_{j^{\prime}}^{m}\left(D^{-1}\right)_{j j^{\prime}}^{\left(s, s^{\prime \prime}\right)} \frac{\partial^{2} \chi^{2}}{\partial b_{j^{\prime}}^{s^{\prime}} \partial y_{k}^{\left(s^{\prime}\right)}} \\
& =-\sum_{s^{\prime \prime}=1}^{N} \sum_{j^{\prime}}^{m}\left(D^{-1}\right)_{j j^{\prime}}^{\left(s, s^{\prime \prime}\right)} \sum_{k^{\prime}=1}^{\left.N_{s}^{\left(s^{\prime \prime}\right)}\right)} w_{k k^{\prime}}^{\left(s^{\prime} s^{\prime \prime}\right)} g_{j^{\prime}}^{\left(s^{\prime \prime}\right)}\left(\vec{b}^{s^{\prime \prime}} ; x_{k^{\prime}}^{\left(s^{\prime \prime}\right)}\right), \tag{E.55}
\end{align*}
$$

where

$$
\begin{equation*}
D_{j j^{\prime}}^{\left(s, s^{\prime}\right)}=\frac{1}{2} \frac{\partial^{2} \chi^{2}}{\partial b_{j}^{s} \partial b_{j^{\prime}}^{s^{\prime}}}=\alpha_{j j^{\prime}}^{\left(s, s^{\prime}\right)}-\delta_{s s^{\prime}} \sum_{k, k^{\prime}=1}^{N_{s}^{(s)}} w_{k k^{\prime}}^{(s, s)} \frac{\partial^{2} f_{s}\left(x_{k}^{(s)}\right)}{\partial b_{j}^{s} \partial b_{j^{\prime}}^{s}}\left(y_{k^{\prime}}^{(s)}-f_{s}\left(s_{k^{\prime}}^{(s)}\right)\right) . \tag{E.56}
\end{equation*}
$$

The uncertainty of an arbitrary function $\bar{f}(b, y)$ is

$$
\begin{align*}
(\delta \bar{f})^{2} & =\sum_{s, s^{\prime}=1}^{N} \sum_{k=1}^{N_{s}^{(s)}} \sum_{k^{\prime}=1}^{N_{s}^{\left(s^{\prime}\right)}}\left(w^{-1}\right)_{k k^{\prime}}^{\left(s, s^{\prime}\right)} \frac{\delta \bar{f}}{\delta y_{k}^{(s)}} \frac{\delta \bar{f}}{\delta y_{k^{\prime}}^{\left(s^{\prime}\right)}} \\
& =\sum_{s, s^{\prime}, s^{\prime \prime}, s^{\prime \prime \prime}=1}^{N} \vec{g}^{(s), T}\left(\hat{D}^{-1}\right)^{\left(s, s^{\prime}\right)} \hat{\alpha}^{\left(s^{\prime}, s^{\prime \prime}\right)}\left(\hat{D}^{-1}\right)^{\left(s^{\prime \prime}, s^{\prime \prime \prime}\right)} \overrightarrow{\bar{g}}^{\left(s^{\prime \prime \prime}\right)} \\
& -2 \sum_{s, s^{\prime}=1}^{N} \vec{g}^{(s), T}\left(\hat{D}^{-1}\right)^{\left(s, s^{\prime}\right)} \sum_{k=1}^{N_{s}^{\left(s^{\prime}\right)}} \bar{g}^{\left(s^{\prime}\right)}\left(x_{k}^{\left(s^{\prime}\right)}\right) \bar{h}_{k}^{\left(s^{\prime}\right)} \\
& +\sum_{s, s^{\prime}=1}^{N} \sum_{k=1}^{N_{s}^{(s)}} \sum_{k^{\prime}=1}^{N_{s}^{\left(s^{\prime}\right)}} \bar{h}_{k}^{(s)}\left(w^{-1}\right)_{k k^{\prime}}^{\left(s, s^{\prime}\right)} \bar{h}_{k^{\prime}}^{\left(s^{\prime}\right)} \tag{E.57}
\end{align*}
$$

and therefore

$$
\begin{equation*}
\left(\delta b_{j}^{s}\right)^{2}=\left[\sum_{s^{\prime}, s^{\prime \prime}, s^{\prime \prime \prime}=1}^{N}\left(\hat{D}^{-1}\right)^{\left(s, s^{\prime}\right)} \hat{\alpha}^{\left(s^{\prime}, s^{\prime \prime}\right)}\left(\hat{D}^{-1}\right)^{\left(s^{\prime \prime}, s\right)}\right]_{j j} \tag{E.58}
\end{equation*}
$$

## E.4.3 $n=2$ with linear parameters

Lastly, let us consider the case of linear parameters with $n=2$, which is applied in Chapter 4. Here, we do not consider the correlation between data. The fit function is written as

$$
\begin{equation*}
f_{\vec{s}}(x)=\sum_{j=1}^{m_{0}} a_{j} g_{0, j}^{(\vec{s})}(x)+\sum_{j=1}^{m_{1}} b_{j}^{s_{1}} g_{1, j}^{(\vec{s})}(x)+\sum_{j=1}^{m_{2}} b_{j}^{s_{2}} g_{2, j}^{(\vec{s})}(x) . \tag{E.59}
\end{equation*}
$$

The first minimizing condition (E.42) is calculated as

$$
\begin{align*}
& \sum_{j^{\prime}=1}^{m_{0}}\left[\sum_{\vec{s}} \sum_{k=1}^{N_{s}^{(\vec{s})}} w_{k}^{(\vec{s})} g_{0, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right) g_{0, j^{\prime}}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right)\right] a_{j^{\prime}} \\
+ & \sum_{s_{1}=1}^{N_{1}} \sum_{j^{\prime}=1}^{m_{0}}\left[\sum_{s_{0}=1}^{N_{0}} \sum_{s_{2}=1}^{N_{2}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})} g_{0, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right) g_{1, j^{\prime}}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right)\right] b_{j^{\prime}}^{s_{1}} \\
+ & \sum_{s_{2}=1}^{N_{2}} \sum_{j^{\prime}=1}^{m_{0}}\left[\sum_{s_{0}=1}^{N_{0}} \sum_{s_{1}=1}^{N_{1}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})} g_{0, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right) g_{2, j^{\prime}}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right)\right] b_{j^{\prime}}^{s_{2}}=\sum_{\vec{s}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})} y_{k}^{(\vec{s})} g_{0, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right) . \tag{E.60}
\end{align*}
$$

The second condition (E.43) is

$$
\begin{aligned}
& \sum_{j^{\prime}=1}^{m_{0}}\left[\sum_{s_{0}=1}^{N_{0}} \sum_{s_{i}=1}^{N_{\bar{i}}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})} g_{i, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right) g_{0, j^{\prime}}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right)\right] a_{j^{\prime}} \\
+ & \sum_{j^{\prime}=1}^{m_{i}}\left[\sum_{s_{0}=1}^{N_{0}} \sum_{s_{i}=1}^{N_{\overline{\bar{z}}}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})} g_{i, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right) g_{i, j^{\prime}}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right)\right] b_{i, j^{\prime}}^{s_{i}}
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{s_{i}=1}^{N_{\bar{i}}} \sum_{j^{\prime}=1}^{m_{\bar{i}}}\left[\sum_{s_{0}=1}^{N_{0}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})} g_{i, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right) g_{\bar{i}, j^{\prime}}^{(\bar{s})}\left(x_{k}^{(\bar{s})}\right)\right] b_{\bar{i}, j^{\prime}}^{s_{\bar{i}}} \\
& =\sum_{s_{i}=1}^{N_{\bar{i}}} \sum_{s_{0}=1}^{N_{0}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\bar{s})} y_{k}^{(\bar{s})} g_{i, j}^{(\bar{s})}\left(x_{k}^{(\bar{s})}\right) \quad \text { for }(i, \bar{i})=(1,2),(2,1) . \tag{E.61}
\end{align*}
$$

Using the matrix notation, these conditions are simply written as

$$
\begin{align*}
& \left.\hat{\xi}_{00}^{(\bullet, \bullet}\right) \vec{a}+\sum_{s_{1}}^{N_{1}} \hat{\xi}_{01}^{\left(s_{1}, \bullet\right)} \vec{b}_{1}^{s_{1}}+\sum_{s_{2}}^{N_{2}} \hat{\xi}_{02}^{\left(\bullet, s_{2}\right)} \vec{b}_{2}^{s_{2}}=\vec{\zeta}_{0}^{(\bullet \bullet \bullet},  \tag{E.62}\\
& \hat{\xi}_{10}^{\left(s_{1}, \bullet\right)} \vec{a}+\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)} \vec{b}_{1}^{s_{1}}+\sum_{s_{2}=1}^{N_{2}} \hat{\xi}_{12}^{\left(s_{1}, s_{2}\right)} \vec{b}_{2}^{s_{2}}=\vec{\zeta}_{1}^{\left(s_{1}, \bullet\right)} \text { for } s_{1}=1,2, \cdots, N_{1},  \tag{E.63}\\
& \hat{\xi}_{20}^{\left(\bullet, s_{2}\right)} \vec{a}+\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, s_{2}\right)} \vec{b}_{1}^{s_{1}}+\hat{\xi}_{22}^{\left(\bullet_{2}, s_{2}\right)} \vec{b}_{2}^{s_{2}}=\vec{\zeta}_{2}^{\left(\bullet, s_{2}\right)} \quad \text { for } s_{2}=1,2, \cdots, N_{2}, \tag{E.64}
\end{align*}
$$

where

$$
\begin{align*}
& \left(\hat{\xi}_{i i^{\prime}}^{\left(s_{1}, s_{2}\right)}\right)_{j j^{\prime}}=\sum_{s_{0}=1}^{N_{0}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})} g_{i, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right) g_{i^{\prime}, j^{\prime}}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right),  \tag{E.65}\\
& \left(\vec{\zeta}_{i}^{\left(s_{1}, s_{2}\right)}\right)_{j}=\sum_{s_{0}=1}^{N_{0}} \sum_{k=1}^{N_{s}^{(s)}} w_{k}^{(\vec{s})} y_{k}^{(\vec{s})} g_{i, j}^{(\vec{s})}\left(x_{k}^{(\vec{s})}\right), \tag{E.66}
\end{align*}
$$

and the bullets $\bullet$ mean the sum of corresponding label $s_{1}$ or $s_{2}$.
The solution of the linear equation (E.62)-(E.64) is the fit result. In the following, we provide a way to solve this equation, which is applied to the analyses of the renormalization factors.

Inserting a slight modification of (E.63),

$$
\begin{equation*}
\vec{b}_{1}^{s_{1}}=\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1}\left[\vec{\zeta}_{1}^{\left(s_{1}, \bullet\right)}-\hat{\xi}_{10}^{\left(s_{1}, \bullet\right)} \vec{a}-\sum_{s_{2}}^{N_{2}} \hat{\xi}_{12}^{\left(s_{1}, s_{2}\right)} \vec{b}_{2}^{s_{2}}\right], \tag{E.67}
\end{equation*}
$$

into (E.64), we obtain

$$
\begin{align*}
& \sum_{s_{2}^{\prime}=1}^{N_{2}}\left[\hat{\xi}_{22}^{\left(\bullet, s_{2}\right)} \delta^{s_{2} s_{2}^{\prime}}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, s_{2}\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \xi_{12}^{\left(s_{1}, s_{2}^{\prime}\right)}\right] \vec{b}_{2}^{s_{2}^{\prime}} \\
= & \vec{\zeta}_{2}^{\left(\bullet, s_{2}\right)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, s_{2}\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \vec{\zeta}_{1}^{\left(s_{1}, \bullet\right)}-\left[\hat{\xi}_{20}^{\left(\bullet, s_{2}\right)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, s_{2}\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{10}^{\left(s_{1}, \bullet\right)}\right] \vec{a} . \tag{E.68}
\end{align*}
$$

Next, we enhance the matrix notation involving $s_{2}$-space using the symbol ' $\times$ ' such as $\vec{b}_{2}^{(\times)}=$ $\left(\vec{b}_{2}^{1}, \vec{b}_{2}^{2}, \cdots, \vec{b}_{2}^{N_{2}}\right)^{T}$. We denote (E.68) as

$$
\begin{aligned}
& {\left[\hat{\xi}_{22}^{(\bullet)} \times\right) } \\
\mathbb{1}^{(\times)} & \left.-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, \times\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \xi_{12}^{\left(s_{1}, \times\right)}\right] \vec{b}_{2}^{(\times)} \\
= & \vec{\zeta}_{2}^{\bullet \bullet \times)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, \times\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \vec{\zeta}_{1}^{\left(s_{1}, \bullet\right)}-\left[\hat{\xi}_{20}^{(\bullet, \times)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, \times\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{10}^{\left(s_{1}, \bullet\right)}\right] \vec{a} .
\end{aligned}
$$

Consequently,

$$
\begin{align*}
\vec{b}_{2}^{(\times)}= & {\left[\hat{\xi}_{22}^{(\bullet, \times)} \mathbb{1}^{(\times)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, \times\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \xi_{12}^{\left(s_{1}, \times\right)}\right]^{-1} } \\
& \cdot\left\{\vec{\zeta}_{2}^{(\bullet, \times)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, \times\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \vec{\zeta}_{1}^{\left(s_{1}, \bullet\right)}-\left[\hat{\xi}_{20}^{(\bullet, \times)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, \times\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{10}^{\left(s_{1}, \bullet\right)}\right] \vec{a}\right\} . \tag{E.69}
\end{align*}
$$

Inserting (E.67) and (E.69) into (E.62), we obtain the trivial equation of $\vec{a}$,

$$
\begin{align*}
& \left\{\hat{\xi}_{00}^{(\bullet \bullet}\right)-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{01}^{\left(s_{1}, \bullet\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{10}^{\left(s_{1}, \bullet\right)} \\
& -\sum_{s_{2}, s_{2}^{\prime}=1}^{N_{2}}\left[\hat{\xi}_{02}^{\left(, \boldsymbol{,}, s_{2}\right)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{01}^{\left(s_{1}, \bullet\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{12}^{\left(s_{1}, s_{2}\right)}\right] \\
& {\left[\hat{\xi}_{22}^{(\bullet, x)} \mathbb{1}^{(\times)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, \times\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{12}^{\left(s_{1}, \times\right)}\right]^{-1\left(s_{2}, s_{2}^{\prime}\right)}} \\
& \left.\left[\hat{\xi}_{20}^{\left(\bullet, s_{2}^{\prime}\right)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, s_{2}^{\prime}\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{10}^{\left(s_{1}, \bullet\right)}\right]\right\} \vec{a} \\
& =\vec{\zeta}_{0}^{(\bullet \bullet \bullet}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{01}^{\left(s_{1}, \bullet\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \vec{\zeta}_{1}^{\left(s_{1}, \bullet\right)} \\
& -\sum_{s_{2}, s_{2}^{\prime}=1}^{N_{2}}\left[\hat{\xi}_{02}^{\left(, s_{2}\right)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{01}^{\left(s_{1}, \bullet\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{12}^{\left(s_{1}, s_{2}\right)}\right] \\
& \cdot\left[\hat{\xi}_{22}^{(\bullet, \times)} \mathbb{1}^{(\times)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, \times\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \hat{\xi}_{12}^{\left(s_{1}, x\right)}\right]^{-1\left(s_{2}, s_{2}^{\prime}\right)} \\
& \cdot\left[\vec{\zeta}_{2}^{\left(\bullet, s_{2}^{\prime}\right)}-\sum_{s_{1}=1}^{N_{1}} \hat{\xi}_{21}^{\left(s_{1}, s_{2}^{\prime}\right)}\left(\hat{\xi}_{11}^{\left(s_{1}, \bullet\right)}\right)^{-1} \vec{\zeta}_{1}^{\left(s_{1}, \bullet\right)}\right], \tag{E.70}
\end{align*}
$$

where the unknown parameters $\vec{b}_{i}^{s_{i}}$ are absent. Since the matrix $\{\cdots\}$ on the LHS is calculable, we can obtain the solution $\vec{a}$. Inserting this solution into (E.69), the solution $\vec{b}_{2}^{s_{2}}$ is obtained. Lastly, $\vec{b}_{1}^{s_{1}}$ is obtained using these solutions and (E.67). The statistical uncertainty is estimated
by the bootstrap analysis [109].

## Appendix F

## Supplementary figures



Figure F.1: Same as Fig. 3.3 but for the scalar (left) and axial-vector (right) channels.


Figure F.2: Left: same as Fig. 4.1 but for the scalar (open points) and pseudoscalar (filled points) channels. Right: result of naïve average of the scalar and pseudoscalar correlators. Bottom: result of (4.9)


Figure F.3: Same as Fig. 4.3 but the results at $\left(\beta, a m_{q}, a m_{s}\right)=$ (4.17, 0.0035, 0.0400) (top/left),
$(4.17,0.0070,0.0400)$ and $(4.35,0.0042,0.0250)$ (top/right),
(4.17, 0.0120, 0.0300) and $(4.35,0.0080,0.0180)$ (middle/left),
$(4.17,0.0120,0.0400)$ and $(4.35,0.0080,0.0250)$ (middle/right),
$(4.17,0.0190,0.0300)$ and $(4.35,0.0120,0.0180)$ (bottom/left),
(4.17, 0.0190, 0.0400) and (4.35, 0.0120, 0.0250) (bottom/right).


Figure F.4: Same as Fig. 4.4 but the results at the ensembles whose ( $\beta, a m_{q}, a m_{s}$ )
are
top/left: (4.17, 0.0035, 0.0400),
top/right: (4.17, 0.0070, 0.0400) and (4.35, 0.0042, 0.0250), middle/left: $(4.17,0.0120,0.0300)$ and ( $4.35,0.0080,0.0180$ ), middle/right: $(4.17,0.0120,0.0400)$ and (4.35, 0.0080, 0.0250), bottom/left: $(4.17,0.0190,0.0300)$ and $(4.35,0.0120,0.0180)$, bottom/right: $(4.17,0.0190,0.0400)$ and $(4.35,0.0120,0.0250)$.


Figure F.5: Same as Fig. 5.1 but the results at the ensembles whose ( $\beta, a m_{q}, a m_{s}$ ) are
top/left: $(4.17,0.0070,0.0300),(4.17,0.0120,0.0300),(4.17,0.0190,0.0300)$, top/right: $\quad(4.17,0.0035,0.0400), \quad(4.17,0.0070,0.0400), \quad(4.17,0.0120,0.0400)$, (4.17, 0.0190, 0.0400),
middle/left: $(4.35,0.0042,0.0180),(4.35,0.0080,0.0180),(4.35,0.0120,0.0180)$,
middle/right: $(4.35,0.0042,0.0250),(4.35,0.0080,0.0250),(4.35,0.0120,0.0250)$,
bottom/left: (4.47, 0.0030, 0.0150).


Figure F.6: Same as Fig. 5.5 but the results at the ensembles whose $\left(\beta, a m_{q}, a m_{s}\right)$ are
top/left: $(4.17,0.0070,0.0300),(4.17,0.0120,0.0300),(4.17,0.0190,0.0300)$, top/right: $\quad(4.17,0.0035,0.0400), \quad(4.17,0.0070,0.0400), \quad(4.17,0.0120,0.0400)$, (4.17, 0.0190, 0.0400),
middle/left: $(4.35,0.0042,0.0180),(4.35,0.0080,0.0180),(4.35,0.0120,0.0180)$, middle/right: $(4.35,0.0042,0.0250),(4.35,0.0080,0.0250),(4.35,0.0120,0.0250)$, bottom/left: (4.47, 0.0030, 0.0150).


Figure F.7: Same as Fig. 5.7 but the results at the ensembles whose ( $\beta, a m_{q}, a m_{s}$ ) are
top/left: $(4.17,0.0070,0.0300),(4.17,0.0120,0.0300),(4.17,0.0190,0.0300)$, top/right: $\quad(4.17,0.0035,0.0400), \quad(4.17,0.0070,0.0400), \quad(4.17,0.0120,0.0400)$, (4.17, 0.0190, 0.0400),
middle/left: $(4.35,0.0042,0.0180),(4.35,0.0080,0.0180),(4.35,0.0120,0.0180)$, middle/right: $(4.35,0.0042,0.0250),(4.35,0.0080,0.0250),(4.35,0.0120,0.0250)$, bottom/left: (4.47, 0.0030, 0.0150).
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[^0]:    ${ }^{1}$ To be more precise, the BLM scale (2.7) eliminates the $n_{f}$-dependence on the perturbative coefficient at twoloop. In fact, the coefficients at three- and four-loop levels in (2.10) depend on $n_{f}$. Although generalization of the BLM scale setting to any finite order expansions are investigated [48-50], we do not apply it because we vary the scale $\mu_{x}^{*}$ for the error estimation as discussed below.

[^1]:    ${ }^{2}$ The negative sign of the argument $-q^{2}$ is conventional for Euclidean momenta.

[^2]:    ${ }^{3}$ Indeed, massless correlators in perturbation theory can be simply decomposed as shown in [38]. Considering mass corrections or OPE as discussed in Section 2.4, the projection operators change with the dimension of operators.

[^3]:    ${ }^{4}$ More precisely, $x_{0}$ depends also on the corresponding operators, i.e. we need to distinguish $x_{0}$ 's in (2.39a)$(2.39 \mathrm{~d})$ such as $x_{0}^{\mathcal{O}}$ with the corresponding operator $\mathcal{O}$. Since this distinction is not important in this work, we do not distinguish them for simplicity.

[^4]:    ${ }^{1}$ Here, we indicate lattice points in lattice unit for simplicity.

[^5]:    ${ }^{1}$ More precisely, the substitution of variables from Minkowski to Euclidean changes metric $g_{\mu \nu}$ into $-\delta_{\mu \nu}$. However we assume the metric in Euclidean formulation is $\delta_{\mu \nu}$. This inconsistency leads to the difference between substitution rules for the gamma matrices and for $x$ and $p$.

[^6]:    ${ }^{1}$ We here do not consider the case with the error of $x_{k}$.

[^7]:    ${ }^{2}$ In (E.22), we denote inverse to $\lambda$ in order to generalize straightforwardly the steepest descent method to the Levenberg-Marquardt method.

[^8]:    ${ }^{3}$ In more general, number $m_{i}$ of $b^{\left(s_{i}\right)}$ could depend on $s_{i}$. We do not consider such cases here.

[^9]:    ${ }^{4}$ The subscript 1 on $s$ is omitted and that on $m, \vec{g}$ and $N$ will be omitted in this subsection.

