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Depth-based action recognition has been attracting the attention of researchers
because of the advantages of depth cameras over standard RGB cameras. One of these
advantages 1s that depth data can provide richer information from multiple
projections. In particular, multiple projections can be used to extract discriminative
motion patterns that would not be discernible from one fixed projection. However,
high computational costs have meant that recent studies have exploited only a small
number of projections, such as front, side and top. Thus, a large number of
projections, which may be useful for discriminating actions, are discarded. In this
thesis, we aim to enhance human action recognition by exploiting a pool of multiple
projections. We propose solutions for three distinct scenarios, i.e., recognizing actions

from similar, different and arbitrary view angles.

In the first scenario, some different actions can look similar in the same view. To
address this challenge, the key idea is that such actions can be distinguished from
another views. We propose to use a large number of projections to expand much
meaningful information. These projections are performed via different viewpoints
sampled on a geodesic dome to project 3D data onto multiple 2D-planes. Then we
train and test action classifiers independently for each projection. To reduce the
computational cost, we propose a greedy method to select a small yet robust
combination of projections. The idea is that best complementary projections will be
considered first for searching the optimal combination. This method provides us a

reasonable choice which is more effective than using heuristic projections.

In the second scenario, we handle a challenging task due to viewpoint variation
which is known as the cross-view action recognition. In this case, some same actions
can look different from different views. To handle this challenging issue, existing
research generally deals with this problem by transferring knowledge. The knowledge
transfer is based on finding a viewpoint independent latent space in which action
descriptors from different viewpoints are directly comparable. However, the approach
required actions which share the target view information. In this thesis, we deal with
this challenge in another direction. We select views in which trained classifiers are
robust to viewpoint variations. To do that, we propose a discrimination-based
selection method. The key idea is that classifiers trained on each viewpoint are
evaluated on samples from all possible views. We select viewpoints in which the
classifiers achieve the highest performance. This method is more flexible and widely

applicable to a lot of scenarios of different viewpoints.
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Finally, we argue that a robust action recognition system should be effective to the
scenarios of arbitrary views, i.e., the views are either same or different. In this case,
how to guarantee the final performance of action recognition system. To do that, we
propose a hybrid fusion method in which all the benefits herein aforementioned are
embedded. In our developed framework, we simply combine both previous methods.
For each method, we obtain corresponding classification scores to predict action
labels. However, for the first method, we have no information related to a
corresponding combination of viewpoints from target data. This issue can compromise
the final performance when target viewpoints are different from source viewpoints.
Therefore, we propose a correlation-based selection method to collect possible
combinations of viewpoints. Then, each test sample can be described by various
representations corresponding to the selected combinations. And, we obtain
classification scores corresponding to the representations from the trained classifiers.

Finally, we decide the action category by fusing two sets of classification scores.

We verify the effectiveness of our approaches on the benchmark datasets, MSR Action
3D, MSR Gesture 3D, 3D Action Pairs and Northwestern-UCLA Multiview Action 3D.
Our approaches can not only recognize actions from seen viewpoints, but also can
apply for cross-view action recognition. Compared to other state-of-the-art

approaches, our solutions achieve outstanding results.
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