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Summary of thesis contents

The recent years have witnessed the fastest period of the development of digital
information. Individuals and organizations are publishing data at the highest acceleration.
Accompanying with the immense amount of data are many challenges. Among them,
instance matching, which identifies different instances of the same entity (aka. coreferences)
in various data sources, has been considered as a critical problem. The reason is that the
independently created instances are usually incomplete, because of the inconsistency nature
of data publication (e.g., purpose, tool, user, and scale). Instance matching helps not only to
collect the multiple aspects of entities but also to improve the consistency and
non-redundancy of the data.

The dissertation summarizes our contributions to several issues of instance matching.
First, we focus on scalability, which is very important for deploying large matching tasks.
We develop a time and memory efficient framework named ScSLINT. ScSLINT is a
specification-based framework. It generates coreferences on the basis of given instructions,
such as matching properties, similarity metrics, and filtering strategy. SCSLINT promotes
the matching task to at least 10 times faster compared to state-of-the-art frameworks.
ScSLINT is also the unique framework successfully tested on quadrillion scale dataset using
a memory-limited machine. Then, based on the architecture of ScCSLINT, further systems and
algorithms have been introduced.

We propose systems and algorithms for two scenarios of instance matching: supervised
and non-supervised. These scenarios are different in the presence of training data. For
supervised matching, we propose a specification-based system and a feature to enhance
classification-based systems.

For non-supervised instance matching, we propose ASL. ASL is a schema-independent
instance matching system for linked data. Because of the inconsistency in the schemas of
different repositories, it is important to develop a general system that can work on any
repository with any schema. ASL finds the equivalent properties and constructs the matching
specification automatically. Experiments on 246 datasets with different schemas and
domains show that ASL obtains high accuracy and significantly improves the quality of
discovered coreferences against the previous systems.

For supervised instance matching, we propose ScLink system and R2M ranking feature.
ScLink is a system for the specification-based matching. The most important part of a
specification-based system is the construction of the specification. Existing specification
learning algorithms are either ineffective or inefficient. Furthermore, there is space for
improvement of scalability as previous systems have not optimized the candidate generation
step. ScLink is the combination of two novel algorithms cLearn and minBlock. cLearn finds
the optimal matching specifications by detecting high-quality equivalent properties and
optimizing the similarity metrics. minBlock enhances the blocking step in order to generate
less the candidates but retain as many correct candidates as possible. This is very important

because it affects both the scalability and accuracy. This algorithm restricts the matching
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task into a compact subset instead of the huge pairwise alignments between the input
repositories. In addition, ScLink employs a novel string similarity metric namely mBM25,
which aims at the better disambiguation against the existing metrics. We evaluate ScLink
using 15 standard matching tasks on relational databases and linked data. The experiment
results show that cLearn significantly increases the F1 score compared to the existing
specification learning algorithms. Meanwhile, minBlock discards up to 95% of unnecessary
candidates and therefore considerably contributes to the reduction of processing time.
mBM25 also shows its usefulness on real datasets.

While the specification-based instance matching is good at scalability, the
classification-based approach has the advantage of generalization based on the solid theory
of machine learning. Therefore, we also approach the problem of instance matching in
classification-based fashion. We find that the common limitation of current
classification-based matching systems is the ignorance of ranking mechanism. The ranking
is an important factor in instance matching because it contributes to the disambiguation,
especially for large and ambiguous data. We propose the ranking feature R2M for the
classification-based matching systems. R2M significantly improves the quality of the trained
classifiers and advances them to significantly better performance. Compared to other
systems, a classifier with R2M also outperforms ScLink as well as existing
classification-based matching systems.

We also compare the performance of the proposed systems and the classifier with R2M
ranking feature. We show that the usage of our systems and algorithms depends on the
matching task and should be considered under the trade-off between accuracy and

scalability.
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