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Bayesian inference using advanced Monte Carlo methods in
bioinformatics and cheminformatics
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Summary (Abstract) of doctoral thesis contents

This thesis describes how to approach problems on specific scientific
applications with the Bayesian methods. The Bayesian methods are potentially useful
to solve the inverse problem in various fields including science and industry, but real
problems are not typically simple. To understand those complicated systems, a model
also needs to be complicated as having many types of unknown interacting
parameters. From these reasons, inferring becomes complicated not to be achieved
only by a conjugate prior or a standard Monte Carlo inference. When dealing with a
problem involving the high dimensional parameter space, simple Monte Carlo
methods such as the rejection sampling or importance sampling are numerically
infeasible due to the curse of dimensionality. Although the Markov chain Monte Carlo
(MCMC) is often used as an alternative way, it has a serious drawback typically
known as a local-trap problem. To deal with the local-trap problem, many existing
methods use a tempering technique to make lower energy barrier between two
different modes. We developed the new MCMC method, called the repulsive parallel
MCMC (RPMCMC). It generates parallel Markov chains, and use repulsive forces
among each chain to explore entire sampling space. A few methods including
RPMCMC were confirmed to work well for a synthetic multi-modal target distribution
by comparing to a simple Metropolis sampler.

As a main contribution of this thesis, two novel applications based on the
Bayesian modeling were introduced. The first problem we dealt in this thesis 1is
considered important in bioinformatics, which is called the motif discovery problem.
The goal of this problem is to find recurring patterns of conserved short strings that
appear in a large fraction of nucleotide sequences. It leads to discover important
biological process since these recurring patterns have been preserved so that they can
possibly be responsible for one of its process. Since recent experimental technologies
called ChIP-seq produces much more number of fractions than before, many existing
old-style algorithm need to be reconstructed to deal with large data within an
acceptable time. One critical drawback of current methods such as the standard
Gibbs sampling, as with the EM algorithm, arises from the following fact: the
posterior distribution can be considered highly multimodal because many diverse
motifs are possibly present in given sequences. Once the generated Markov chain 1is
stuck in a locally high probability region, it is difficult to escape from that region
within a finite time. This problem has received little attention in previous studies.
The aim of developing our proposed method based on the RPMCMC is to achieve high
detection accuracy while keeping the computational efficiency at an acceptable level.

The proposed method is designed to detect many diverse motifs that previous
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methods are unable to discover. In experiment, compared to the original method
using a standard Gibbs sampler, this all-at-once interacting parallel run can detect
much more diverse motifs. Furthermore, this method was comprehensively tested on
synthetic promoter sequences and real ChIP-seq datasets. In the synthetic promoter
analysis, RPMCMC found around 1.5 times as many embedded motifs as existing
methods did. For the ChIP-seq datasets, the RPMCMC algorithm reported much more
reliable cofactors in total than the recently published ChIP-tailored algorithms. The
second problem aims at finding new molecules having some beneficial properties in a
statistical manner. Computational molecular design has a great potential to save
enormous time and cost in the discovery and development of functional molecules.
The objective is to computationally create new promising molecules that exhibit
various kinds of desired properties. Some previous studies tackled this issue with
genetic algorithms (GAs) and molecular graph enumeration. The primal problem of
these methods, generating unfavorable structures through their process, was avoided
by introducing many incomprehensive rules. An alternative called fragment assembly
method suffers from restricted design space and large computational loads. Our
Bayesian molecular design begins by obtaining a set of machine learning models that
forwardly predict properties of a given molecule for multiple design objectives. These
forward models are inverted to the backward model through Bayes' law, combined
with a certain prior distribution. This gives a posterior probability distribution
conditioned on a desired property region. Exploring high-probability regions of the
posterior with the sequential Monte Carlo (SMC) method, molecules that exhibit the
desired properties are computationally created. The most distinguished feature of
this workflow lies in the backward prediction algorithm. In this study, a molecule is
described by a ASCII string, which is called SMILES format. To reduce the occurrence
of chemically unfavorable structures, a chemical language model is trained, which
acquires commonly occurring patterns of chemical substructures by the natural
language processing of the SMILES language of existing compounds. The trained
model is used in the SMC algorithm to recursively refine SMILES strings of seed
molecules such that the properties of the resulting molecules fall in the desired
property region while eliminating the creation of unfavorable chemical structures.
The method was demonstrated with case studies in multi-objective molecular design
aimed at the physical properties (HOMO-LUMO gap and internal energy) and

bio-activities for 10 target proteins.
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