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Summary (Abstract) of doctoral thesis contents

In this dissertation, to address a music source separation problem, several
optimization algorithms are proposed. Music source separation is a technique to
extract or separate specific music sources from an observed mixture signal that
contains multiple music instrumental and vocal sounds. There are many feasible
applications for this technique, for example, audio remixing by users, automatic
music transcription, and musical instrument education. A general audio source
separation problem has been investigated for a long time, particularly in the speech
signal processing field to reduce background noise and enhance only the speech
signal in the observation. Many techniques have been proposed for various recording
conditions in the past, and they can roughly be divided into two situations:
determined (or overdetermined) and underdetermined cases. In the determined
situation, sufficient number of observations (microphones used in the recording) can
be wutilized for solving the separation problem, whereas the underdetermined
situation, which includes monaural observation, basically lacks such
multi-dimensional information. Also, presence of external prior information
(supervision) such as music scores, source locations, or sound examples of each source
in the mixture is another important issue. The source separation techniques without
any prior information is often called blind source separation, which is the most

difficult but a practical technique.

The objective of this dissertation is to develop an effective optimization algorithm for
the music source separation and to achieve satisfactory separation performance. Two
main topics are here addressed: determined (and overdetermined) blind source
separation and single-channel (underdetermined) semi-supervised source separation.
The semi-supervised source separation exploits sound examples of only the target
source for the separation, namely, only the target source is extracted from the
mixture. In both the topics, an important property of music signals is focused to
effectively capture their structures. Since typical music signals consist of limited
number of components such as discrete pitches and musical notes and include many
reiteration of similar or the same spectral patterns (timbers), the power spectrogram
of music signals tends to have a low-rank structure. On the basis of this nature in
music signals, for both the topics discussed in this dissertation, a popular algorithm
of matrix decomposition called nonnegative matrix factorization (NMF) is exploited
for modeling the structure of music signals. By applying NMF to the spectrogram of

audio signal, the frequently appearing spectral patterns and their time-varying gains
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can be extracted as bases and activations. These components are useful for modeling
the audio signals and achieving the source separation.

For the problem of determined blind source separation, independent component
analysis (ICA) and its multivariate extension, independent vector analysis (IVA), are
traditional and reliable approaches and can provide good separation results
particularly for a mixture signal of speech. These approaches estimate spatial
demixing filters by assuming that the sources are mutually independent. This
assumption is valid in a practical mixture signal and make the separation problem
solvable in a fully blind fashion. However, the separation accuracy of ICA and IVA for
music signals is not satisfactory. This is because the general music signals frequently
contain spectral overlaps and co-occurrences between sources, which result in a
harmony of music, and these properties weaken the inherent independence between
the sources. Also, the both methods assume only the non-Gaussian source
distribution as an unspecific source model and do not utilize any information about
the structure in the spectrogram of each source. To solve this problem, in this
dissertation, the unified method of NMF and IVA called independent low-rank matrix
analysis (ILRMA) is proposed, which performs simultaneous estimation of the
spectrogram structure of each source and their spatial demixing filters. The
optimization algorithm in ILRMA ensures faster convergence, more stable
performance, and better computational efficiency compared with conventional
methods including multichannel extension of NMF (MNMF), which is a
state-of-the-art method for source separation. Also, theoretical relationships between
IVA, MNMF, and ILRMA are revealed, namely, ILRMA 1is essentially equivalent to
MNMF with a constraint for the mixing system, and IVA is also a special case of
ILRMA.

For the single-channel semi-supervised source separation task, semi-supervised NMF,
which aims to extract only the target source from the mixture, is the most popular
approach. In this method, sound examples of the target source are utilized for
preparing the supervised bases (spectral dictionary) of the target source. However,
when the target source and the other sources in the mixture signal share similar or
the same spectral patterns (bases), the separation performance of semi-supervised
NMF is degraded because such shared components cannot be separated. This fact
means that the supervised bases must be discriminative from the other bases of
non-target sources.

On the basis of this fact, in this dissertation, a new training algorithm that provides
discriminative supervised bases is proposed for semi-supervised NMF. In this method,

other sound examples, which are candidates of the non-target signals in the observed
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mixture, are utilized only for learning which spectral components will be frequently
shared between the target and non-target sources.

Furthermore, a new efficient initialization scheme for NMF is proposed. Since an
optimization in NMF requires initial values for bases and activations, all the results
of applications based on NMF always depend on the initialization. The proposed
initialization is based on a maximization of mutual independence between the
activations using nonnegative ICA algorithm. The efficacy of the proposed method for
several source separation tasks including ILRMA and semi-supervised NMF with

discriminative basis training is experimentally confirmed.
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