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Abstract

In this work, Particle-in-Cell (PIC) simulation with atomic processes and Coulomb

collision has been developed to study the formation of the detached plasma. The

Coulomb collision is treated by the binary collision model. The atomic processes

that include in our work are the charge exchange, ionization, and excitation. They

are treated by the null collision method. The constant input power is introduced in

our system. The upstream density is fixed by varying the particle injection inside

the source region. The plasma is bounded by particle absorbing and potential

floating targets. The uniform neutral gas density region in front of the target is

inserted with fixed temperature and pressure.

The transition from the attached to detached plasma when the neutral gas

pressure increases is observed. We found the strong reduction of the heat flux

when the neutral gas pressure increases. Most of the heat flux is lost via the charge

exchange process. The significant reduction of particle flux was not found because

the recombination model was neglected in this work. In the case of high neutral gas

pressure, after reaching the steady state, the strong temperature gradient profile

along the field line inside the neutral gas box is found. The plasma temperature

near the target is almost constant and this gives rise to the strong peak of neutral

density near the target. The mechanism of this process is caused by the constant

particle flux along the field line. When temperature near the target is almost

constant, the constant particle flux to the target is sustained by a positive slope

in the plasma density because of the proportional of particle flux to the pressure

gradient. The time evolution of plasma density profile exhibits the shifting of the

neutral density peak from the ionization region to downstream during the detached

state. The detached plasma formation is confirmed by the strong total pressure

dropping inside the neutral gas region. The sheath structure is self-consistently

formed in front of the target, and this structure must be simulated by the fully
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PIC simulation. The kinetic effect on the electron and ion distribution functions

is observed at the target. In low neutral pressure case, the electron distribution

function shows the departure from Maxwellian due to the energetic electron from

the upstream plasma. The ion distribution function becomes narrow with the

supersonic flow due to the acceleration of ion through the sheath. However, in

high neutral gas pressure case, the deviation from the Maxwellian becomes small

and it is suggested that in the strong detached state the plasma behavior will

approach to fluid model. Also, the shift of the ionization front from downstream

to upstream is observed with the strong reduction of the heat flux at the target

when the neutral gas pressure increases.

The comparison between the high collisionality and low collisionality is carried

out. In low collisionality case, only strong ion temperature gradient is observed

and electron temperature does not strongly decrease. The reduction of ionization

flux is not observed and also the heat flux does not decrease. These results are

explained by the energy loss for each type of atomic processes [Ezumi et al, J.

Nucl. Mater. 241-243, 349 (1997)] where the electrons below 5 eV rarely lose

their energy through ionization and excitation process. However, if the strong e-i

energy relaxation process is triggered as in the high collisionality case, electron

energy is transferred to ion and lost their energy to other atomic processes such

as the charge exchange.
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Chapter 1

Introduction

1.1 Overview

The edge region where the plasma is colder, contains multiple species and impuri-

ties, and is subject to interactions with the vessel-wall materials plays an important

role in the the performance of the future fusion reactors. Inside the fusion devices,

plasma is confined inside the core by the closed and nested magnetic flux surfaces

and heated up to a hundred million kelvins. The plasma remains confined for a

finite period of time and it will eventually leave the core region across the last

closed flux surface (LCFS) and interacts with the vessel-wall. Inside the tokamak,

the external poloidal coil has been used to create the open magnetic field line so

that the plasma flows rapidly the to the divertor target before reaching the vessel-

wall. The open magnetic field line region is called the scrape-off-layer (SOL) and

the power from the core is transported along the SOL to the target. In present

devices, the parallel heat flux can go beyond 500 MW/m2 and estimated to be

greater than 1000 MW/m2 for future devices, such as ITER.[1] The strong heat

flux causes the erosion of divertor for long time operation of the fusion devices.

At the divertor target, this must be reduced below the limit of the material and

must not exceed 10 MW/m2.

Detached plasma is a method of reducing the heat load to the divertor target.[2,

3] During the detached state, the particle and heat fluxes decrease significantly in

front of the target. The detached state is achieved when there is a high neutral gas

pressure in front of the divertor. Since the neutral particles are not tied to the field

lines, they spread the local heat load to much larger area or even be pumped out
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of the system. The different atomic processes play a crucial role in this process for

the different type of species, e.g. ion and electron. For ions, this high neutral gas

pressure increases the ion-neutral collision rate such as elastic and charge exchange

collisions and remove energy flux of ions. For electron, the impurity radiation

becomes important to reduce the electron temperature to around 10 eV. After that,

ionization becomes dominate and reduce the electron temperature to around 5 eV.

After the electron temperature becomes below 5 eV, the e-i relaxation process is

the key to reduce electron temperature below 1 eV and the recombination process

is triggered to remove the particle flux before reaching the target.[4]

The linear device experiments have been carried out to study the particle and

energy transport of the plasma along the open magnetic field line. By inserting

the neutral gas chamber between the plasma source and the target and increase

the gas pressure to a few mTorr, the results show the strong decrease in the

heat load to the target.[5, 6] The detached plasma is clearly observed inside the

linear devices. The linear device experiments are done in more comprehensive

measurement because of the simple geometry. The first evidence of other atomic

processes during the detached state such as molecular activated recombination

also has been observed by the linear device experiment.[7] Thus, the results of the

linear device are used to study the basic physics of the detached plasma.

The numerical simulation of particle and energy transport of SOL is very im-

portant to understand the mechanism of the detached plasma. However, the

existence of the non-equilibrium plasma along the SOL due to the boundary of

the divertor target causes some theoretical model to have some limitation. The

fluid models of collisional transport are based on Maxwellian distribution might

be inadequate near the divertor target to predict the energy and particle trans-

port of the high energetic particle tail from the upstream. Many kinetic models

has been carried out to investigate the kinetic effect inside the SOL.[8, 9, 10, 11]

Another type of phenomena that strongly modulates heat and particle transport

into the divertor target is the edge-localized-mode (ELM). During the ELM, high

energy charged particles are rapidly burst out from the core and directly move to

the divertor target. This may cause excessive heat load onto the divertor plate.

The kinetic model also shows the kinetic effect on the plasma transport along SOL

during this event. [12, 13]

There are still open issues about the sheath formation at divertor target or
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other plasma facing component (PFC). The accelerated ion by the sheath may

cause the strong sputtering rate of the neutral atom from the plate, resulting

in the net erosion of the divertor target. Various works have been carried out

to model the plasma wall interaction.[14, 15], however the fully self-consistent

of both the pre-sheath and sheath region is important to give better accurate

models. The fully kinetic simulation fully resolves the sheath region because of the

spatial and time scales are in the order of Debye length and plasma frequency.[16]

Many kinetic simulations also show the results of the sheath structure in various

conditions.[17, 18, 19]

The particle-in-cell (PIC) [20] is one of the most powerful kinetic models to

simulate the kinetic effect inside SOL. The model self-consistently simulates the

plasma-wall boundary condition. The Coulomb, the ion-neutral, and electron-

neutral collisions are treated via Monte-Carlo model, in which the collision algo-

rithm for Coulomb collision is the solution of the Landau-Fokker-Planck equation

and the for electron- and ion-neutral collisions give the solution of the Boltzmann

equation.[21]

1.2 Objectives

In our present work, we aim to simulate the scrape-off layer (SOL) plasma by

using the Particle-in-cell (PIC) simulation.

The objectives of this research are

1. To investigate the kinetic processes of detached plasma by using the particle

simulation and Monte Carlo collision simulation.

2. To investigate the effect of the neutral gas on the detached plasma.

3. To investigate the dynamics of the detached plasma.

4. To investigate the collision processes that cause the detached plasma near

the divertor region.
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1.3 Procedure and outline

In this work, the particle-in-cell (PIC) code with the self-consistent electric field

has been developed to study the collisional transport of the plasma along the

open magnetic field region. The Coulomb collision is treated by using the binary

collision model. The plasma-neutral interaction is included via the elastic collision,

ion charge exchange, electron impact ionization and electron impact excitation.

The model assumes one spatial coordinate along the field line in the x direction

and three velocity components (vx, vy, vz).

In this dissertation, the following contents are presented. In chapter 2, the

background knowledge of SOL is described. The basic fluid model for the colli-

sional transport and the importance of the kinetic effect on the collisional transport

are summarised. The definition of the detached plasma and the overview about the

detached plasma can be found. In chapter 3, the simulation model is presented.

The details of PIC simulation and the concept of the super particle are explained.

The Null collision method for the MCC model and the binary collision method

for the Coulomb collision are shown. The details about the parallel computing

for PIC simulation are also described. For chapter 4, the simulation parameters

and overview of simulation results are presented. The simulation results of the

detached plasma are shown in chapter 5, which focuses on the effect of the neutral

gas on the detached plasma. Furthermore, the results of the Coulomb collision on

the detached plasma are given in chapter 6. The conclusions and discussion follow

in chapter 7.
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Chapter 2

SOL and plasma detachment

2.1 Scrape-off layer (SOL)

In a magnetic confined fusion device, the behavior and properties of plasma can

be affected by the contact with solid surfaces. If the charged particles strike a

solid surface it tends to remain and accumulate on the solid surface, thus the

solid surface is the plasma sink. The charged particles on the solid surface also

recombine and they are released as neutral particles. These neutral particles travel

back to the plasma and reionize. If the plasma charged pairs are lost to the surface

at the same rate as the recombine neutral particles travel back to the plasma, this

is defined as the recycling process as shown in Fig. 2.1.

Let consider a low-pressure gas discharge tube that contains ionized gas. For

the first case in which magnetic field has not been applied, the particles move

Figure 2.1: When a charged particle that adsorb to the solid surface recombine to

neutral particle, it becomes weakly bound to the surface and release back to the

plasma. This is particle recycling process.
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radially to the wall and interact with the wall as shown in Fig. 2.2 (a). If the

magnetic field is applied to the tube as shown in Fig 2.2 (b), the charged particles

tend to follow the field line and the radial transport to the wall is reduced. In this

case, if the strong magnetic field is applied, a number of particles that fall to the

wall decreases, the plasma becomes magnetically confined. For the third case as

shown in Fig. 2.2 (c), two circular limiters are inserted inside the tube with inner

radius a. Let consider that the particles have very high thermal speed moving

along B but also slowly diffuse along the radial direction. If the particles start to

move from the axial of the tube, the particles tend to hit these rings first rather

than hit the wall because of the parallel motion is faster than the radial motion.

Dense plasma tends to be limited inside the radius a. The less dense plasma that

goes beyond the radius a is called the ‘scrape-off layer’ (SOL).

Now the wall is protected from the plasma because the plasma is concentrated

on the limiter. The region that plasma contact with the limiter is called plasma

wetted area. The plasma causes the erosion on the target and the eroded material

enters the plasma. These impurities degrade the plasma desired properties.

In recent tokamaks, the divertor concept has been proposed for reducing the

damage of the first wall from the plasma instead of the limiter. The poloidal

magnetic field is generated by plasma current, IP . The poloidal divertor system

is produced by the external current, ID, as in Fig. 2.3. The poloidal field created

by IP is diverted by the field created by ID.

Since the magnetic field line makes a figure of eight-shape in the poloidal plane,

at some point between the divertor and main plasma becomes null in the poloidal

field. This point is called X-point. The field line that passes through the X-point

is called separatrix. The separatrix is also defined as the last closed flux surface

of the main plasma. Plasma that diffuses across the separatrix is formed at the

scrape-off layer (SOL). In the SOL, field lines connect directly to the divertor

plate and particles tend to follow the field line to hit the divertor plate rather

than diffuse radially to the first wall. Thus the main purpose of the divertor is

the same as the limiter, which is to reduce the damage of the plasma to the first

wall. Other properties from the divertor, such as to reduce impurity contents, to

exhaust the fusion alpha particle, to exhaust the helium ash give the divertor to

be a better candidate for the magnetic confinement devices.
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Figure 2.2: Low pressure gas discharge tube. (a) No magnetic field. Plasma move

rapidly to the wall. (b) Apply axial magnetic field. Plasma tends to follow the

field line but slowly move radially to the wall. (c) With two poloidal ring limiter

with inner radius a. At radius a, plasma tend to reach the limiter before reaching

the wall.

Figure 2.3: Poloidal divertor.
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2.2 Kinetic effect of transport in SOL

In the highly collisional limit, the fluid equation of plasma transport along SOL

is based on a linear perturbation of the Fokker-Planck kinetic equation[22, 23]. In

1-D case, we assumed the constant magnetic field and the electric field is parallel

to the magnetic field line to avoid the appearance of the E × B drift. Thus, the

Fokker-Planck equation is written as

∂f

∂t
+ vx

∂f

∂x
+

qE

m

∂f

∂vx
=

∂f

∂t

∣

∣

∣

∣

coll

+ S(x,v) (2.1)

where t is time, x is position parallel to the field line, v is velocity, E is electric

field, f(x,v, t) is the particle distribution function, (∂f/∂t)coll is the change due to

collisions, and S is the rate of particle creation. The fluid equations are obtained

by multiplying the kinetic equation with dv, mvxdv, andmv2dv/2 and integrating

over the velocity space. The results give the zeroth, first and second moment of

the fluid equation with the average values of the velocity distribution which are

the density ns, velocity us and temperature Ts where the subscript s represents

the species.

However, the two species of plasma can be treated as single fluid equation with

plasma density n, velocity u and temperature T by assuming that ne = ni = n,

ue = ui = u and Te = Ti = T . The 1-D single fluid equations can be written by

∂n

∂t
+

∂(nu)

∂x
= sn, (continuity)

(2.2)

∂(mnu)

∂t
+

∂(mnu2 + P )

∂x
= sv, (momentum)

(2.3)

∂

∂t

(

3nT +
1

2
mnu2

)

+
∂

∂x

(

5nTu+
1

2
mnu3 − κe

‖

∂T

∂x

)

= Q, (energy)

(2.4)

P = 2nT is the plasma pressure, κe
‖ is the electron heat conductivity parallel to

a magnetic field line where the ion heat conductivity is neglected. sn, sv, and

Q are the particle, momentum and energy source. These sources include the i-e

and i-n collision terms as the momentum and energy source. This model is use to

understand the basic physics of simple SOL. [24, 25, 26]

The fluid model is only valid for highly collision plasma, thus to apply a fluid

model for the description of the SOL, a specific ordering of scale lengths is nec-
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essary. The necessary condition for a fluid model is that the collision means free

path is much smaller than the parallel connection length or plasma gradient length.

The heat transport coefficient base on the Braginskii model fails even for small

value of γ ≡ λ/LT , where λ ≈ 1016Te/ne (electron temperature Te in eV and

electron density ne in m−3) is the collision mean free path and LT is the tem-

perature gradient scale length LT ≡ |∂ lnT/∂x|. The heat transport coefficient

usually fails for γ > 0.1. In a typical tokamak, γ ≈ 0.02− 0.1 but the high energy

electron with energy E > 3Te has the mean free path almost 10 times longer than

typical thermal particle thus the value of γ may be exceeded by this high energy

electron. To get more accurate model of collisional transport, other fluid models

that include additional terms in the expansion of the distribution function can

provide the two-fluid equations that are valid from collisional to weakly collisional

limits.[27] However, the kinetic treatment is necessary for verifying and improving

the model.

Another major problem that needs the kinetic model to resolve is the sheath

formation at the boundary. In SOL, the collisional plasma is bounded by absorbing

walls. Due to large different between electron and ion mass, the electron is more

mobile and arrives at the divertor target before ion. This creates the potential

that strongly decreases toward the target and this potential structure is called the

sheath. The sheath accelerates the ions and reflects some part of electrons and

adjusts itself to bring about an equal ion and electron flux to the wall.

The size of sheath region is a few Debye length and it is very small compare

to the scale length of the SOL in the fusion devices. However, the ions that are

accelerated by the sheath may be energetic enough to sputter the neutral atom

on the target and cause the erosion of the plate. Kinetic model is necessary

for predicting the characteristic of the potential drop for various conditions and

has been observed in kinetic simulation.[17, 18, 19] The results from the kinetic

simulation are used for the more accurate model of the boundary condition for

the fluid model.

2.3 Plasma detachment

International Thermonuclear Experimental Reactor (ITER) is the world largest

tokamak which will show the result of the self-burning plasma, in which the heating
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of the plasma by the energy from the fusion reaction is sufficient to maintain

the temperature of plasma without any external energy input. The magnetic

configuration of the present design of the ITER causes the thickness of the SOL

to becomes very small, resulting in the very intense area of plasma-wetted area.

The parallel heat flux of the ITER at the mid-plane is expected to be around

1 GW/m2.[1] From the design of the present divertor target, the sustainable heat

flux need to be around 10 MW/m2 during the steady state operation to reduce

the erosion rate of the target.

A method to remove all the plasma before reaching the target by inserting

a neutral gas box with the pressure of a few millitorr was proposed. The ion-

neutral collision would reduce the temperature to below 1 eV where the plasma

would recombine before reaching the target. Very few particle flux would reach

the target and the main plasma becomes almost separate from the target, thus the

word plasma detachment has been introduced for this state. The better definition

for the plasma detachment is the state in which the large total pressure drop is

observed along the SOL with the strong reduction of the heat and particle fluxes

reaching the target.[2]

The above concept was first carried out in a device called quiet energetic dense

(QED) device,[6] which is a type of the linear divertor simulator or linear devices.

It showed the results of stable detached plasma by puffing gas in front of the

divertor target. The results showed the strong decrease in the axial heat flux and

the small rise in radial heat flux as the neutral pressure increase. This means

that the local heat flux spreads throughout the chamber. The dominant process

for energy and momentum removal was the ion-neutral collisions. At high neutral

gas pressure, the electron temperature went below 0.2 eV and plasma starts to

recombine.

The experiment results from ASDEX [28] showed the relation between the

line average plasma density n̄e and the plasma density at the target nt. The nt

saturates and starts to fall when n̄e was increased. At that time the concept of

the detached regime was not fully understood until the early 1990s, the detached

regimes were observed on most of the divertor tokamak experiment. The ion

saturation current measured by the Langmuir probe on the divertor target largely

decreases without any decrease in Hα emission during the detached regime.[2,

29, 30, 31] The decrease in ion saturation current corresponds to the decrease in
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nt during the detached regime. The detached regime usually requires the dense

plasma of the SOL and it is the regime that follows the high recycling regime

of the tokamak, in which the high plasma flux to the target gives rise to the

strong recycling rate. The atomic processes play an important role during the

detached regime as shown in Fig. 2.4. In this regime with low temperature

plasma, the impurity radiation mainly occurs at the electron temperature Te ∼
10 eV and higher, hydrogen ionization occurs around Te ∼ 5 eV and the plasma

recombination near Te ∼ 1 eV.[4, 5, 6]

Many simulations have been carried out by using the fluid model with the

neutral transport code for the simulation of the detached plasma.[32] However,

the results of the kinetic effect on the detached plasma have been observed. [10]

The energetic electrons from the upstream region deviate the electron distribution

function at the target for energy E > 3Te. Other effects such as the sheath

and pre-sheath structure during the detached regime also need the fully kinetic

simulation to resolve.

Several kinetic model has been carried out to investigate some basic physics of

the detached plasma. W1 PIC code was used to investigate the effects of neutrals

on the detached plasma.[10] However, only the case of reduced mass ratio was

studied. The temporal scale was larger than the plasma frequency, thus the sheath

structure was not self-consistently form and was assumed with the ambipolar flow

of plasma through the sheath. The PARASOL code self-consistently simulate the

sheath, however the atomic processes was treated by simplified model without

using the real interaction with neutral particles.[33, 34] The BIT1 code resolves

all the above issues but only the high recycling regime related to JET tokamaks

study was carried out.[35, 36]
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Figure 2.4: Divertor configuration and the atomic processes along the divertor leg.
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Chapter 3

Numerical simulations

3.1 PIC simulation

Particle in cell (PIC) simulation[20, 37] has been developed based on the idea of

following the motion of each individual charged particle to simulate the behavior

of collisionless plasma. Even though the number of particle in the real plasma is

much higher than the number of the memory of any computer in the world, the

concept of super particle has been introduced so that the statistical properties of

the plasma is satisfied without using too many particles.

PIC simulation tracks the trajectory of a collection of the particle by solving

a set of differential equations. The particles are tracked along the continuous

phase space whereas the field quantities will be calculated in fixed grid point

space. PIC simulation can show dynamical kinetic behaviors of the plasma, which

are spatial and velocity space distributions of charged particles, self-consistent

potential structure. These behaviors help in understanding the physics of plasma.

3.1.1 Basic equations

In PIC simulation, the basic equations for the dynamics of the plasma consist of

Newton equation of motion for particle and the Poisson equation for the electric

field. The equations of motion are written as

dv

dt
=

q

m
(E+ v ×B) , (3.1)

dx

dt
= v, (3.2)
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where x is particle position, v is particle velocity, q is the particle charge, m is the

particle mass, E is the electric field and B is the magnetic field.

The field equations to be solved are

E = −∇φ, (3.3)

∇ ·E =
ρ

ǫ0
, (3.4)

which are combined to give Poisson’s equation as

∇2φ = − ρ

ǫ0
, (3.5)

where φ is the electric potential and ρ is the charge density. For B in our present

work is assumed to be time-independent, thus we consider only the electrostatic

condition for our simulation.

By giving the initial condition of position, and velocity of each particle, and

charge and mass for different species of particle, then the above equation can

be solved directly. In our present work, the system is considered to be in one

dimension of space but three dimensions of velocity space (1D-3V) or each particle

will be given only (x, vx, vy, vz).

3.1.2 Integration of equations of motion and particle weight-

ing

The explicit Boris scheme [20] is used to solve these differential equations. The

center-difference for the Newton equation of motion becomes

v(t+∆t/2)− v(t−∆t/2)

∆t
=

q

m

[

E+
v(t+∆t/2) + v(t−∆t/2)

2
×B

]

. (3.6)

The Boris scheme separates the electric and magnetic force completely by giving

v(t−∆t/2) = v− − qE

m

∆t

2
,

v(t+∆t/2) = v+ +
qE

m

∆t

2
.

(3.7)

Then E is removed entirely and (3.6) becomes

v+ − v−

∆t
=

q

2m
(v+ + v−)×B, (3.8)

which describes the rotation of v− to v+ about an axis parallel to B by an angle

θ where

tan
θ

2
= −qB

m

∆t

2
. (3.9)
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When direction of v− and B are given, v+ can be determined by the geometry

projection on the plane perpendicular to B. This gives

v′ = v− + v− × t,

v+ = v− + v′ × s,
(3.10)

with t = qB∆t/2m and s = 2t/(1 + t2).

Then the particle position can be advanced by

x(t+∆t)− x(t)

∆t
= v(t+∆t/2). (3.11)

This is the finite-difference equation of the leap-frog method.

To solve the Poisson equation, the charge density in each grid point need to be

assigned. The weighting function is necessary to evaluate the value of charge den-

sity on each grid point, which can be done by applying some form of interpolation

of the grid that closes to the particle position. Different types of weighting for

the charge density of a particle are shown in Fig. 3.1. The zero-order weighting

is also called the nearest grid point weighting. The whole charge density will be

assigned to the nearest grid of a particle. The first-order weighting divides the

charge density and assigns to the grid point on the left- and right-hand side of a

particle by linear interpolation.

In this work, the first-order weighting is used. If qc is the charge for each

particle and xi is the position of the ith particle. If Xj is the location of the jth

grid point, the charge qj and qj+1 assign to the position Xj and Xj+1 becomes

qj = qc
Xj+1 − xi

∆x
(3.12)

qj+1 = qc
xi −Xj

∆x
(3.13)

The force from the electric field to a particle at xi is also weighted in the

same manner. The first-order force comes from the linear interpolation. Thus the

electric field E = (E, 0, 0) for a particle at xi becomes

E(xi) =

[

Xj+1 − xi

∆x

]

Ej +

[

xi −Xj

∆x

]

Ej+1, (3.14)

where Ej and Ej+1 is the electric field at jth and (j + 1)th grid point.
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Figure 3.1: The weighting function of particle that locate at xi for (a) zero-order

and (b) first-order.

3.1.3 Integration of field equations and boundary condi-

tions

In SOL the plasma is not spatially periodic. The numerical conditions for 1-D

particle simulation for non-periodic with the particle absorption, reflection and

emission at the boundary is shown in Ref. 38, 39. Assuming the boundary at

both ends of the left- and right-hand side of the system. According to the Gauss’

law, the electric field at the boundary becomes,

E(L)− E(0) =
1

ǫ0

∫ L

0

ρdx. (3.15)

We define the surface charge on the left and right hand side of the boundary as

σ0 = ǫ0E(0),

σL = ǫ0E(L),
(3.16)

so that
1

ǫ0

∫ L

0

ρdx+ σ0 + σL = 0, (3.17)

and the total charge of the system including the boundaries is zero. This definition

depends on the boundary that we want to define. If the boundaries are the con-
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ducting wall, then the surface charge will be the actual charge on the walls. If the

boundaries are only an end to the system then the surface charges will represent

charges beyond the boundary.

By using the finite difference form for the total electrostatic energy in the

system and give the condition that the electrostatic energy should be conserved

in any choice of the reference potential. This gives the Poisson equation at the

boundary as
φ0 − φ1

∆x
=

1

ǫ0

(

σ0 +
ρ0
2
∆x

)

,

φN − φN−1

∆x
=

1

ǫ0

(

σL +
ρN
2
∆x

)

,

(3.18)

where N is the number of grid in the system. For the potential inside the system,

the Poisson’s equation in the finite difference form is written as

φj+1 − 2φj + φj−1

∆x2
= −ρj

ǫ0
, (3.19)

where j = 1, 2, ..., N − 1.

By setting φN = 0 for the reference potential, then Eq. 3.19 and boundary

conditions can be written in the matrix form as
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(3.20)

The matrix elements in the right hand side of the equation are

d0 =
σ0

∆x
+

ρ0
2
, dj = ρj , j = 1, 2, . . . , N − 1 (3.21)

In the case of floating potential, where the charge only create inside of the system,

σ0 is calculated from the convection current density at the boundary, Jconv by

σ0(t) = σ0(t−∆t) + Jconv(t)∆t (3.22)

This current is the current from plasma itself. The verification of the sheath

structure by using the planar source model in our PIC simulation is shown in

appendix A.
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3.1.4 Particle injection

The source function uses in the particle injection model for vx is from Ref.40.

The Emmert source type is written as S(x, E)dE = (Sp(x)/2kTs0) exp{[qφ(x) −
E ]/kTs0}dE where Sp(x) is injection profile, k is the Boltzmann constant, Ts0 is

the source temperature of specie s, φ is the electric potential, and E is the total

energy. Then, writing the right-hand side in terms of vx =
√

(2/m)(E − qφ(x))

the Emmert source type becomes

S(x, vx) = Sp(x)

(

m |vx|
2kTs0

)

exp

(−mv2x
2kTs0

)

. (3.23)

For the perpendicular velocity distribution function, the source function is in the

Maxwellian distribution function. This type of source function gives the energy

flux as 2kTs0Γs0, where Γs0 is particle flux entering the system. The heat flux by

this type of source is the same as one-way heat flux for the Maxwellian distribution

function. Thus this type of source gives a Maxwellian distribution function at the

mid-plane even with no electric field.[41, 42]

The particle injection model composes of the particle source with the desired

injection velocity distribution as vxf(vx)dvx. The cumulative flux distribution

function is

F (vx) =

∫ vx
0

v′xf(v
′
x)dv

′
x

∫∞

0
v′xf(v′x)dv′x

, (3.24)

where f is assume to be the Maxwellian distribution function,

f(vx) = A exp(−v2x/2v
2
t ), (3.25)

where A is the normalization factor, then the cumulative function becomes

F (vx) = 1− exp(−v2x/2v
2
t ) = R (3.26)

where R is the random number from 0 to 1. Now the simulation can generate the

particle with velocity vx by the random number R as

vx = vt
√

−2 ln(1− R). (3.27)

This function only gives the positive value for the velocity thus we need to assign

a random number to define the sign of this Emmert source type.

For the velocity distribution function in y and z direction, a two-dimensional

isotropic Maxwell distribution function has been applied. The distribution func-

tion can be written as f(v)dvydvz or f(v)2πvdv where v = (v2y +v2z)
1/2. The result
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Figure 3.2: Collision probability for selecting the collision type in MCC simulation.

yield the same as the Emmert source type, thus

v = vt
√

−2 ln(1−R) (3.28)

By using another uniform random number Rθ, the value of vy and vz then becomes

vy = vt
√

−2 ln(1− R) cos(2πRθ),

vz = vt
√

−2 ln(1− R) sin(2πRθ).

3.2 Monte Carlo collision simulation

In each time step of Monte Carlo collision (MCC) simulation[43], the collision

probability of the mth particle is given as

Pcollision,m = 1− exp [−ntσT v∆t] , (3.29)

where nt is the density of target particle, σT is the total cross section, v is the

relative velocity of collided particles and ∆t is the time interval of collision time

step. Then the uniform random number R is generated. If R > Pcollision,m the

particle is collided. Another uniform random number is generated to select the

collision type by using the cross section of each collision type. The simulation line

up the value from σ1/σT , (σ1 + σ2)/σT , (σ1 + σ2 + σ3)/σT , ... , 1 to select the

collision type by where the random number fall as in Fig. 3.2. These processes is

time consuming, so the alternative way for this simulation are proposed.

In this simulation, the null collision method is used to select the collision type

in each time step.[44] In null collision method, the maximum collision probability

is calculated instead of calculating every particle collision probability by using the

value of maximum collision frequency ν ′ colliding in a time interval ∆t. This value

can be written as

ν ′ = max
x,v

(ntσT v) = max
x

(nt)max
v

(σTv) (3.30)
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Figure 3.3: Collision probability for null collision method.

Therefore the maximum probability of the particle collision is

Pnull = 1− exp(ν ′∆t). (3.31)

The number of particles that will be determined the collision type in each time

step in a time interval ∆t is given by Ncoll = NPPnull, where NP is the number

of particles. This process is an advantage of the null collision method because

Ncoll ≪ NP and only few particles will be selected in each time step. The collision

type is selected for each particle, as in Fig. 3.3, where νi = nnσiv is the collision

frequency for each type of atomic process. The type of collision is determined in

the following manner:

R ≤ ν1(Ei)/ν ′ (Collision type 1)

ν1(Ei)/ν ′ <R ≤ (ν1(Ei) + ν2(Ei))/ν ′ (Collision type 2)

...

(ν1(Ei) + ν2(Ei) + . . .+ νN (Ei))/ν ′ <R (No Collision)

where R is a uniform random number from 0 to 1. This method needs to be

separately treated for each species.
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3.3 Collision processes

In the simulation, the atomic processes that have been included are

e+H(1s) → e+H(2p) (Excitation)

e+H → e +H+ + e (Ionization)

H+ +H → H + H+ (Charge Exchange)

The cross sections of collision processes are shown in Fig. 3.4, in which the exci-

tation, ionization and charge exchange cross section data are from Ref. 45, 46, 47.

These atomic processes of H and H+ can strongly influence the plasma be-

haviour at the plasma temperature below 10 eV. The recombination process is

omitted in this simulation. The energy threshold for excitation and ionization

process are 10.2 and 13.6 eV.

3.3.1 Electron-neutral collisions

In the electron-neutral collision, the large ratio of neutral to electron mass causes

the neutral momentum remain approximately the same after the collision. Neu-

tral gas velocity is also very slow compared to electron velocity, thus the relative

velocity of neutral gas and electron is approximated as the electron velocity.
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Let consider the energy of scattered electron in each process. In the case of

electron-neutral elastic collision, the electron is scattered with no energy transfer

to the neutral atom.

In the case of electron-neutral excitation collision the energy of the scattered

electron is

Escatterred = Eincident − Eexcitation (3.32)

In the case of electron-neutral ionization collision, the created electron energy need

to be considered. Thus the sum of scattered electron energy with created electron

energy is equal to incident electron energy minus the ionization energy, or

Escatterred,e + Ecreated,e = Eincident,e − Eionization (3.33)

For created ion, the model assumes that the created ion energy and momentum

is equal to the incident neutral particle energy and momentum, or

Ecreated,i = Eincident,n (3.34)

vcreated,i = vincident,n (3.35)

From Eq. 3.33, the scattered electron energy is calculated from the differential

ionization cross section[48, 44] and becomes

Escatterred,e = B tan

[

R arctan

(Eincident,e − Eionization
2B

)]

(3.36)

where B is a known parameter (B = 10 in present work).

Now consider the direction of the velocity of scattered electron (and created

electron). The incident electron scatters as in Fig. 3.5, in which v̂ and v̂′ are unit

vectors parallel to the incident and scattered velocities respectively. The angle φ,

which

φ = 2πR (3.37)

is uniformly distributed from 0 to 2π. The angle χ can be approximated in the

form of differential cross section [49], which is

σ(E , χ)
σ(E) =

E
4π

[

1 + Esin2(χ/2)
]

ln(1 + E) , (3.38)

where E is the energy of incident electron in eV. The random number R from 0

to 1 is solved from

R =

∫ χ

0
σ(E , χ′) sinχ′dχ′

∫ π

0
σ(E , χ′) sinχ′dχ′

. (3.39)
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Figure 3.5: Incident particle scattering angle.[50]

Then the scattering angle can be written as

cosχ =
2 + E − 2(1 + E)R

E . (3.40)

If the incident electron energy is low enough, this function becomes uniformly

distributed from -1 to 1 or

cosχ = 1− 2R. (3.41)

In Fig. 3.5, v̂′ is written in the form of v̂ by

v̂′ = v̂ cosχ+ (v̂ × ŷ) sinχ cosφ+ [(v̂ × ŷ)× v̂] sinχ sinφ (3.42)

3.3.2 Ion-neutral collisions

For ion-neutral collision cases, the assumption that the neutral particle is station-

ary compared to the incident particle is invalid. So the simulation generates the

isotropic Maxwellian distribution velocity for the neutral particle at Tn and finds

the ion relative velocity to the neutral particle by subtracting ion velocity with

neutral velocity. After the collision, ion velocity is transferred back to its original

frame by adding back the subtracted neutral velocity.

In the charge exchange collision, the incident ion only transfers its charge to

the neutral particle, thus the ion takes the velocity of the incident neutral particle

and the neutral particle takes the velocity of incident ion. This process resembles

the 180-degree scattering of the hard sphere model in the elastic collision. This

simple approach yields a momentum transfer cross section of about 2σex, where

σex is the charge exchange cross section. However, this relation only holds for the
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plasma temperature greater than 2 eV. At lower energy the small-angle elastic

scattering need to be considered.[51]

3.4 Coulomb collision

In the PIC model, the finite size particles have been used to solve the self-consistent

electric field. The finite size particle does not change the phenomena with wave-

length larger than a cell size. However, it does not accurately treat Coulomb

collision and the Coulomb collisions are damped out inside the cell[52, 53], thus

the plasma in PIC model is assumed to be collisionless. For the simulation of

the low temperature with high density plasma in the SOL regions, the Coulomb

collision becomes important and should not be omitted.

The effect of Coulomb collision is often treated by applying the binary collision

model between charged particle. Shanny et al. first introduce a one-dimensional

electron plasma model, in which the electron collides with the stationary ions

and scatter in three-dimensional velocity space by using the Lorentz gas collision

model.[54] Takizuka and Abe proposed a better way for the binary collision model

by using the Monte Carlo method.[55] In each collision time step the particles are

paired and collide within the cell and the scattering angle for changing the velocity

of each particle is directly calculated. Rather than calculate the small scattering

angles in small collision time step, Nanbu grouped the scattering angle into a large

cumulative scattering angle.[56] Base on the Nanbu assumption, Bobylev et al.

showed that the Nanbu model is a solution method of the Landau-Fokker-Planck

equation.[57] The Nanbu model reduces the computational time of the binary

collision and it is also more accurate than the Takizuka and Abe model.[58]

To determine how large is the scattering angle after N collisions of a particle,

assume that a test particle starts with relative velocity g0, after the 1
st, 2nd, . . . ,Nth

collisions, the relative velocities are g1, g2, . . . , gN . Because the Coulomb collision

is elastic, the relative speed g must be conserved, thus g = |g1|, |g2|, . . . , |gN |. The
cumulative scattering angle χ is defined as the angle between g0 and gN or

cosχ = g0 · gN/g
2 (3.43)

Nanbu discovered that the expectation value of sin2(χ/2) is
〈

sin2χ

2

〉

=
1

2
(1− e−s). (3.44)
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The parameter s is introduced as the isotropy parameter and expressed as

s = ntgπb
2
0(ln Λ)∆t, (3.45)

where nt is the target particle density, and b0 is the classical distance of the closest

approach. The probability of finding gN scatter in solid angle dΩ is f(χ)dΩ and

by fitting with the expectation value gives

f(χ) =
A

4π sinhA
exp(A cosχ) (3.46)

The constant A is determined by s in the following equation:

cothA− A−1 = e−s. (3.47)

The above equation needs to be calculated in advance and saved to an array to

reduce the computational time. By using this constant A, χN is calculated from

the following equation:

cosχN =
1

A
ln
(

e−A + 2R sinhA
)

, (3.48)

where R is the uniform random number and this function gives −1 < cosχ < 1.

The Nanbu method can be applied for both equally weighted particles and

non-equally weighted particle. [59, 21] In our present work, the equally weighted

particle was used. In the PIC simulation, the computational domain is divided into

small cells in the scale of the Debye length, thus in each cell the binary collision is

treated separately. For two-component plasma, the number of particle α colliding

with particle β is

N ′
α =

NαNβ

Nα +Nβ
, (3.49)

and the remaining number of particle α colliding with particle α are

N ′′
α = Nα −N ′

α =
NαNα

Nα +Nβ

. (3.50)

This pairing method is shown in Fig. 3.6. Then the scattering angle of each pair

of the particle is calculated. However, if N ′′
α is odd number, the last 3 particles

that will collide will be pair to each other as shown in Fig. 3.6(b) and the time

step that is used to calculate the scattering angle will be modified as

∆tcoll =
N ′′

α

N ′′
α + 1

∆t (3.51)
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(a) (b)

Figure 3.6: The selection of binary collision pair with same and different species

for the case of (a) an equal number of the particle between each species and (b) a

different number of the particle between each species.

The scattering angle for each pair is calculated using Eq. (3.48) and the new

velocity vector is obtained as displayed in Fig. 3.5.

We applied the Nanbu model to the PIC simulation by using the periodic

boundary condition. The simulation gave good results of the energy relaxation

process of the charged particle and the results are shown in Appendix B.

3.5 Numerical heating

In the PIC simulation, even when the time step and grid size satisfy the stability

condition, the numerical heating is still observed. In the 1-D PIC simulation using

only one species, it is found that the plasma temperature increases linearly with

simulation time.[60, 20] Here, a self-heating time τH is defined as the time for the

plasma temperature to double. The parameter needs to be carefully selected to

avoid the self-heating of the plasma or else the plasma total energy will not be

conserved. For the PIC simulation with linear weighting, using vt∆t/∆x ≈ 1/2

gives the self-heating time as

τH
∆t

≈ 600

ωp∆t

(

λD

∆x

)2(

1 +
λD

∆x

)

NC (3.52)

where NC is the number of particle per cell. The PIC simulation results with the

periodic boundary condition are shown in Fig. 3.7 by using ∆x/λD = 1/2 and

ωp∆t = 1/4. The heating time is in the order of 106 time steps. In the normal

PIC simulation, NC ≈ 200 and the heating time is only in a few million time step.
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From the above equation, to increase the heating time the parameter such as ∆x

and ∆t need to be small and also NC need to be large enough.

The numerical heating of the PIC simulation mainly causes by the finite size

of the superparticle. The spatial smoothing for the electric potential profile is

used to suppress the numerical heating for large simulation time. If the electric

potential is solved by the Fourier transform, the filtering is done in k-space to

reduce noise from the short wavelength. This is easily done by multiplying some

filtering factor with φ(k). But in our work, the potential is solved by direct finite

difference method in x space. Thus the filtering must be done in x space and is

called the digital filtering. The new smoothing potential is written as

φ′
j =

φj−1 + 2φj + φj+1

4
. (3.53)

If Nsmooth is the number of time to apply this filtering, the coefficients forNsmooth =

1, 2 and 3 are

φ′ :
1

4
(1, 2, 1),

φ′′ :
1

16
(1, 4, 6, 4, 1),

φ′′′ :
1

64
(1, 6, 15, 20, 15, 6, 1).

If Nsmooth is large enough, the numerical heating is totally suppressed.

3.6 Parallel PIC-MCC

The workloads for the computation for the PIC-MCC simulation depend mainly

on the particle pushing between each cell, the particle interaction between each

other and the field solver. The parallel computing is applied to decompose the

workload for the computation. The two main strategies often use are the par-

ticle decomposition [61, 62, 63] and the domain decomposition[64, 65]. Domain

decomposition consists in dividing each spatial grid into different processes along

with the particles that locate on that region. Particle decomposition distributes

the particle among the processes while giving the whole domain to each process.

In general, the particle decomposition is more efficient than the domain decompo-

sition even though the surplus of the memory usage for the field quantities need

to be assigned for every process. The domain decomposition reduces the memory
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Figure 3.7: The number of time step for the heating time vs. the number of

particle per cell for the case of PIC with linear weighting with ∆x/λD = 1/2 and

ωp∆t = 1/4.

usage of the field quantities however it requires the communication between each

process for pushing the particle into the different domain and the dynamic load

balancing.

In the PIC-MCC, the interaction between particles within the cell is necessary

and the domain decomposition is a better option for the parallel computing. The

domain is divided into small region depending on the number of particle in each

cell. In our work, due to the non-uniform plasma density, the domain size for each

process are not equal as shown in Fig. 3.8. We apply the dynamic load balancing,

in which the size of the domain changes in a fixed time step the number of particle

dividing in each process is shown in Fig. 3.9. The comparison between the number

of particles in each node with the average number of particles is less than 1%.
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Figure 3.9: The plot between the ratio of number of particle in each node NP (n)

to the average number of particle 〈NP (n)〉 with the node number n by using the

case of plasma density that shown in Fig. 3.8. The average number of particle is

calculated by the total number of particles in the system over the number of node.
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Chapter 4

Simulation Results

4.1 Simulation parameters

The system is divided into three regions which are the source region, the source

free region, and the neutral gas region as shown in Fig. 4.1. The source region

is where the particles are uniformly injected into the system. The neutral gas

region is where the plasma interacts with uniformly distributed neutral gas. The

distribution function of the neutral gas is assumed to be in Maxwellian with no

flow velocity. In the present study, dynamics of neutral gas is not included. Once

particles are injected into the system, they flow along magnetic field lines that are

oriented parallel to the x-axis. The magnetic field B = (B0, 0, 0) is assumed to be

constant along the x-axis. Particles that cross the symmetry midplane located at

x = L are reflected back to the system. This process conserves the momentum

and kinetic energy of the reflected particle. Particles that are incident upon the
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Figure 4.1: System configuration with the plasma source on the right-hand side

and the divertor target on the left-hand side.
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Figure 4.2: A flow chart for one time step in the PIC-MCC code. The red boxes

show the additional scheme for the particle loss, gain and MCC model. The

particles are labelled with index i and the field quantities are obtained only on

the spatial grid with index j.

divertor plate are absorbed on the surface of the plate. Ion and electron reflection,

recycling process, and secondary electron emission are not included in this work.

The charge of the absorbed particles is added to the net plate surface charge,

hence the plate is assigned with floating potential.

The flow chart of the simulation in each time step is shown in Fig. 4.2. First,

we calculate the loss and gain of the particle into the system due to the source and

sink region. Then the Monte Carlo collision processes are treated. Each particle

is weighted to find the charge density and this charge density gives the electric

field on the grid points. The electric field is weighted to calculate the force on

each particle inside the cell and then the particle accelerates and moves to new

location.

The source function used in the particle injection model for vx is from Emmert

et al. [40] and the details of the source function are shown in section 3.1.4. In

the present work, electrons and ions are injected with the same particle flux Γe0 =

Γi0 = Γ0, where Γ0 = ∆N/(∆tA), ∆N is number of injected particle in each time

step and A = 1 m2 is injected area. The particles are injected with a constant

31



System length L = 0.2 m

Plasma source length LS = 0.05 m

Neutral source length LN = 0.05 m

Mass ratio mi/me = 1836

Source temperature Te0 = Ti0 = 10 eV

Super particle size NS = 1× 1011

Neutral gas temperature TN = 0.1 eV

Neutral gas temperature qinp = 0.4 MW/m2

Upstream density nu = 3× 1018 m−3

Magnetic field B0 = 1 T

Table 4.1: Simulation parameters.

rate until the upstream density reaching the fixed value nu, then the injection

rate is decreased until the system reaching the steady state with fixed value of

the upstream density. The heating term qh,e is included in the source region so

that the total input heat flux becomes constant. For the heating term in our

simulation, we randomly choose a particle inside the source region and randomly

calculate new energy from the Maxwellian distribution function for that particle.

The new velocity is assigned to the particle without changing the direction of the

particle velocity. In this work, only electrons are heated so that the distribution

function of both electron and ion will maintain the Maxwellian distribution at the

mid-plane. Thus the total input heat flux can be expressed by the following terms:

qinp = (2kTe0 + 2kTi0)Γ0 + qh,e (4.1)

The simulation parameters are shown in table 4.1. The real hydrogen mass

ratio has been used in this simulation thus the flow velocity of the ion is the real

value. In the simulation, the collisional acceleration factor αcoll is defined as the

ratio of the Coulomb collision frequency in the simulation to the real value of the

collision frequency and can be written as

αcoll ≡
νcode
c

νphys
c

=
νcode
c

(

lnΛ
4π

(

qαqβ
ε0µαβ

)2

nv−3
Te

) , (4.2)

where µαβ is the reduced mass of particle species α and β, vTe is electron thermal

velocity and lnΛ is the Coulomb logarithm.[42, 9] The isotropy parameter from
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Eq. (3.45) in Nanbu model becomes

s = ntgπb
2
0(ln Λ)αcoll∆t. (4.3)

When this factor increases, the scattering angle of each pair of collision becomes

larger. Thus time of the energy relaxation between electron and ion decreases.

The value of αcoll determines the Coulomb collisionality ν∗ ≡ νc0/νbe0, where νc0 is

the Coulomb collision frequency between ion and electron from the source region

and νbe0 is the bounce frequency where νbe0 = vte0/L and vte0 is the source electron

thermal velocity.[8, 42] These give ν∗ ∼ 10−16nuL/T
2
e0 (Te0 in eV, nu in m−3, and

L in m).

4.2 Overview of simulation results

The simulation of the detached plasma in this study is focused on the effect of the

neutral gas pressure and the effect of Coulomb collision on the detached plasma.

The effect of the neutral pressure is studied by fixing αcoll = 100 and varying the

neutral gas pressure where 0 ≤ PN ≤ 20 mTorr. The effect of Coulomb collision

is studied by giving αcoll = 1, 10, and 100.

At t = 0 s, each simulation assumes that no plasma inside the system. The

simulation starts with the injection of uniformly distributed electron-ion pairs to

the system with constant rate and the rate is reduced to fix the upstream plasma

density. The phase space plot of electron and ion are shown in Figs.4.3, which

shows the time evolution of the plasma at the initial state. The plasma flows from

the source region to the neutral gas region and collides with neutral particles. The

simulation runs until reaching the steady state, where the average plasma density

of the whole system, n̄, saturates as shown in Fig. 4.4. The time to reach the

steady state is estimated as tsim ∼ 2L/ui, where ui is the ion flow speed which ui cs

where cs is the ion acoustic speed. By giving Te = Ti = 10 eV then tsim ∼ 9 µs and

this almost correspond to PN = 0 mTorr case. The strong ion-neutral collision

in high neutral gas pressure removes momentum from ion and slow down the ion

flow speed. This result causes the simulation time to become longer. The decrease

in the ion flow speed also causes the confinement time for the particle inside our

system to increase. Thus in high neutral gas pressure, the larger value of n̄ is

observed.
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αcoll = 1, 10

PN (mTorr) ∆t (s) Ng

0 8× 10−13 20,000

5 8× 10−13 25,000

10 8× 10−13 30,000

15 8× 10−13 35,000

20 8× 10−13 40,000

Table 4.2: Simulation parameters for the time step size and the number of grid

for αcoll = 1, 10.

The simulation is carried out by setting the time step ∆t and the number of

grid Ng as shown in table 4.2 and 4.3. Due to the non-uniform plasma density and

temperature in our result, the stability condition for the explicit PIC simulation

such as ωp∆t and ∆x/λD need to be treated in a careful manner. The spatial

profile results of ωp∆t are shown in Fig. 4.5 where ωp∆t < 0.2 and the parameter

for ∆t give a good stability condition. The results of ∆x/λD are shown in Fig.

4.6 in which almost all regions satisfy the condition for ∆x/λD < 1.

The numerical heating is tested by using the periodic boundary condition with

the plasma density n̄ = 1.5× 1018 and temperature Te = Ti = 10 eV. As mention

above the time to reach the steady state can be approximated by 2L/ui. We use

∆t = 8 × 10−13 and tsim = 8 µs (10 million time step). The results show that

the total energy of the plasma increases around 10% in the periodic boundary

system. This error gives the non-physical result of the total heat flux to the wall

by using the PIC simulation. The digital filtering as mention in section 3.5 is

applied in each time step by giving Nsmooth = 1, 5 and 10. The result shows a

strong reduction of the numerical heating from 10% to 5%, 0.4% and 0.2%.

In this work, the Nsmooth = 5 is chosen. The numerical heating is measured by

(Eloss + Ewall)/Einp , where Eloss + Ewall is the sum of the energy loss by the atomic

processes with energy loss at the target and Einp is the total input energy. The

results of this ratio are shown in Fig. 4.7 and all of the results are less than 5%.
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Figure 4.3: Time evolution of the phase space plot of electron (left panel) and ion

(right panel) for PN = 20 mTorr and αcoll = 100. Plasma is injected to the system

at the source region where 0.15 < x ≤ 0.2 m and the plasma collides with fixed

neutral gas at 0 < x ≤ 0.05 m.
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αcoll = 100

PN (mTorr) ∆t (s) Ng

0 8× 10−13 20,000

5 8× 10−13 25,000

10 8× 10−13 30,000

15 8× 10−13 70,000

20 5× 10−13 120,000

Table 4.3: Simulation parameters for time step size and the number of grid for

αcoll = 100.
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Figure 4.4: The time dependent plot of the average plasma density over the entire

system with (a) αcoll = 1, (b) αcoll = 10 and (c) αcoll = 100.
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Chapter 5

The effects of neutral gas

pressure on the SOL plasma

Neutral gas plays a key role in the plasma detachment process. Many experimental

results show a strong relationship between the detached plasma and the neutral

gas pressure in front of the divertor target.[6, 5] One of the key parameters for the

formation of the detached plasma is the high plasma density which gives a strong

reduction of plasma total pressure in front of the target.[66] The dependent of

the strong reduction of the plasma total pressure with the plasma density means

that the Coulomb collision mean free path need to be smaller or comparable to

the system length. In this simulation, the modified Coulomb collision frequency

is used to increase the effect of Coulomb collision to be able to compare with the

experiment parameters. The Coulomb collision mean free path is estimated as

λ ∼ 1016T 2/n. The mean free path over the system length of the linear device

by using, the system length L ∼ 2 m, the plasma temperature T ∼ 10 eV and

the plasma density n ∼ 1019 m−3 then becomes λ/L ∼ 0.05. On the other hand,

in our present simulation, L ∼ 0.2 m, T ∼ 10 eV and n ∼ 1018 m−3. Then the

ratio of λ/L ∼ 5 which is different from the linear device parameter by a factor

of 100. Thus, in this chapter, we set αcoll = 100 and investigate only the effect of

the neutral gas pressure on the formation of the detached plasma.
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5.1 Heat and particle fluxes in the detached plasma

Let us begin with brief explanation about our simulation model. As we have

mentioned in the previous chapter, the neutral gas box is placed in front of the

divertor target. We assume the uniform neutral gas with constant pressure and

temperature. The dynamic of the neutral gas has not been included in our model.

The neutral gas is also assumed to be in equilibrium, in which the distribution

function is the Maxwellian and its temperature remains constant where TN = 0.1

eV. Five simulations were performed, varying the neutral gas pressure PN over the

range 0 ≤ PN ≤ 20 mTorr.

The results of the characteristic of the detached plasma are displayed in Fig.

5.1. It indicates the strong reduction in the heat load to the target plate with

the neutral gas pressure. The heat load is reduced greater than 10 times when

PN = 20 mTorr.

The main energy loss channel comes from the charge exchange process as shown

in Fig. 5.2 where Eloss/Einp is the ratio of the amount of energy loss in each type

of atomic process to the total input energy. Only small fraction of e-n collision

processes contributes to the plasma cooling inside the neutral gas box due to the

energy threshold for the excitation and ionization, in which the electron energy

need to be greater than 10 eV to activate this channel. The energy loss caused

by the ionization process is also much smaller than the excitation process because

of the energy threshold is 13.6 eV which is larger than our source temperature.

By using the cross-section data from our simulation, the rate coefficients of the

atomic processes in our model are calculated. In Fig. 5.3, below approximately 5

eV the ionization and excitation rate coefficients are much smaller than the charge

exchange, and the maximum values are given at approximately 100 eV, which is

much higher than our source temperature.

Fig. 5.4 shows the comparison between particle fluxes, which are defined as

the rate of change of the number of particles of each species over the area of the

flux tube or Γ = ∆N/(A∆t) where A = 1 m2. The particle fluxes from the source

Γ0 and from the ionization process Γion are calculated from the particles that are

created in each time step. The electron and ion are created in pair, thus electron

and ion must have the same particle fluxes. The particle flux to the divertor target

Γd is calculated from the number of particles that loss to the target and in the
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Figure 5.1: Heat flux to the divertor target vs neutral gas pressure at the steady

state.

steady state electron and ion should reach the same particle flux to the target. In

Fig. 5.4, the decrease in Γ0 is caused by the reduction of the flow speed of the

plasma at the downstream due to the ion-neutral collision. If we consider the ions

flow to the wall suffering the ion-neutral collision, the particle flux is derived from

the ambipolar diffusion[24], which shows that the particle flux to the target Γd

decreases with decreasing ion-neutral collision mean free path λin:

Γd ∝ λin/L. (5.1)

In our simulation, the linear reduction of Γ0 is observed. However, at low neutral

gas pressure, the ionization flux increases when the neutral gas pressure increases

because electron temperature does not decrease strongly in front of the target.

Thus, Γd does not show significant reduction. After PN > 15 mTorr, the Γion

starts to saturate which is affected by the electron temperature inside the neutral

gas region drops sharply and causes the ionization front to move upstream.

5.2 Spatial structure of the detached plasma

In order to investigate the effect of the neutral gas on the detached plasma for-

mation, the spatial profiles of plasma parameters are measured. Since the PIC

simulation uses the real particle to simulate the plasma, the macroscopic plasma

parameters of our interest need to be calculated by using the various order of the
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moment of the distribution function. The density ns, the flow velocity uk,s, the

particle flux Γd,s, the temperature Tk,s and the energy flux qk,s are calculated by

ns(x) =

∫ ∞

−∞

fs(x, v)dv, (5.2)

uk,s(x) =
1

ns(x)

∫ ∞

−∞

vk,sfs(x, v)dv, (5.3)

Γk,s(x) = nsuk,s, (5.4)

Tk,s(x) =
1

ns(x)

∫ ∞

−∞

ms(v
2
k,s − u2

k,s)fs(x, v)dv, (5.5)

qk,s(x) =

∫ ∞

−∞

vk,s
msv

2

2
fs(x, v)dv, (5.6)

where s is species and d = x, y, z is the component.

The spatial profiles of the transition from the attached state to the detached

state are shown in Figs. 5.5. The system size is divided into 128 grids rather than

using the real number of grid. This gives us the macroscopic structure for our

simulation and also reduce the noise in the small cell.

In Figs. 5.5(a) and 5.5(b) the electron and ion parallel temperature profiles are

shown respectively. For PN = 0 mTorr case, a steep electron temperature gradient

appears. For ions, the parallel temperature sharply drops at x = 0.15 m which is

the boundary between the source and the source-free region. In the source region,

the injected electrons have a larger thermal velocity than the injected ion. This

gives rise to the source sheath drop. The ions are accelerated through the source
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Figure 5.3: The rate coefficients of various atomic processes for the atomic hydro-

gen. Calculate by using the cross section data in Fig. 3.4.

sheath and the thermal velocity decreases. The ion parallel temperature gradient

at x > 0.05 m is much smaller than the electron becayse the convection term of ion

energy transport is dominate the conduction term. Inside the neutral gas region

where x < 0.05 m, the steep electron temperature gradient appears when the

neutral gas pressure becomes 15 mTorr. Ion temperature sharply decreases at the

boundary of neutral source region where x = 0.05 m due to the ion-neutral collision

and the step function of neutral density spatial profile. For PN = 20 mTorr both

electron and ion temperature reach the neutral gas temperature in front of the

divertor. The perpendicular temperature profiles of the ion and the electron are

plotted in Figs. 5.5(c) and 5.5(d) and the temperature profiles are almost isotropic

with the parallel component due to the strong collisionality.

In Fig. 5.5(e), the spatial profile of plasma density is shown. The results

show the constant upstream density n0 ≈ 3 × 1018 which was implemented in

our model. For PN < 15 mTorr, plasma density is peak near the ionization

region which closes to the boundary of the neutral gas region. When the neutral

pressure increases to 25 mTorr, the plasma density sharply increases to sustain

the particle flux to the target due to the small temperature gradient in front of

the target. The particle flux profiles are plotted in Figs. 5.5(f). Since the uniform
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distributed particle source is located at x > 0.15 m, the particle flux increases

linearly in this region and becomes constant along the source-free region. The

particle flux suddenly rises at x = 0.05 m which is the location of the electrons

starts to ionize with the neutral gas. For PN = 5 mTorr, the particle flux increases

until reaching the target. However, for PN = 20 mTorr, the particle flux increasing

region becomes smaller due to the strong decrease in electron temperature which

causes the ionization front to move upstream. The significant decrease in particle

flux can not be seen because the recombination model or any particle sink term

are not included in this work.

The ion flow speed profiles are exhibited in Fig. 5.5(g). The reduction of the

ion flow when increasing the neutral gas pressure can be observed. For PN = 0

mTorr, the flow speed increase along the x-direction. However, for PN > 0 mTorr,

the flow speed gradually decreases along the source-free region and then suddenly

increase near the target. The Mach number profiles are plotted in Fig. 5.5(h),

where M = u||,i/cs and cs =
√

(kTe + kTi)/mi is the local ion acoustic speed. For

PN = 0 mTorr, M ≈ 1 at the entrance of the source-free region and M > 1 until

reaching the target. This is due to the source sheath drop as has been discussed

in the results of the ion parallel temperature. Procassini et al. [42] also showed

the similar result by using the implicit PIC simulation. For PN > 0 mTorr, M

becomes subsonic along the source free region and sharply increase inside the
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neutral gas region to reach the supersonic flow at the target. The supersonic flow

before reaching the target is seen for 5 ≤ PN ≤ 20 mTorr. This may be caused by

the ionization source inside the neutral gas region creates the source sheath drop

near the target.

The total pressure profile is shown in Fig. 5.5(i). The total pressure is the sum

of both dynamic and static pressure, where

Ptot = n(miu
2
i + kTi + kTe). (5.7)

Inside the neutral gas region where x < 0.05 m, the reduction of the total pressure

is shown when PN > 0 mTorr. To look into more details, we can refer to the the

momentum balance equation:

d

dx
Ptot = −miui 〈σv〉in nnn. (5.8)

In the case of PN = 0 mTorr, the total pressure should be constant because of no

momentum loss in the system and this is exhibited in Fig. 5.5(d). When PN > 0,

ion-neutral collision causes the total pressure to decrease inside the neutral gas

region. The total pressure gradient becomes larger as PN increases. The total

pressure strongly decreases and approach to zero in front of the target in the case

of 20 mTorr. The upstream pressure increases as the neutral gas pressure increases.

The static pressure profiles are shown in Fig. 5.5(j) where p = nkTi + nkTe. The

decrease in the ion flow speed outside the neutral gas region causes the static

pressure increase.

The structure of presheath and sheath are obtained in our simulation. The

sheath is the structure on the scale of the Debye length λD and plasma frequency

ωp. Thus, the fully kinetic model is necessary to obtain the sheath potential profile

directly. The results of the potential profile which shown in Figs. 5.6 is obtained

by averaging over time after the steady state by the interval of 200,000∆t. This

reduces the fluctuation of the potential structure. The strong potential drop inside

the neutral gas region is found and the gradient increases when the neutral pressure

increases. The potential drop across the collisional zone can be expressed by [24]

e∆V/kTe ≈ − ln(L/λin). (5.9)

This relation shows that when the ion-neutral mean free path becomes smaller the

potential drop becomes larger. Our simulation also shows the large potential drop

in high neutral gas pressure.
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5.3 Kinetic effects inside the SOL

The ion and electron distribution functions at the target are shown in Fig. 5.7. The

distribution function is calculated at the last cell by averaging over time after the

steady state by the time interval of 20, 000∆t. The effect from the sheath potential

drop at the target on the distribution function is clearly shown in Figs. 5.7(a) and

5.7(b). Electron distribution function is cut off due to the sheath potential drop

and the part of the upstream direction tail is cut off. The ion distribution shows

the supersonic flow of ion at the wall which causes by the acceleration of ion to the

sheath. This acceleration tends to narrow the velocity distribution function more

for PN = 5 mTorr. The drift velocities compare with the acoustic speed become

smaller when the neutral gas pressure increases.

Kinetic effects is not clearly observed in this work because we assume the

Maxwellian distribution function for the background neutral thus the strong i-n

collision tends to lead the ion distribution function to become Maxwellian. The

kinetic model for the neutral transport is necessary for fully understanding of the

kinetic effects.[32]

5.4 Dynamics of the detached plasma

We have seen the strong reduction of the heat flux causes by the neutral gas

pressure in Fig. 5.1. The time dependent of the heat flux at the target is shown in

Fig. 5.4. Shortly after the simulation has started, the heat flux strongly increases

due to the free streaming of the plasma flow directly to the wall. The heat flux

becomes saturate later on. If PN > 15 mTorr, the heat flux decreases before

reaching the steady state.

The time evolution of the spatial profile of plasma quantities at PN = 20 mTorr

are displayed in Fig. 5.9. At t = 4 µs, the heat load starts to decrease from the

maximum point. Electron temperature is larger than the ion temperature. At

t = 8 µs, the heat flux strongly decreases and electron temperature approaches

the ion temperature. The plasma density starts to increase in front of the target.

After t = 8 µs, (1) the heat flux saturates, (2) the electron temperature is almost

equal to the ion temperature, and (3) the plasma density peak moves downstream.

The e-i energy relaxation process transfers the energy from electron to ion, then ion
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loses the energy by the charge exchange process and leads to the strong reduction

of the heat fluxes to the target. It is interpreted that the Coulomb collision effect

plays an important role in the strong reduction of the heat flux to the target, and

more results are presented in the next chapter.
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Figure 5.5: Spatial profile at the steady state of (a) parallel electron temperature,

(b) parallel ion temperature, (c) perpendicular electron temperature, (d) perpen-

dicular ion temperature, (e) plasma density, (f) ion parallel particle flux, (g) ion

parallel flow speed, (h) Mach number, (i) total plasma pressure, and (j) static

plasma pressure.

50



Figure 5.6: Spatial profile of the electro static potential at the steady state for (a)

the overall system (b) near the sheath region.
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shows the particles that move toward the midplane.
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Figure 5.8: Time evolution of the heat flux to the target.
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Figure 5.9: Time dependent spatial profile at PN = 20 mTorr of (a) parallel

electron temperature, (b) parallel ion temperature, (c) density, (d) total plasma

pressure.
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Chapter 6

The Effects of Coulomb collision

on the SOL Plasma

The Coulomb collisionality is defined as ν∗ ≡ νc0/νbe0, where νc0 is the Coulomb

collision frequency between ion and electron from the source region and νbe0 is

the bounce frequency where νbe0 = vte0/L and vte0 is the source electron thermal

velocity. These give ν∗ ∼ 10−16nuL/T
2
e0 (Te0 in eV, nu in m−3, and L in m).

In this simulation, the collisionality is determined by αcoll and the effect of the

collisionality with the SOL plasma has been studied in previous work of PIC

simulation.[8, 9]

In chapter 5, the strong reduction of the total heat flux when neutral gas

pressure increase to several millitorr is shown. The formation of the detached

plasma is observed at PN = 20 mTorr. However, only the results of αcoll = 100

are shown. In this chapter, the effect of the collisionality on the formation of the

detached plasma will be discussed with the results from the PIC simulation.

6.1 Collisionality effect on the heat transport

Fig. 6.1 shows the dependence of heat flux on the neutral gas pressure, where

qd is the total heat flux of the plasma at the target. The results show that for

the moderate to low collisionality αcoll < 10, the heat flux decreases less than one

order of magnitude. However, when αcoll = 100 the strong reduction is clearly

observed. In the linear device experiment[66], it was shown that the heat flux

reduction ratio qd/qinp has a strong dependence with the plasma density and the
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energy removal by neutral gas becomes weak at low plasma density. The relation

between plasma density and Coulomb collision frequency is written as

νc =
lnΛ

4π

(

qαqβ
ε0µαβ

)2

nv−3
Te . (6.1)

The collisional acceleration factor αcoll is used to increase the collision frequency

rather than increase the density. The dependence of αcoll with the heat flux re-

duction rate is shown in Fig. 6.2. The strong reduction of qd/qinp at high value

of αcoll is displayed. The simulation gives a good agreement with the experiment

results.

The mechanism of energy loss is explained by the energy loss channel in various

atomic processes. Figs 6.3 shows the ratio of the amount of energy loss in each

type of atomic process to the total energy input Eloss/Einp which varies by neutral

gas pressure. Since our model heats the only electron inside the source region, at

αcoll = 1, the energy loss from the excitation becomes dominate. But when αcoll

increases, the energy loss from the charge exchange process becomes larger. In

the high collisionality case with PN = 20 mTorr, almost 70% of energy loses from

the charge exchange process. The ionization process does not have any significant

role for the energy loss.

The energy flow diagram as shown in Fig. 6.4 illustrates the mechanism of

the energy loss channel inside the detached plasma. The excitation and ionization

processes are not so effective for cooling Te below 5 eV. The removal of energy

from electron below 5 eV is mainly caused by the e-i energy relaxation process.

The energy relaxation time is calculated from

τie =
3
√
2πǫ20m

−1/2
e miT

3/2
e

neZ2e4 ln Λ
, (6.2)

where Z is the ionic charge number. The particle confinement time inside the

system is estimated as τp ∼ L/cs. The plasma parameters in our simulation are

Te ∼ 10 eV, ne ∼ 1018 m−3 and L = 0.2 m. These parameters give a large value

of τie/τp ∼ 53. The energy relaxation time of this simulation is calculated as

τ ′ie = τie/αcoll. If αcoll = 100, the ratio of the energy relaxation with the particle

confinement time τ ′ie/τp ∼ 0.53 < 1, which gives strong coupling between electron

and ion by the Coulomb collision inside the system.

The time dependence of the strong reduction shows no different in the case

of PN = 0 mTorr because the plasma flow is free stream from the target to
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Figure 6.1: The dependence of the total plasma heat flux at the divertor target qd

on the neutral gas pressure PN at the steady state, where qd includes both electron

and ion heat flux at the target.

the wall as exhibited in Fig. 6.5(a). However, the reduction of the heat flux is

observed in Fig. 6.5(b) in the high collisionality case. As we already explained

in the previous chapter, during the e-i relaxation process heat flux to the target

decreases. However, in the low collisionality case, the reduction of heat flux is not

observed due to the lack of the e-i coupling by the Coulomb collision.

6.2 Spatial structure of physical quantities

For PN = 0 mTorr, the spatial profiles from different collisionality are shown in

Figs. 6.6. The perpendicular and parallel temperature profiles for electron and

ion are shown in Figs. 6.6(a)-(d). The temperature gradient becomes larger as the

collisionlity increasing. The decrease in energy relaxation time between electron

and ion leads to the increase in electron temperature at the upstream. In Figs.

6.6(e)-(j), the ion flow speed becomes larger when the collisionality increases and

the density becomes smaller so that the particle flux is conserved inside the source

free region.

For PN = 20 mTorr, Figs. 6.7(a)-(d) shows that the collisionality leads to the

increase in electron temperature gradient at the source free region. The dramatic

decrease in electron temperature near the target is clearly seen for αcoll = 100. In

our model, only electrons are heated in the source region, thus in low collisionality,
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Figure 6.3: The variation of the the ratio of energy loss to energy input by (a)

the charge exchange, (b) the excitation and (c) the ionization with the neutral gas

pressure.

due to the small energy exchange between electron and ion, the ion temperature

inside the source region becomes smaller. The particle flux for αcoll = 1 or 10

increases along the source region until reaching the target, however for αcoll = 100,

the particle flux increases only in a small region near the boundary of neutral gas

box x = 0.05 m. This is because the ionization front moves to the upstream in the

high collisionality case, thus reducing the plasma source region from the ionization

process. The flow velocity of ion near the target is larger in the low collisionality

case.

The spatial profiles of the electrostatic potential from Fig. 6.8 shows the
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Figure 6.4: Energy flow diagram for the energy loss in the neutral gas region

during the detached state. The arrows indicate the energy transfer in which the

electrons mainly transfer their energy to ion, then the charge exchange process

dominates the cooling of the plasma temperature.

increase in potential drop when the collisionality increases. For PN = 20 mTorr,

the small peak of the potential profile is exhibited due to the ionization source at

the boundary of the neutral gas box. Electrons created by the ionization process

tend to move faster than the ion and leave to positive charge density inside this

region.

6.3 Kinetic effects

Electron distribution functions are shown in Figs. 6.9(a) and 6.9(c). In the low

neutral pressure case, Electron distribution function is cut off due to the sheath

potential drop and the part of the upstream direction tail is cut off. However, in

high neutral gas pressure case, the deviation is observed in the low collisionality

case and vanish in the high collisionality case.

The ion distribution functions shown in Figs.6.9(b) and 6.9(d) are far from the

Maxwellian distribution in the low collisionality case. In the high collisionality

case, the strong plasma density peak that locates near the target causes the in-

crease in the Coulomb collision frequency then the distribution function approach

to the Maxwellian.
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Figure 6.5: Time evolution of the total plasma heat flux qd at the divertor target.
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Figure 6.6: Spatial profile at the steady state of (a) parallel electron temperature,
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Figure 6.7: Spatial profile at the steady state of (a) parallel electron temperature,
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61



Figure 6.8: Spatial profile of the potential structure for (a) PN = 0 mTorr and (b)

PN = 20 mTorr.
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Chapter 7

Conclusion and discussion

The results of the plasma detachment formation are presented in our study. In

order to study the kinetic effect on the formation of the detached plasma, we have

developed a PIC-MCC simulation, which is the fully kinetic self-consistent model,

by using the high-performance parallel computing. In this model, the Coulomb,

i-n and e-n collisions are included. The simulation is performed in a large system

size up to hundred thousand Debye length in which the results approach the real

experiment values. The sheath structure which is one of the most important

issues for the plasma-wall interaction is treated self-consistently. We assumed the

uniform neutral gas box in front of the target which resembles the linear devices.

The simulation parameters are selected to give the results that are compared to

the linear device experiment. We modified the collisionality to be in the same order

as in the linear device. The neutral gas pressure is varied to show the formation of

the detached plasma. We also studied the dependence of the collisionality on the

formation of the detached plasma. The spatial structures of the physical quantities

are investigated in both cases.

The feature results of this work are concluded as follows:

1. By fixing the neutral gas temperature and pressure, the results of the ex-

ponentially decrease in heat flux to the divertor target when increasing the

neutral gas pressure is obtained. These results show the same trend with

the real experiment in the linear devices in which the neutral gas is used for

absorbing both momentum and power from the plasma. The effect of the

sheath on the ion and electron heat fluxes are found. Since the real mass

ratio is used in this work, the ion heat flux is much larger than the electron
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heat flux and the ion heat flux strongly depends on the electron temperature.

For the energy loss, the main channel for our model is the charge exchange

and this channel is much higher than the e-n collision because of the source

temperature is assigned to 10 eV. The strong reduction of the particle flux to

the target is not found. These results show that the recombination process

must play an important role in the detached plasma.[67]

2. The strong electron temperature gradient in front of the divertor target is

observed in a high neutral gas pressure condition. The electron temperature

approaches the neutral gas temperature and almost constant near the target.

The plasma density peak shift from the ionization front toward downstream

to the location where electron temperature almost constant. This mechanism

is affected by the particle flux conservation along the magnetic field line. Due

to the strong decrease in the temperature gradient near the plate during the

detached state, the density gradient must rise sharply. The total plasma

pressure drops sharply in front of the target due to the strong energy and

momentum removal caused by the i-n collision.

3. The effect from the sheath potential drop at the target on the distribution

function is found. Electron distribution function is cut off due to the sheath

potential drop and the part of the upstream direction tail is cut off. The ion

distribution shows the supersonic flow of ion at the wall which is caused by

the acceleration of ion through the sheath. The drift velocities compare with

the acoustic speed become smaller when the neutral gas pressure increases.

The deviation from the Maxwellian is observed. However, at high PN and

high collisionality, the sharp rise of the plasma density in front of the target

increases the Coulomb collision frequency and reduce the deviation.

4. The dynamic of the detached plasma formation is exhibited in our work.

The time dependence of the heat flux to the target shows the sharp decrease

when electron temperature relaxes toward the ion temperature. This is the

evidence of the Coulomb collision effect on the formation of the detached

plasma.

5. In the low collisionality case, the detached plasma is not observed and even

in high neutral gas pressure, the heat flux to the target is much larger than
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the high collisionality case. The electron temperature and total plasma

pressure do not show any significant drop. Only the ion temperature strongly

decreases. The plot between the ratio of the heat flux at the wall to the input

heat flux with the collisionality shows the consistent results with the linear

device. The reason behind this is the e-n collision process almost vanish

when the electron temperature goes below 5 eV. Thus in our model, the

electron temperature will never go below 1 eV without the effect from the

Coulomb collision process.

We need to remark that even though we observe the detached plasma by using

the 1D-3V PIC simulation other types of atomic processes may become important

for study the effect of the detached plasma. In our parameters selection, the source

temperature is around 10 eV thus we neglected the impurity radiation in our

model but for the case of the upstream temperature around 100 eV, the impurity

radiation becomes important. When plasma temperature goes below 1 eV the

recombination process becomes important for the strong removal of the particle

flux. The MCC model for a given rate constant is used to treat the recombination

process.[68, 69] Another point is the dynamic of the neutral transport, which is

important in understanding the detached plasma.[32, 70] In our present work, the

neutral particles fully absorbed all the energy from the plasma. However, this

high energy neutral directly spread the local heat flux to the target and increases

the total heat flux at the target.
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Appendix A

Sheath formation by planar

source model

The planar source model as in Fig. A.1 is used to verify the sheath formation in

the simulation code when there is no collision processes occur.[71] The boundary

condition on the left hand side is assumed with the fully absorbed wall with floating

potential and the right hand side is assumed with the fixed potential. The flux

injection distribution vxf(vx)dvx is use for the particle injection from the right-

hand wall, where f is Maxwellian distribution. Ion and electron are injected from

the plane on the right hand side with a constant flux. The theoretical model is

explained below.

The accelerated Maxwell-Boltzmann distribution function under the electro-

static potential φ is

fe(φ, v) = ne0

(

me

2πkTe0

)1/2

exp

(

−mev
2

2kTe0
+

eφ

kTe0

)

(A.1)

fi(φ, v) = ni0

(

mi

2πkTi0

)1/2

exp

(

−miv
2

2kTi0
− eφ

kTi0

)

(A.2)

The minimum velocity of ion in the electrostatic potential φ is calculated from

the slowest ion starting from rest and the ion accelerates to the velocity vmin,i =

(−2eφ/mi)
1/2. The minimum velocity of electron in the electrostatic potential φ

is the electron that reach the zero velocity at the collector and travels back to

the source with the velocity vmin,e = (−2/me)
1/2[eφ− eφC ]

1/2, where φC is the

potential at the collector.
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The particle density and flux are calculated by

nα(φ) =

∫ ∞

vmin,α

fα(φ, v)dv (A.3)

Γα(φ) =

∫ ∞

vmin,α

vxfα(φ, v)dv (A.4)

The flux of electron and ion become

Γe(φ) = ne0

(

kTe

2πme

)1/2

exp

(

eφC

kTe

)

(A.5)

Γi(φ) = ni0

(

kTi

2πmi

)1/2

(A.6)

Γe and Γi are constant in space. For the stable sheath formation, the current equal

to zero at the collector, thus Eq. (A.5) equal to Eq. (A.6). This gives the ion to

electron density ratio of the source as

ni0

ne0
=

(

mi

me

Te

Ti

)1/2

exp

(

eφC

kTe

)

(A.7)

This equation can be used to calculate the collector sheath potential, φC . For the

particle density, Eq. (A.3) gives

ne(φ) =
ne0

2
exp

(

eφ

kTe

)

[

1 + erf

(

eφ− eφC

kTe

)1/2
]

(A.8)

ni(φ) =
ni0

2
exp

(

− eφ

kTi

)

erfc

(

− eφ

kTi

)1/2

(A.9)

The source potential drop φP must be satisfied by ∇2φP = 0. Thus, the charge

density becomes zero or ne = ni. This gives

ne0 exp

(

eφP

kTe

)

[

1 + erf

(

eφP − eφC

kTe

)1/2
]

= ni0 exp

(

−eφP

kTi

)

erfc

(

−eφP

kTi

)1/2

(A.10)

Another relation for φP is that ∂φP/∂x = 0 or Ex(φP ) = 0. With Eq. (A.7) and

Eq. (A.10), φc and φp are calculated and compared with the simulation results.

The simulation system is initially set with free of plasma and the particles are

injected from the right hand side of the system, x = L where L is the system

length. The particles are fully absorbed at the divertor target at x = 0 at which

the wall charge density σ is accumulated. The particle sources is half maxwellian
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Figure A.1: Potential profile of the collector and source sheath. [71]

System length L = 0.03 m

Mass ratio mi/me = 1836

Electron source temperature kTe0 = 1 eV

Source particle density ne0 = ni0 = 5.6× 1013m−3

Table A.1: Simulation Parameters

distribution where the current density of the ion and electron sources (ji0, je0) are

the initial input parameters. The current density is related to the source particle

density, je0 =
√

2/π(qne0vTe0). The plasma density is set to be nearly the same as

Q-machine, which has low plasma density. The overview of the system parameters

are given in the table A.1. The unit of simulation results are based on SI unit.

The simulation is carried out with fixed electron source temperature, kTe0 = 1

eV. The ion source temperature, kTi0 is varied from 0.1 eV to 10 eV. The theoret-

ical and simulation results are shown in Table A.2 and Fig.A.2. The simulation

results are in agreement with the theory.
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kTi (eV) Theory Simulation

φC φP φC φP

0.1 -4.90 no solution -4.78 no solution

0.5 -4.10 -2.04 -4.16 -2.0

1 -3.75 -1.70 -3.47 -1.63

2 -3.41 -1.41 -3.40 -1.37

10 -2.60 -0.973 -2.59 -0.91

Table A.2: Simulation Parameters for kTe0 = 1 eV.

Figure A.2: φP and φC versus ion temperature.
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(c) (d)

(e)

Figure A.3: Potential profile for (a) kTi0 = 0.1, (b) kTi0 = 0.5, (c) kTi0 = 1, (d)

kTi0 = 2 and (e) kTi0 = 10.
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Appendix B

Effects of Coulomb collision in

PIC simulation

As mention in previous section, the PIC simulation alone does not properly treat

the small angle collision within the Debye length. Here we apply the Nanbu model

described in the preceding section to spatially uniform plasmas. The results of the

Coulomb collision effect are obtained. The phenomena that will be tested are the

relaxation of the anisotropic velocity distribution, the relaxation of the electron

flow in the background ion and the equilibration of electron and ion temperature.

For the the relaxation of the anisotropic velocity distribution, we consider

electron with Tx 6= Ty = Tz, where Tx = 1.3Ty. The normalized collision frequency

is given as

ν0 =
nee

4 lnΛ

8π
√
2ǫ20m

1/2
e (kTe)

3/2
.

Then the analytic solution becomes [55]

∆T = (∆T )0 exp

(

8

5
√
2
ν0t

)

.

The number of particle in the simulation is 100,000. The results are shown in Fig.

B.1 by changing the collision time step ∆tc. Both small and large collision time

step gives a good agreement with the theoretical model.

Next, we show the results of the relaxation of the electron flow in the back-

ground ion. The initial condition is assumed with T0 = Ti = Te. The relaxation

equation becomes

dV

d(ν0t)
= −

(

kT0

Ef

)3/2

µ

(

Ef

kTe

)

V,
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Figure B.1: Relaxation of temperature components.

where µ(x2) = erf(x) − 2xe−x2

/
√
π. The real mass ratio for hydrogen plasma

is used in our simulation. The simulation results are shown in Fig. B.2. The

simulation does not agree in the later time because the analytic solution assume

that electron distribution function is always in the Maxwellian, however the dis-

tribution function at the end of time step does not always be in the Maxwellian

during the relaxation process.

The last case is the equilibration of electron and ion temperature. The relax-

ation equation is

d(Ti − Te)/d(ν0t) = −2νeq(Ti − Te),

where

νeq =
8

3π1/2

me

mi

(

1 +
me

mi

Ti0

Te0

)−3/2

.

The initial conditions are mi/me = 4 and Ti0/Te0 = 1/2. The simulation results

are shown in Fig. B.3.

These results give the Nanbu model as a good candidate for the treatment of

the Coulomb collision in PIC simulation.
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Figure B.3: Equilibration of electron and ion temperatures.
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