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Knowledge Graph Population from Natural Language Text

by Natthawut Kertkeidkachorn

Knowledge Graph (KG) plays a crucial role in many modern applications as prior knowl-
edge. In recent years, there are many existing KGs such as DBpedia, Freebase, YAGO
and etc. Nevertheless, it is well-known that a KG is incomplete. Also, new knowledge
emerges every day. Consequently, the KG becomes more and more incomplete over
time. It is therefore necessary to populate new knowledge to the KG in order to fill
missing knowledge. Considering the growth of the data, we found that the volumes of
natural language text, are massively exploding from various data resources. Based on
this reason, most of new knowledge has been published as natural language text. Nev-
ertheless, natural language text has been treated as string, which cannot interpret any
semantics due to the schemaless problem. Moreover, due to the complex structure of
language, it is not feasible for a machine to understand knowledge in natural language
text. Furthermore, publishers usually publish natural language text by using their vo-
cabulary. It leads to the heterogeneous problem, where an identical thing is represented
by many representations. As a result, a large amount of knowledge in natural language

text cannot directly transfer to KGs and so is left as natural language text.

Recently, there are many approaches for constructing a KG from natural language text
in order to transfer knowledge to the KG. However, constructing the KG from natural
language text usually builds its KG separately without integrating extracted knowledge
to other existing KGs. Integrating extracted knowledge is an essential procedure be-
cause it reduces the heterogeneous problem and increases searchability over KGs. In
this dissertation, we therefore aim to propose T2KG: the framework for automatically
constructing/populating a KG from natural language text, where extracted knowledge
is integrated to an existing KG. To integrate extracted knowledge to the existing KG,
two major tasks, 1) entity linking and 2) predicate linking, are taken into account. In
the framework, two sub-frameworks, namely HMiL.LDs and HRSim, are also proposed for

dealing with the entity linking task and the predicate linking task respectively.



iv

Linking entities to KGs becomes a challenge problem because of the continuous growth
of KGs. Due to a large number of KGs, we could not know which KG contains an
identical entity. As a result, some entities could not be linked to KGs. To the best of
our knowledge, linking entity to multiple KGs is not addressed yet. In the entity linking
task, we therefore proposed a Heuristic expansion framework for Mapping Instances to
KG data sets (HMiLDs). The main idea of HMiLDs is to directly map entities to one
particular KG and then gradually expand a search space to other KGs for discovering
identical entities. Due to a large amount of entities in KGs, an expansion strategy and
a heuristic function for limiting the expanding search space are designed into the frame-
work. In experiments, HMiLDs could successfully map entities to the KGs by increasing
the coverage up to 90%. Moreover, experimental results also indicated that the heuristic
function of HMiLDs could efficiently limit the expansion space to a reasonable space by

reducing the number of candidate pairs without affecting any performances.

Predicate linking is used to identify the predicate in a KG that exactly corresponds to an
extracted predicate; this is to avoid the heterogeneity problem when populating a KG.
Although there have been a few studies that considered linking predicates, most of them
have relied on statistical knowledge patterns, which are not able to generate the possible
patterns. In the predicate linking task, we therefore proposed a Hybrid combination
of Rule-based approach and Similarity-based approach (HRSim). In HRSim, we also
proposed a novel distributed representation of the elements in triples and show how this
can be used to compute the similarity between predicates in order to find links that would
not appear in statistical patterns. The experimental results show that our distributed
representation-based similarity metric outperforms other traditional similarity metrics.
Also, leveraging distributed representation-based similarity metric could help to discover
and identify identical KG predicates for text predicates. As a result, our approach could
alleviate the problem caused by the limitation of statistical knowledge patterns due to

the sparsity of text and improve the discoverability for the predicate linking task.

Finally, we introduced T2KG: the framework for populating knowledge from natural
text to existing KGs. In T2KG, entity linking and predicate linking are considered when
populating knowledge to existing KGs. The intuition of T2KG is to extract knowledge
as triples by an open information extraction system and then integrate the knowledge
into the existing KGs by performing entity linking and predicate linking in order. The
experimental results show that T2KG outperforms the traditional KG construction.
Although the KG population is conducted in open domains, in which any prior knowledge
is not given, T2KG still achieves approximately 50% of F1 score for generating triples in
the KG population task. In addition, the empirical study on the knowledge population
using various text sources is conducted. The experimental results indicate T2KG could

succeed to discover new knowledge that does not exist in DBpedia.
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Chapter

Introduction

In this chapter (Chapter 1), we present the background about Knowledge Graph and
the Linked Data concept in Section 1.1. Then, we introduce the motivation of this
dissertation and discuss about the research statement and remained problems in the
Section 1.2. Next we present the contributions of this dissertation in the Section 1.3.

Finally, in Section 1.4, we provide the outline of the rest of the dissertation.



Chapter 1. Introduction

1.1 Background

In recent years, an amount of available data is dramatically increasing due to the growth
of the Internet. Since the invention of the World Wide Web by Tim Berners-Lee [1],
the data on the web has been generated and published continuously. The availability
of the data on the web becomes more and more extremely rich. As a result, we can
acquire fruitful knowledge from the data on the web. Such knowledge can obviously
assist both a human and a machine to make a decision. For example, a human uses the
knowledge to comprehend his/her interest as the prerequisite background or a search
engine uses the knowledge as the prior knowledge to retrieve a relevant document. In
order to collect and utilize the knowledge efficiently and effectively, a suitable technology
is required. Traditionally, a knowledge base is the technology used to manipulate and
store knowledge by a computer system. Currently, a modern knowledge base has become

popularly known as Knowledge Graph [2].

Knowledge Graph (KG) is a structure knowledge base, which stores knowledge in the
form of real-world entities and their relationships. The term Knowledge Graph becomes
widely known because of the release of the Google’ s Knowledge Graph in 2012 [3].
Recently, the KG term gradually gains the attention from many researchers, especially
in the semantic web community, because the main concept behind KG is the Linked
Data concept [4], which is the major technology for the semantic web. The Linked Data
concept was introduced by Tim Berners-Lee to provide a standard method of publishing
and connecting the data on the web [5]. The idea of Linked data comes with the growth
of the data on the web since the web technology also evolved by the time. In the past,
Web 1.0 as the static web provided the read only content, while more recent, Web 2.0
as the dynamic web allowed users to interact and engage with the activity on the web
directly [6]. Currently, huge efforts have been used to put forward from Web 2.0 to Web
3.0. In Web 3.0 or the semantic web, the technology not only allows humans to consume
and provide the content similar to Web 2.0 but also enables the machines to do as well

[7]. The principles of Linked Data [5] are defined as follows:

e Things should be represented by Uniform Resource Identifier (URI).

e Things should use HT'TP URI so that people or an agent can dereference the name
of such things .

e The data should be published under Resource Description Framework (RDF),
specifically in the form of a triple (Subject, Predicate, Object) .

e Links between things should be provided to enhance discoverability among things.
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FI1GURE 1.1: An Example of knowledge in Knowledge Graphs

Based upon these principles, knowledge in KGs has been connected with other knowledge

as the web of the data.

Since Linked Data enables connection between several KGs, a machine could use knowl-
edge in a KG by querying over structured links. For example, if a thing in the KG
A connects to its identical thing in the KG B, the information of such thing in the
KG A could be enriched by its connected links. As a result, another perspective of
knowledge will be discovered. In Figure 1.1, an example of knowledge in KGs is il-
lustrated. In the example, knowledge in three KGs: GeoName, DBpedia and YAGO,
are connected. Consequently, we could query over KGs to find what we are looking
for. For example, we could find the school where “Barack Obama” graduated from, by
querying the entity “dbr:Barack_Obama” in DBPedia. Althouhg DBpedia do not con-
tain the answer, by travsing in the structure links between KGs, we can find the answer
“yago:Harvard_Law_School” in YAGO. This demonstration explicitly shows that KGs

are extremely rich knowledge resources.

Recently, immense efforts have been put to construct wide-ranging KGs [2]. Currently,
there is the ongoing project, which aims to construct KGs, named the Linked Open
Data (LOD) cloud [8]. The LOD cloud is a set of KGs that haven been openly published
and provided links among them. The LOD cloud project started in 2007 and over the
past years its growth is dramatic. Recently, there are more than a thousand of KGs,
contain more than a billion of knowledge in the form of RDF triples, (subject, predicate,
object)[9]. KGs in the LOD cloud are categorized into nine domains: cross-domain,

geography, government, life science, linguistic, media, publications, social networking
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FIGURE 1.2: The Knowledge Graphs in Linked Open Data Cloud Project [§]

and user-generated content as shown in Figure 1.2. Some of well-known KGs in the
LOD cloud are DBpedia [10], Freebase [11] and YAGO [12].

Such KGs play an important role in many advanced applications such as a question and
answering system, a quiz generation system, a search engine and etc [13]. For example,
question and answering systems [14, 15], have used KGs as the prior knowledge to
answer a specific question given by a user. A quiz generation system uses the knowledge
in KG to formulate a question and choice for a user to answer [16]. Search engines
[3, 17] use KGs to understand the concept of search keywords to transform a text-based
search engine into a semantic-based search engine, which can semantically understand
a user’ s query. Apart from the open-domain KGs, several specific domain KGs such
as Bio2RDF[18] and Neurocommons [19] have been used to support decisions in the life
science domain applications. As a result, KGs become the prominent resource for many

modern artificial intelligent systems.
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1.2 Motivation

Since KGs play an important role in many modern applications as prior knowledge, many
researchers, especially in areas of the semantic web and the natural language processing,
pay a huge attention to construct and populate knowledge into KGs. In recent years,
there are existing KGs such as DBpedia, Freebase, YAGO and etc. However, new
knowledge regularly emerges everyday. Consequently, the current KGs gradually become
obsolete and some knowledge in KGs may not be useful in the future. Considering the
fact about president of the United State in 2017 as an example, if KGs are not updated,
the knowledge about the president of the United State provided by KGs is “Barack
Obama” . Nevertheless, in 2017 a new president of United State “Donald Trump” is
elected. The knowledge about the president of the United State in KGs becomes out
of date. Consequently, when we search for the president of the United State, we could
retrieve “Barack Obama” as the result, which becomes inappropriate in the current
context. Another example is that suppose a new movie is going to release very soon,
KGs might not be able provide information about such movie because knowledge about
such information is missing. As a result, such KGs become not useful. Therefore, it is
necessary to populate new knowledge to existing KGs in order to keep the existing KGs

up to date.

Generally, most of new knowledge have been published as natural language text on the
web and such trend is dramatically growing faster than the growth of KGs [20]. Since
such natural language text has been published on the web, we can access to them easily.
Nevertheless, natural language text has been traditionally treated as string, which cannot
be explicitly interpret any meanings or do not contain schemas or any links to any KGs.
Moreover, due to language complexity, which relates to the structure of the language, it
is not feasible for a machine to understand knowledge in natural language text directly.
Furthermore, a publisher usually publishes natural language text by using his/her own
vocabulary. It leads to the heterogeneous problem, where an identical real-world thing
could be represented by many representations. Based on these reasons, a large amount
of natural language text cannot be straightforwardly transformed into a KGs and so is

left as natural language text.

Furthermore, although a human can directly consumes natural language text, a machine
cannot make much use of such knowledge in form of natural language text. The main
reason is that a machine cannot understand a concept or a meaning in natural language
text. Consequently, a machine loses an opportunity to use rich knowledge resources,
which is left as natural language text. Due to advantage of KGs, it is therefore essential to
transform natural language text to KGs so that a machine can also utilize the knowledge

more efficiently and effectively.
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Knowledge Integration

A= . <8,,P,0> Entity Linking %@
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Natural Language Text

Predicate Linking Generated Knowledge Graph

Knowledge

FI1GURE 1.3: The General Work Flow of the Knowledge Graph Population

The main interest of this research therefore is to populate knowledge from natural lan-
guage text to existing KGs. The big picture of the KG population is depicted in Figure
1.3. In the work flow, knowledge is extracted from natural language text and then inte-
grates to existing KGs. In this research, we mainly focus on the knowledge integration
part, including entity linking and predicate linking, as well as the KG population. Those

three problems are described as follows.

Knowledge Graph Population is to extend knowledge in existing KGs by extracting
new knowledge from natural language text. However, due to the complexity of natural
language text and heterogeneity of vocabularies, populating KG becomes one of the
challenging problem for the semantic web community. Generally, natural language text
that is interested in this dissertation is the open domain. Although there are many
approach proposed to extract knowledge from natural language text, the integration,

Entity Linking and Predicate Linking, still have not been solved.

e Entity Linking

Entity Linking is to find a link between identical entities. When extracting an
entity from natural language text, the extracted entity might be ambiguous. For
example, the Washington entity could refer to a person or a place due to the
context that the entity appear in. In contrast with an entity from natural language
text, an entity in KGs is ideally unique for each real-world object because the KG
entity is represented by URIL. If we could map the extracted entity to the entity
in KG, it will eliminate the ambiguity of the entity due to an identity of URI.
Furthermore, if the entity from natural language text could be mapped to the
entity in the KG, it means that the entity could be enriched in two ways. In one
way, the entity in the KG is enriched by information from the extracted entity.
In other way, the entity from natural language text is also enriched by knowledge
from KGs.

Although there are many studies proposed the method for linking between entities,
linking an entity to KGs in our problem is different from the standard entity

linking. Linking entity to KGs becomes a challenging problem because of the

6
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continuous growth of KGs. When the LOD cloud project started in 2007, there
are only 12 KGs, while currently there are more than 1,000 KGs [8]. Due to a large
number of KGs, we could not know which KGs contains an identical entity for the
extracted entity from natural language text. As a result, some entities could not
be linked to KGs. To link an extracted entity to KGs, we should consider multiple
KGs so that an identical entity could be discovered. To the best of our knowledge,
entity linking to multiple KGs is not addressed yet.

e Predicate Linking

Predicate Linking is to find a link between identical predicate. When extract-
ing a relation between entities from natural language text, the relation, which is
the predicate in this context, might be heterogeneous. For example, the relation
“birth place” may represented by “was born in” or “the place of birth”

and etc. Linking predicate to its identical predicate in KGs plays an crucial role
for utilizing KGs, because it could reduce the heterogeneous problem and could

increase searchability over KGs.

However, linking predicate from natural language text to KGs predicate differs
from the simple predicate linking because there is no any schemas provided for
the predicate extracted from natural language text. It also leads to the sparsity
of text, in which the necessary patterns is missing. As a result, the traditional
approach, which used the statistical patterns, could not achieved the reasonable

results. Therefore, predicate linking without schemas still remains unsolved yet.

In this research, this KG population takes the knowledge integration issue into account.
The knowledge integration is to connect a new knowledge to existing knowledge. Con-
sequently, the knowledge integration aims to increase the compatibility of knowledge in
existing KGs and to reduce the heterogeneous problem. If the knowledge integration dis-
cards, the new knowledge is populated as an isolated KG. Although we can acquire new
knowledge in the new KG, the existing KGs yet are obsolete. Therefore, the knowledge
integration should taken into consideration so that the existing KGs can still remain

up-to-date.

1.3 Contribution

To address and solve the research problems above, we propose one main framework and
two sub-frameworks. The problem and its corresponding framework are listed in Table

1.1. The contribution of each component are presented in the following.
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TABLE 1.1: Research Problems and Corresponding Frameworks

Research Problems Corresponding Frameworks
Entity Linking HMiLDs
Predicate Linking HRSim
Knowledge Graph Population T2KG

e HMIiLDs [21, 22]

HMiLDs is a heuristic framework for mapping entity to multiple KGs. The basic
idea of HMiLDs is to directly map entities to one particular KG and then gradually
expand a search space for discovering identical entities to other KGs in order
to find other identical entities. Due to a large amount of entities in KGs, an
expansion strategy and a heuristic function for limiting the expanding search space
are designed into the framework. The framework could successfully map entities to
the KG by increasing the coverage. The heuristic function in the framework could
efficiently limit the expansion space to a reasonable space. Based upon the limited
expansion space, the framework could effectively reduce the number of candidate

pairs without affecting any performances.

e HRSim [23-27]

HRSim is the framework for mapping predicate to a KG. The idea of HRSim is
to combine a rule-based approach and a similarity-based approach as the hybrid
system for mapping predicate. The rule-based approach is a highly accurate ap-
proach but required massive of training data to construct rules. In contrast, the
similarity-based does not required much data but the performance of the similarity-
based might not be good enough when textual string is significantly different. We
propose the hybrid combination between a rule-based approach and a similarity-
based approach to gain advantages of each approach. Also, the similarity-based
approach greatly relies on similarity measure. In the similarity-based approach,
we propose a novel vector-based similarity measure. Our novel vector-based simi-
larity measure outperformances other standard similarity measures. Furthermore,
HRSim could perform better than the rule-based approach in the predicate linking
task.

o T2KG [23, 26]

T2KG is the framework for automatic populating knowledge from natural language
text to KGs, where entity mapping and predicate mapping are taken into account.

The experimental results demonstrate that the T2KG framework can successfully

8
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generate a KG from natural language text. Although KG creation in this study
is conducted in open domains, the T2KG system still achieves approximately 50%
in both quality and quantity of triples generated for creating the KG. In addition,
the empirical study on the knowledge population from text is investigated. The
experimental results indicate that T2KG can successfully populate new knowledge

from text to DBpedia.

In conclusion, we propose T2KG: the framework for automatic generating Knowledge
Graph from natural language text, where entity mapping and predicate mapping are
taken into account. In the framework, two sub-frameworks, namely HMiLDs and HRSim,
are proposed for dealing with entity mapping and predicate mapping respectively. A
Heuristic expansion framework for Mapping Instances to Knowledge Graph data sets
(HMiLDs) is the framework for mapping entity to multiple Knowledge Graph resources,
while a Hybrid combination of Rule-based approach and Similarity-based approach
(HRSim) is the framework for mapping predicate to predicates in existing Knowledge
Graph.

1.4 Outline

In this dissertation, there are 7 chapters. The remaining of our dissertation is organized

as follows.
Chapter 2: Fundamentals and Related Work

This chapter presents the fundamentals about KG, knowledge representation and world
assumptions. Then, the related work on KG construction, KG completion and KG
integration are reviewed and discussed respectively. Later, we further discussed and
surveyed on KG integration topics including, entity linking, predicate linking as well as
the similarity measurement that frequently uses in the KG integration task. Finally, we

discussed and identified the remain issue before concluding the chapter.
Chapter 3: Entity Linking - HMiLDs

This chapter presents the details of the HMiLDs for the entity linking in multiple KGs.
In the chapter, the objective of the entity linking problem is further described. Then,
the details of components of the HMiLDs framework are given. Next, the experiments
are conducted to investigate each component of the HMiLDs framework as well as the

whole framework. Finally, we discuss and summarize the HMiLDs framework.
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Chapter 4: Predicate Linking - HRSim

This chapter presents the predicate linking task for populating knowledge to an existing
KG. In the chapter, the objective of the predicate linking task is given. Then, the details
of the HRSim framework for solving this predicate linking problem are introduced. Next,
the experiments are conducted and the results are reported. Eventually, we conclude

this chapter with the summary of the HRSim framework.
Chapter 5: Knowledge Graph Population - T2KG

This chapter introduces T2KG: the framework for automatic generating Knowledge
Graph from natural language text, where entity mapping and predicate mapping are
taken into account. In this chapter, the details of the T2KG framework are presented.
Next, we report the comparison with the baseline approach and the empirical experi-
ments on how well the new knowledge can be populated to existing KGs. Finally, we

summarize the T2KG framework.
Chapter 6: Discussion

This chapter discusses the achievement what we accomplished by the proposed frame-
work, including HMiLDs, HRSim and T2KG. Then, the scope, the limitation and the

discussion of each framework are presented respectively.
Chapter 7: Conclusion

In the last chapter, we summarize the dissertation and discuss about the future direction

of the research on knowledge graph population.
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Chapter

Fundamentals and Related Work

In this Chapter, we presented fundamentals of KG and related terms as well as their
formal definition in Section 2.1.1. Then, the representation of KG and the assumptions
of the KG were discussed in Section 2.1.2 and Section 2.1.3 respectively. In Section
2.2, we reviewed and discussed the KG construction approaches and methods of each
approach were presented in the following sub-sections. After that, the KG completion
was discussed in the Section 2.3. Next, the survey on KG integration was reviewed and
discussed in Section 2.4. In the following sub-section (Section 2.4.2), KG resolution,
including entity linking and predicate linking, and several similarity measurements that
widely used for KG integration were presented. Finally, We discussed the remained

issues and summary this chapter in Section 2.5 and Section 2.6 respectively.
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2.1 Knowledge Graph

Many studies use the term of Knowledge Graph in many ways [2]. Although, in the
previous chapter, we presented the background and necessity of Knowledge Graph and
many related technical terms, their definitions are still not clearly clarified yet. We are
therefore going to formally define the terms and give some further backgrounds and

fundamentals for Knowledge Graph as follows.

2.1.1 Knowledge Graph Definition

Knowledge Graph is a graph-based knowledge base, which model knowledge between

entities and relations [13]. Its definition can be formalized in the following definition.
Definition 2.1. Knowledge Graph

A Knowledge Graph KG = (V, E), where V is a set of vertices and E is a set of edges
with a label. A vertex or a node in KG is an entity, while a labelled edge in KG is a

relation.

e Entity is a vertex or a node in KG, which represents a unique real-world object.

Note that, a description of the entity, referred as literal, can also be a node in KG.

e Relation is an edge with the label in KG, which express relationship between

entities or between an entity and its description.

2.1.2 Knowledge Graph Representation

Knowledge Graph is represented by the Linked Data concept [13]. In the Linked Data
concept, the Resource Description Framework (RDF) is a standard model for publishing
Linked Data [5]. It uses to describe the information and their relations and also make
data become interchangeable [5]. The specification of RDF is introduced by W3C Rec-
ommendation (RDF 1.1 Concepts and Abstract Syntax) [27]. In the RDF specification,
the key concept is a RDF graph, which is a collection of RDF triples. A RDF triple
consists of a subject, a predicate and an object. A subject and an object are treat as a
vertex, while a predicate is considered as a relation. The direction of the edge is used to
identify which vertex is the subject and which vertex is the object. The edge of a RDF
triple points out from the subject and points into the object. An RDF triple therefore
can be viewed as a directed graph, which composes of two vertices and one directed

edge, as shown in Figure 2.1.
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FIGURE 2.1: RDF Graph Representation [27)

Furthermore, the RDF specification [27] defines three kinds of resource representations:
Internationalized Resource Identifier, literal and blank node. Such representations are
used to describe an element of a RDF triple. Note that, based upon our observation on
many KGs, a blank node is usually ignored because the blank node does not provide
any meaning and makes representation of a KG become more complicated. Therefore,

in our study, the blank node is not covered.

Internationalized Resource Identifier (IRI) is a unicode string that comply the
RFC standard and it uses to identify a resource as a unique identifier so that the resource
could be referred [27]. A unique resource identifier (URI) and a unique resource locator
(URL) are subset of IRI. Also, IRI also is a generalization of URI [9] since it supports

wider range of the encoding characters [27]. The examples of IRI are as follows.

Organization A

http://www.organizationA.org/resource/Global Business
http://www.organizationA.org/resource/Smith

http://www.organizationA.org/termfemployedDate

Organization B

http://www.organizationB.org/resource/Smith

In these examples, the real-world entity, the person named “Smith” , is represented by
the IRI http://www.organizationA.org/resource/Smith. In the RDF specifica-
tion [27], W3C recommended to use IRI, which begin with “http:” to identify the entity
so that a unique entity can be identify. For example, “Smith” who works for the Or-
ganization A can be denoted by http://www.organizationA.org/resource/Smith,
while the other “Smith” who works for the Organization B can be represented by
http://www.organizationB.org/resource/Smith. Note that although a IRI begin
with “http:”, it is not necessary to have the actual resource on the networks or the Inter-
net. In our study, we mainly use URI, which is a part of IRI, to represent the resource
as the same manner of many research on KGs. Therefore, the remainder of the paper

uses the term URI to represent the resource identifier for an entity or a relation.

Due to the long length of a URI, RDF allow to shorten a URI by defining a prefix for the

particular namespace. From the examples above, we show to define prefixes as follows.
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Prefix

@prefix orgA-res: http://www.organizationA.org/resource/
@prefix orgA-term: http://www.organizationA.org/term#

@prefix orgB-res: http://www.organizationB.org/resource/
Based on above prefixes, we can shorten above example URIs as follows.

Organization A

orgA-res:Global_Business
orgA-res:Smith

orgA-term:employedDate

Organization B

orgB-res:Smith

Literal is a string used to identify a value. There are two types of literal: untyped and
typed. On one hand, untyped literal is a string without identify type of the literal; in
consequence, the untyped literal can be any string, e.g. “Smith””, “May 2017”7, “1.23”
and “+481-1-2345-6000”. On the other hand, typed literal is a string with the datatype
can be identified. The datatype are string types such as language number, digit, date,
etc. Since there are many types, it is necessary to identify the dataype of typed literal.
In order to identify the datatype of typed literal, the extension of the markup are used

to specific as shown the following examples.

"John Smith"@en represents John Smith as in English
"2017-06-01"""xsd:date represents the date on 1%¢ June 2017
"12345"""xsd:integer represents 12345 as an integer

Due to the characteristic of a RDF triple as shown in Figure 2.1, a resource representation
that can be used to describe each element of a RDF triple, is therefore depended upon

the position, which is a subject or a predicate or an object, of the element.

e Subject : The subject can be represented only by a URI. Since the subject is
the entity. it need to be identified as a unique resource, which is only represented
by URI.

e Predicate : The predicate is also expressed by a URI. As shown in Figure 2.1,
a predicate is a edge with its label. Different relations therefore can be expressed

by different types of labelled edges.
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subject

TABLE 2.1: Examples of RDF triples

predicate

object

OorgA-res:

OorgA-res
OorgA-res
OorgA-res
OorgA-res

orgB-res

Smith
:Smith
:Smith
:Smith
:Smith

:Alice

"John Smith"

orgA-term:employedDate

orgA-term:name

orgA-term:employedDate
orgA-term:name
orgA-term:department
rdf:type

owl:sameAs

dbo:spouse

A
rdf:type

"2017-06-01"""xsd:date
"John Smith"
orgA-res:Global_Business
dbo:Person
orgB-res:Smith

orgB-res:Smith

orgB-res:Alice

dbo:spouse

Y

2017-06-01~"xsd:date ‘ V

e Object :

orgA-res:Global_Business

orgA-term:department

owl:sameAs
orgA-rem ik > @@

FIGURE 2.2: An Example of RDF Graph

The object can be a URI or literal. In contrast with the subject, an

object is a information that fulfil the relation with its subject. Therefore, object

allows the representation as URI or Literal. If it is URI, it express the relation

between entities, subject and object. In case of literal, it describe the detail for

subject, known as its description.

To demonstrate RDF triples and their corresponding RDF graph, an example of RDF
triples are listed in Table 2.1. Based on the RDF triples in Table 2.1, KGs can derived

as shown in Figure 2.2. Note that, in Figure 2.2 a ellipse uses to represent a URI as an

entity, while a rectangle uses to denote and literal. A label on an edge uses to represent

relation in the form of URI.
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2.1.3 Knowledge Graph Assumptions

Based on the survey[13], the interpretation assumptions are required so that knowledge
in KGs can be understood. In KGs, the relationships between entities and their descrip-
tion are store as knowledge, formally known as fact triples. It is obvious that a KG is
incomplete. Therefore, non-existing triples in KGs have to be defined. Generally, there
are two different assumptions: closed world assumption and open word assumption,

which use to interpret the meaning of non-existing triples.

e Closed World Assumption : Closed world assumption simply assumes that
non-existing triples imply relationships between entities are not existed. In other
word, it assumes that knowledge in a KG is already completed. Although this
assumption reduce complexity of the incomplete problem of a KG, its usage is
extremely limited. Considering an extreme case shown in Table 2.1, there is no
relation between orgB-res:Alice and dbo:Person. Based upon this assumption,
it conclude that “Alice is not a person”. Based on closed world assumption, it is
correct; however, in fact, it is still not possible to conclude in this stage because

of the lack of knowledge.

e Open World Assumption : Open world assumption supposes that non-existing
triples cannot be interpreted and be treated as unknown. Considering the same
example with the closed world assumption, there is no relation between orgi-
res:Alice and dbo:Person. Under the open world assumption, we cannot con-
clude “Alice is not a person”. Instead of that, we conclude that “Alice may be or

may be not a person”.

In RDF triples and the semantic web, open world assumption are generally made so that
we can fulfil the knowledge with the new acquired one. However, close world assumption
frequently use for learning the model for complete the knowledge graph such as negative

sampling method [13].

2.2 Knowledge Graph Construction

Knowledge Graph Construction is to collect knowledge and build a KG from such knowl-
edge. The approach for knowledge graph can roughly categorize into three approaches:
1) the manual approach, 2) the semi-automatic approach and 3) the automatic approach.
In the manual approach, a KG is manually created by mainly using a human effort. In

the semi-automatic approach, human efforts are put to craft rules or patterns so that
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a KG is automatically constructed. In the automatic approach, a KG is automatically
generated by using various of techniques, which reduces the human intervention. The

further details and well-known projects for each approach are listed as follows.

2.2.1 Manual Approach

In the manual approach, triples are manually gathered and integrated in order to build
a KG. There are two popular methods: curated method and collaborative method, for
the manual approach. In the curated method, a KG is built by a closed group of experts
while in the collaborative method, a KG is crafted by an open community. Each method

is presented in the following sub-sections.

2.2.1.1 Curated Method

The curated method usually aims to build a specialized KG for some specific purpose
because this method require a huge effort from human to build a KG. Furthermore, in
the curated method a KG is built by using a closed group of experts. Such group of
experts collect knowledge from a specific data resource and comply such knowledge to
produce the KG. Example projects for the curated method is present in the following
list.

e Cyc/OpenCyc [28]

Cyc/OpenCyc is one of pioneer projects for constructing KG, former known as
knowledge base. The aim of the project is to establish, collect and assemble on-
tology and ontology of common sense knowledge in daily life so that an intelligent
agent or system can utilize such knowledge in Cyc/OpenCyc for reasoning in tar-
get applications. In this project more than million of axiom have been manually
collected by a Cycorp Inc., which is a company investing to create a large-scale
knowledge base [28]. Here, we presented some usage of knowledge. Some examples
of knowledge in this project are “every tree is a plant” and “every plant dies
eventually” [29]. Such knowledge, refereed as rules, can be used for inferencing
and reasoning in order to discover a new knowledge. For example, if we known that
cherry blossom is a tree, based on the example rules, we can entail that “cherry

blossom dies eventually” .

e WordNet [30]

The WordNet project aims to construct a KG, which is also known as lexical

resource. In WordNet, a collection of lexicon and their semantic relationship are
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stored as knowledge. Fundamentally, there are six main semantic relationships

between lexicons in the KG as follows [30].

— Synonymy is the relationship which identify the identical semantic relation-
ship between lexicons. For example the lexicon “good” and the lexicon “well”

holds the synonymy relation because their meanings are identical.

— Antonymy is the relationship that describe the opposite semantic relation-
ship between lexicons. For example the lexicon “good” and the lexicon “bad”

holds the antonymy relation because their meanings are opposite.

— Hyponymy and Hypernymy are the relation that identify subset and
superset between lexicons respectively. Sometimes, these relationships refer
as is-A relation. For example “Dog” is a hypernym of “Animal”, because every
dog is a kind of animal. Here, Hyponymy and Hypernymy are considered as

a semantic relation (is-A) because they are inverse of each other.

— Meronymy and Holonymy are the relation that describe the partOf and
is-partOf relationship between lexicons respectively. For example, given the
lexicon “’door’ is a meronym of “house”, it can be interpreted as “door is a
part of house”. Consequently, this relation frequently refer as partOf rela-
tion. Here, Meronymy and Holonymy are considered as one semantic relation

because they are inverse of each other.

— Troponymy is a relation that present co-occurrence between lexicons. For
example, “to bite” is a troponym of “to eat” since the activity “to bite” is

doing “to eat” in some manner.

— Entailment is a relation that infer the one lexicon cause the result to the
other one. For example, “to cry” is entailed by “to tears flow” because when

crying, your tears must flow.

WordNet is the linguistic domain lexicon resource, which contain many relationship
between lexicons. Therefore, the construction process needs a group of experts in
the linguistic domain to collect and build this KG so that the quality can be
controlled. Recently, WordNet becomes the most valuable KG resource for the
linguistic community. Therefore, it is widely used in many Natural Language

Processing (NLP) applications [31].

e UMLS [32]

The Unified Medical Language System (UMLS) project is also a specialized domain
KG. It aims to construct the KG regarding the biomedical-related domain. Also,
the project developed by a expert group at US National Library of Medicine [32].

In the UMLS project, more than ten million of triples relationship among almost
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million concept are stored in the repository. Both ontology and taxonomy are

integrated from various sources by the creator group.

As shown in the above projects [28, 30, 32], the curated method mainly purpose for the
specific target for specific purpose. Moreover, the limitation of this method is that it
requires the curator in the group to collect, manipulate and update the knowledge in
a KG. Although the curated method can create the small portion of knowledge for the
specific purpose, it consume a lot of resource such as time, human efforts. Specifically, in
the large-scale project like Cyc/OpenCyc. The time estimation for complete the project
is more than 350 man-years (as estimated in 1986) [33]. However, the new knowledge

emerge very. As a result, we can not accurately estimate time.

2.2.1.2 Collaborative Method

The collaborative method aims to manually build a KG by people similar to the cu-
rated method. However, instead of a closed group of experts, the collaborative method
allows an open community to collect knowledge and create a KG. This collaborative
method is known as crowdsourcing [34]. In crowdsourcing, online communities play a
significant role in the KG construction process. Conventionally, an existing platform is
published online so that Internet users, who are interest in contributing to the project,
can access and help the community to create a wide-range of KGs. Two examples of the

collaborative method project are presented as follows.

e Freebase [11]

Freebase is one of primary large-scale collaborative KGs, which allows any Inter-
net users to manipulate knowledge in the project directly. Basically, the Free-
base project acquired knowledge from several online data sources for constructing
knowledge in the structured format. Two main data sources are harvested from the
online structure data resources and user generated content. The online structure
data is a data that available online in the structure form such as Wikipedia. A user
generated content source is the source, where any Internet users create the content
and added them to Freebase. Nowadays Freebase compose of million knowledge
because it started in 2007; however, the project was announced to shutdown re-
cently [35]. Currently, Freebase remains still accessible; but, the project was set as
read-only. This means that any new knowledge or content cannot be added to the
project and any users cannot contribute to the project. Fortunately, knowledge of
this project is migrated to Wikidata, which is also the collaborative with the same

manner as freebase. The detail of Wikidata is presented in the following project.
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e Wikidata [36]

Wikidata is an open KG project that enables Internet users to add, remove and
update knowledge in the same manner when the Freebase project was active. Wiki-
data as the sister project of Wikipedia stores the knowledge in the form of structure
data and provide API to online community so that the communities can get in-
volved with the project [36]. This idea is similar to Wikipedia project, where any
individual user can provide or manipulate content on a Wikipedia page. Many
users or parties can collaborate together to create knowledge in Wikidata project
as the crowdsourcing. Also, the Wikidata project is an open access project, which
mean that any users can freely collaborate with the community. Thanks to crowd-
sourcing aspect, more than 25 million knowledge are included into the Wikidata

project.

Comparing with the curated method, the scalability of the collaborative method are far
better because of open communities. Although, the collaborative method can create very
rich KG, the correctness of KG is still an issue. Any individual can directly manipulate
the knowledge graph. Thus, we cannot ensure the quality of the knowledge of the KG.
Furthermore, there is no quality measurement in the Wikidata [36]. Moreover, the
scalability in the manual approach could be partly solved by the collaborative method.
Still, knowledge emerge everyday. Therefore, we needs the approach that can done
automatically or use less human effort in order to deal with the practical situation in

the big data era.

2.2.2 Semi-automatic Approach

In the semi-automatic approach, hand-crafted rules or regular expression rules are man-
ually defined and then such rules are used to automatically extract knowledge from
structure data in order to generate triples of a KG. Well-known KG projects, which
apply the semi-automatic approach are DBpedia, YAGO and Freebase. The details of

each project are in the following list.

e DBpedia [10]

DBpedia is the project to construct a KG by extracting knowledge from structure
content, specifically Wikipedia. Wikipedia is a free online encyclopaedia platform
that allows any individual users to collaborate each other for creating the web
content. In Wikipedia, a user can add update and remove content on the project
directly. Also, one of the advantage of Wikipedia is that a number of hyperlink

among pages are fruitful. Currently, there are many content on Wikipedia since
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served as president, as well as the first born outside the contiguous United States. He previously served in the U.S. Senate
representing lllincis from 2005 to 2008, and in the Illinois State Senate from 1997 to 2004.

Obama was born in Honolulu, Hawai, two years after the territory was admitted to the Union as the 50th state. He grew up mostly in
Hawaii, but also spent one year of his childhood in Washington State and four years in Indonesia. After graduating from Columbia
University in 1983, he worked as a community organizer in Chicago. In 1988 Obama enrolled in Harvard Law School, where he was
the first black president of the Harvard Law Review. After graduation, he became a civil rights attorney and professor, teaching
constitutional law at the University of Chicago Law School from 1992 to 2004. Obama represented the 13th District for three terms in
the Ilinois Senate from 1997 to 2004, when he ran for the U.S. Senate. Obama received national attention in 2004, with his
unexpected March primary win, his well-received July Democratic National Convention keynote address, and his fandslide November
election to the Senate. In 2008, Obama was nominated for president, a year after his campaign began, and after a close primary
campaign against Hillary Clinton. He was elected over Republican John McCain, and was inaugurated on January 20, 2009. Nine
months later, Obama was named the 2009 Nobel Peace Prize laureate:

During his first two years in office, Obama signed more landmark legistation than any Democratic president since LBJ's Great
Society. Main reforms were the Patient Protection and Affordable Care Act (often referred to as "Obamacare"), the Dodd—Frank Wall
Street Reform and Consumer Protection Act, and the Don't Ask, Don't Tell Repeal Act of 2010. The American Recovery and
Reinvestment Act of 2009 and Tax Relief, Unemployment Insurance Reauthorization, and Job Creation Act of 2010 served as
economic stimuius amidst the Great Recession, but the GOP regained control of the House of Representatives in 2011. After a
lengthy debate over the national debt limit, Obama signed the Budget Control and the American Taxpayer Relief Acts. In foreign
policy, Obama increased U_S. troop levels in Afghanistan, reduced nuclear weapons with the U.S.-Russian New START treaty, and
ended miltary involvement in the Iraq War. He ordered military involvement in Libya in opposition to Muammar Gaddafi, and the
miltary operation that resulted in the death of Osama bin Laden

After winning re-election over Mitt Romney. Gbama was sworn in for a second term in 2013. During his second term, Obama
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Afikaans 2011 withdrawal from Irag, continued the process of ending U.S. combat operations in Afghanistan, promoted discussions that led to January 8, 1997 — November 4,2004
Alemannisch the 2015 Paris Agreement on global climate change, initiated the sanctions against Russia following the invasion in Ukraine. Preceded by  Alice Palmer
A brokered a nuclear deal with Iran, and normalized U.S. relations with Cuba. Succeeded by Kwame Raoul
ZEnglisc g
Amcwea Obama left office in January 2017 with a 60% approval rating %14l He currently resides in Washington, D.C. His presidential library Personal details
* ypal will be built in Chicago. Born Barack Hussein Obama Il
A Augustd, 1951 (age 55)
) Contents [ide] Honoluly, Hawaii, U.S.
Ametan 1 Early life and career Political party  Democratic
* TTTE 1.1 Education Spouse(s)  Michelle Robinson (m, 1992)
Asturianu 1.2 Family and personal fife Children Malia

FIGURE 2.3: The sample screenshot of the Wikipedia page [37]
Wikipedia implement on the crowdsourcing method to gather the content. In
Figure 2.3, the snapshot of the example of the Wikipedia page is presented. As
shown in the figure, a Wikipedia page consists of two main parts: 1) description
text and 2) infobox. The description text is text which given finer details about
the pages, while the infobox provided the significant information of the page in

the well-defined structure format.

DBpedia, as categorized in the semi-automatic approach, mainly extract knowl-
edge from an infobox and some structure markup of the Wikipedia such as abstract
or links. The process of the extraction is straightforward. In the process, an en-
tity and a relation are extracted. For an entity, the URI representing the entity
of the page is construct under the namespace of DBpedia (dbr:). For example,
considering the example Wikipedia entity “Barack_Obama” in Figure 2.3, the URI
representation that corresponded to this entity is dbr:Barack_Obama. For a re-
lation, properties are extracted under the namespace of DBpedia (dbo: or dbp:)
in the same manner of entities from the infobox of the Wikipedia page. For exam-
ple, “Born” in the infobox in the example is extracted and then by applying the
rule, “Born” is mapped to the property dbo:birthDate or dbo:birthPlace
of DBpedia. Note that, the difference between dbo: and dbp: is that dbp: is
a direct map from the infobox without integrating into DBpedia ontology, while

dbo: resolves the integration problem.
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&Wpetia @ Browse using ~ K Formats ~ (% Faceted Browser (% Spargl Endpoint
About: Barack Obama

An Entity of Type : cargo pA®blico, from Named Graph : http:#/dbpedia.org, within Data Space : dbpedia.org

Barack Hussein Obama |l (Acerca de este sonido [ba ra'k hu:'sein e ba:ma] en inglés americano; Honalulu, 4 de agosto
de 1961), conocido como Barack Obama, es el cuadragésimo cuarto y actual presidente de los Estados Unidos de
Ameérica. Fue senador por el estado de lllinois desde el 3 de enero de 2005 hasta su renuncia €l 16 de noviembre de
2008. Ademas, es el quinto legislador afroamericano en el Senado de los Estados Unidos, tercero desde la era de
reconstruccién. También fue el primer candidato afroamericano nominado a la presidencia por el Partido Demécrata y es
el primero en ejercer el cargo presidencial.

Property Value
dbo:birthDate = 1961-08-04 (xsd:date)
dbobirthPlace = dbrHawaii

= dbr’HONOIUIU

dbo nationality = dorAmericans

dbo-0ffice = 44thPresident of the United States
dbo-party = dorDemocratic_Party_(United_States)
dbo predecessor = dorGeorge_W._Bush

= aorPeter_Fitzgerald_(poiitician)

= dbrAlice_Palmer_(politician)

dbo:region = dbrllinois

dbo-religion = dbr Protestantism

daboresidence = apr:Chicago

= aor:Kenwood._Chicago

dbo:seniority = United States Senator
apo'signature = Barack Obama signature svg
aposoundRecording = aorBarack_Obama__4

= dor'Barack_Obama__5
dbo:SpoUse = dorMichelle_Obama

dbo:SUCCESSOr = dor:Roland_Burris
= dor:Kwame_Raoul

dbotermPeriod = dbr:Barack_Obama__1
« dbrBarack_Obama_ 2

« dbrBarack_Obama_ 3

FIGURE 2.4: The sample screenshot of the DBpedia page dbr:Barack_Obama [38]

Apart from the infobox, the extractor of DBpedia also extract the content in the
HTML markup format such as abstract of the Wikipedia page, the Wikipedia links
to other pages, etc. As a result, the DBpedia entity can be created. In Figure, the
snapshot of DBpedia dbr :Barack_Obama, which corresponds to Wikipedia page

“Barack_Obama” is illustrated in Figure 2.4.

Nowadays, DBpedia becomes one of the most important KGs. Because of the
fruitfulness of entities in DBpedia, this KG therefore gains more and more attention
from many KG publishers as well as researcher communities, e.g. semantic web
community, NLP community. Furthermore, due to the quality of DBpedia and
wide-range of language, which DBpedia provided, it becomes the multilingual KG
with the high quality [39]. Consequently, many KGs frequently connect their
knowledge, including entities and relationships, to DBpedia. As a result, DBpedia
becomes the hub of KGs [40].
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e YAGO [12]

YAGO is a project similar to DBpedia. It is extract structure knowledge from
Wikipedia, e.g infobox, category, redirected, and Wordnet, e.g. synset, and Geon-
ame [41] in order to create a KG. The project reports that YAGO contains more
than 1 million entity and 5 million fact connecting such entities. Furthermore, in
the YAGO project, interlinking links between DBpedia and YAGO are provided.
Specifically, YAGO provides links to DBpedia ontology [10] and SUMO ontology
[42]. In the study [12], the empirical evaluation of the correctness of YAGO is
conducted. The result show that YAGO achieved an accuracy of 95%, which is

highly reasonable in the KG construction.

e Freebase [11]

We discussed Freebase in aspect of manual KG construction in previous Section
2.2.1.2. In fact, Freebase also extracted knowledge from the structure resources
such as DBpedia. The idea is similar to DBpedia and YAGO. Freebase derived the
information in the info box of Wikipedia to create the fact triple. Note that, such
create triple are allowed to manually manipulate by an user. Therefore, Freebase
project is the hybrid combination of the semi-automatic approach and the manual

approach.

Although the semi-automatic approach can construct effectively, some information or
knowledge still left on the natural language text. For example, considering the Figure 2.3
and 2.4, the Wikipedia page described the entity “Barack_Obama” contains much more
knowledge than DBpedia provided. This characteristic occurs because DBpedia do not
directly extract information from the unstructured text, specifically natural language

text. Consequently, many knowledge was left as text.

2.2.3 Automatic Approach

In the automatic approach, a KG is directly built from natural language text. An
automatic approach extracts knowledge from natural language text and then creates
the KG by such knowledge. Generally, The process of the automatic approach could
viewed as shown in Figure 1.3. In the automatic approach, there are two main method:
1) schema-based method and 2) schemaless-based method. The schema-based method
populates knowledge as defined in the predefine ontology or vocabulary. In contrast
with the schema-based method, the schemaless-based method extracts the knowledge
directly from the natural language text without a predefine vocabulary or an ontology.

The details of the schema-based method and the schemaless-based method are as follows.
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2.2.3.1 Schema-based Method

The schema-based method aims to build a KG by using a predefine ontology and a finite
set of vocabularies as control constraints. In this method, a set of entities and a set of
relations are defined; specifically relations are fixed by a set of predefine vocabularies.
When extracting knowledge from the natural language text, this method focuses on
extracting the knowledge that corresponding to the given vocabularies. As a result, a
set of vocabularies plays significant role in this method. The details of systems that

categorized into the schema-based method are presented as follows.

e Never-Ending Language Learning (NELL) [43]

NELL is a never-ending learning project, which aims to extract knowledge from the
web [43]. The main idea of NELL is to create a set of triples with its ontology by
gathering information on the Internet. The main concept of NELL is that NELL
will accumulate knowledge over time and due to knowledge acquisition, it become
better and better to learn a new knowledge. In NELL, predefined ontology is
defined and some bootstrapping triples together with a set of constraints, including
domains and ranges of a relation and mutual-exclusion condition, are given to
NELL as the bootstrapping learning data. Such bootstrapping learning data are
used to learn constraints for extracting a new belief. One of the prominent feature
of NELL is that it uses multiple extractors and validators to learn and verify a new
knowledge. This strategy called “couple learning’’ . Specifically, NELL uses one
extractor to support or argue other extractor in order to populate new knowledge
from a set of beliefs. NELL project started since 2010 and has been continuously
running since then. Currently NELL contains more than 50 million candidate

beliefs and more than 3 million beliefs, with high confident as knowledge.

e LODifier [44]

LODifier is a project to generate a KG from unstructured text. In LODifier,
Discourse Representation Structures (DRS) [45] that represents the meaning of a
sentence from unstructured text is extracted by the statistical parser C&C and
the semantics construction toolkit Boxer [46]. Also, many NLP systems, including
NER system, Coreference Resolution system and Word Sense Disambiguation, are
applied and the results are mapped to RDF triples. Furthermore, RDF WordNet
[47] are used as the predefine ontology in order to directly map result, which is a

vocabulary from the synset, to a RDF triple without considering other KGs.
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e KnowledgeStore [48]

KnowledgeStore is a general-purpose system to extract store and manage knowl-
edge. To achieve the goal the system builds on the state of the art NLP applica-
tions, e.g. Tagging system and Coreference Resolution system. The architecture
of this system consists of four layers: 1) resource layer, 2) mention layer, 3) entity
layer and 4) context layer. Each layer of the system designs to deal with resource,
mention, and entity and context. The resource is where an entity is acquired.
Mention is the specific object, which considered in the text, while an entity is a
unique object, which the mention map to. This means that different mention can
map to the identical entity. The context describes the entity based on specific con-
text such as time, location, etc. Based on this architecture, the KnowledgeStore
can well manipulate store knowledge; however, integration of knowledge to other
KGs still does not take into account. As a result, the usage of the knowledge is

very limited to the local KG, e.g. Trentino [48].

e Kriz et al. [20]

Kriz et al.[20] propose transformation of unstructured text to a RDF triple by using
NLP to extract triple and then uses its own ontology to represent an extracted
triple. In their approach, the syntactic structure of a document is exploited by
NLP applications and then the predefine ontology in the study [49] is used as the
schema when populating knowledge. Even though this approach could extract the

entity and the target relation, such entity still do not integrate to other KGs.

¢ Knowledge Vault [50]

Knowledge Vault is a project to build a large-scale probabilistic KG based on the
combination of content extracted from the web documents. In Knowledge Vault,
a predefined ontology, including entity type and predicate, is given as the fixed
schema similar to other approaches. The main diffrence between Knowledge Vault
and other systems is that the noisy during the extraction process is considered; in
consequence, Knowledge Vault become more robust. To extract knowledge, several
extractors are used to gather knowledge from various types of the data, e,g natural
language text, tree (DOM), table, etc. In here, we mainly focused on natural
language text. To extract knowledge in natural langue text, the following processes
are performed. Firstly, entities over all documents are recognized. Secondly, each
entity are resolved and linked to KG by using the NLP suit tool [51]. Thirdly,
the supervise learning technique, named distant supervision [52], is used to learn
the relationship between entities based on the seed triples to find the relationship

between entities.
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Given the predefine vocabularies, it avoid the heterogeneous problem when populating
knowledge; however, the acquire knowledge is very limit due to the condition of predefine
vocabulary. To reduce these limitation, the other method, schemaless-based method,
is proposed to extract knowledge. The details of the schemaless-based method are

described in the following section.

2.2.3.2 Schemaless-based Method

The schemaless-based method, also known as the Open Information Extraction task
[53], aims to build a KG without requiring pre-specified ontology and vocabulary. This
method therefore have to automatically identify arbitrary relations and extract such
relations. In this method, the lexicon plays an important role in the extraction process
because the extraction is performed at lexical level. At the lexical level, there is no
require any schema or vocabularies. As a result, structure of sentences, obtained by a
parsing system, significantly helps this method to extract triples. In the following, the

systems in the schemaless-based methods are presented.

e TextRunner [53]

TextRunner is a scalable open IE system, which extract triples from text and as-
sign probability to each triple. In the TextRunner system, there are three main
components: 1) extractor component 2) Self-Supervised Classifier component and
3) assessor component. The extractor component, namely Single-Pass extractor,
read through the entire documents and separately process each sentence in the
document to produce the extraction results; however this component requires seed
triples, as supervision. The Self-Supervised Classifier component module is devel-
oped to classify whether extracted triples are trustable or not and then trustable
triples are given back to the extractor component as seed triples. The assessor

component validates and judges the probability score for each extraction result.

e Reverb [54]

ReVerb is an open information extraction system that extracts a triple from a
given sentence by using syntactic patterns and lexical constraints. In ReVerb, a
relation phrase is identified by using syntactic patterns and lexical constraints. For
the syntactic patterns, the prior knowledge regarding to the language are provided

«?

such as phrase relation must start with verb and end with the preposition’’
. Such syntactic pattern used to identify useful syntactic to extract triples. On
the other hand, the lexical constraints help to generalize the extracted results.

For example, some relation between entity might be extract with the long phrase
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of relation, meaning that it is too specific. To avoid such problems the lexical
constraints is applied. Then, entities, noun phrase that correspond to relation
phrase are assigned. Finally, the confident score for the extraction triple is given

and is adjusted.

e OLLIE [55]

OLLIE system is an open information extraction system, which has been improved
from ReVerb [54]. The OLLIE system works in similar manner to ReVerb; however,
the OLLIE system can extract more finer details in the local context of a sentence.
ReVerb constraints mainly focused on the main verb of the sentence. As a result,
some latent relation is missing. In OLLIE, patterns are not limited to a main verb
of a sentence or a local context of a sentence. For example, “The President of
United State Donald Trump announce the new regulation”. ReVerb focuses only
the relation “announce”, while OLLIE can extract the “President of United State”

relation.

e Exner et al. [56]

Exner et al. proposed the pipeline system to take natural language, specifically
Wikipedia articles as input and yielded the KG triple as the output. The idea of
the system is to use the state-of-the-art natural language processing tools, e.g. a
semantic role labeler (SRL) and name entity resolution and so on, to extract the
relation from text. Then, the system links extracted entities to KG entities and
determines the statistical pattern of the text predicate and the KG predicate based
on each subject-object pair, and then forms a link between identical predicates.
Since the study used a SRL tool to analyze the relation without the predefined
vocabulary. Therefore, the system has been categorized into the schemaless-based
method. Nevertheless, the knowledge integration with the predefined vocabulary is
applied as well. Therefore, this approach could also be viewed as the schema-based

method.

The schema-based method help us to populate knowledge for the existing KG; however,
we can populate some of knowledge from text. In the schema-less-based method, lexicon
term play an important role in the knowledge extraction process and it is not depended
on any vocabulary; in consequence, the schema-less-based method can populate more
knowledge but there are not much useful because of the heterogeneous problem. In this
research, we aims to take both advantages of the schema-based and schema-less-based

method in order to build the KG with the wide coverage.
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TABLE 2.2: The Summary of the Knowledge Graph Construction projects

Approaches Methods Projects

Curated Cyc/OpenCyc [28], WordNet [30],
Manual UMLS [32]

Collaborative | Freebase [11], Wikidata [36]
DBpedia [10], YAGO [12],

Freebase [11]

NELL [43], Exner et al. [56],
Schema-based | KnowledgeStore [48], Kriz et al. [20],
Automatic Knowledge Vault [50], LODifier [44]
TextRunner [53], Reverb [54],
OLLIE [55], Exner et al. [56]

Semi-Automatic -

Schemaless-based

In this section, we reviewed and surveyed on various approaches and methods in each
approach for the KG construction task. To sum up our discussion so far, we present the

summary of the approaches, the methods and their corresponding projects in Table 2.2.

2.3 Knowledge Graph Completion

KG completion is a task to fill a missing knowledge in KG. As we known that KG
is incomplete, KG completion uses the current structure or knowledge in KG to find
whether there are any other missing relation in KG or not. This task is also widely-
known as Link Prediction [13] since the scenario in the KG completion is that the
missing linkings between entities are predicted. In the KG completion task, there are
many approaches [57-62] proposed so far. A traditional approach for KG completion
is to use association rule to mine to rules for filling the knowledge. In contrast with
the traditional approach, a modern approach use the embedding method to embed an
entity in the KG so that the links between entities can be predicted. In the following
list, AMIE [57], which is a traditional approach, and TransE [59], which is a modern

approach, are presented since they are fundamental of these approaches.

o AMIE [57]

AMIE is a rule-mining system, which extract logical rules, specifically Horn clauses
[63]. The AMIE system design to work on Open World Assumption. If the logical

rules do not contradict with association rules that discover by the system, a triple
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cannot be identify whether it is correct or not. In order to create rules, an efficient
association rule mining algorithm is proposed to deal with the large scale of KG.
One major contribution is to simulate negative triples in KG. Since association
rule mining algorithm requires the negative samples when learning rule, Closed
World Assumption is applied in the association rule learning state. The example
of learning rule is “isDirectedBY (movie, person)” [57]. After acquiring the rules

such rules are used to populate a new triples which not existing in the current KG.

e TransE [59]

TransE is a pioneer research project for KG embedding task. The KG embedding
task is to represent each element of triples in KG into the continuous vector space
as similar in the word representation [64]. After embedding elements in KG in the
distributed representations, such representation can be used to predict the missing
the relation in the KGs. This goal can be accomplished because the objective
function of KG embedding is to try to minimize the error cause by a particular
relation and two entities and maximize the non-existing relation. More Formally,
given a triple (h, 1, t), the main assumption of the KG embedding is that h+1 ~ 7.

Therefore, the objective function of transkE is to optimize Equation 2.1.

minimize | d(h+1,r) — d(h +1',7") | (2.1)
h,r 0 h U !
where (h, [, ) is an existing triple, (h',1’, ') is a non-existing triple, d(-) is a distant

metric, e.g, euclidean distance.

Based upon the inspiration of the TransE method, many studies further investigate
the KG embedding method to tackle with the KG completion task. As a result,
the variation of the TransX models. e.g., TransH[60], TransR[61] and TransG[62],

are proposed.

As discussed above, KG completion is to predict the missing relation between entities in
a KG. Techniques used in this task is totally different from the KG construction. One
prominent aspect is that the KG completion does not get involved with other natural
language text when completing knowledge in a KG. This implies that the external knowl-
edge resources have not been used. Furthermore, KG completion approaches simply find

the missing link; however, for a non-existing entity is out of scope of this research topic.
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2.4 Knowledge Graph Integration

In KG construction, each KG expresses entities and relationship by its own vocabularies.
Consequently, even once knowledge is added to a KG, it cannot be used efficiently due
to the problem of heterogeneity. In the heterogeneous problem, a publisher uses his/her
vocabulary to describe things in his/her KG; in consequence, the inconsistency between
identical things occurs. For example, one may use “placeOfBirth” to express the place
where a person was born, while another may describe the same meaning with other
way, e.g. “birthPalce”. Resolving the heterogeneous problem can increase searchability
over KGs. As a result, we can use KG more efficiently. In this following section, we
discuss the KG resolution problem, including entity linking and predicate linking and
then review the similarity measurements that usually use for solving the KG resolution

problem.

2.4.1 Knowledge Graph Resolution

The KG resolution is to identify identical things between KGs and provide an identical
link between such things of KGs. In the KG resolution task, there are two tasks: entity
linking and predicate linking. The survey on these two tasks are reviewed and discussed

in the following subsections respectively.

2.4.1.1 Entity Linking

Generally, entity linking, also known as instance matching, object co-reference resolu-
tion, object consolidation, duplicate record detection, or entity resolution, is the prob-
lem, which aims to discover two identical objects or records in the same data resource
or between difference KG resources. Due to its necessities, many approaches are pro-
posed. The proposed approaches could roughly divided into two categories: a Domain-

Dependent category and a Domain-Independent category.

In the domain-dependent category, prior knowledge regarding an interested domain or
a schema of a data resource is required. In this category, there are many proposed
approaches such as Silk[65], AgreementMaker[66] and Zhishi.Links[67]. In the Silk ap-
proach, three steps are introduced in order to discover and manipulate the matching
between different data resources. For the first step, a discovery engine computes iden-
tical links between different data resources. Then the second step is to fine-tune and
evaluate the correctness of such links. The third step aims to manipulate the links

when changing of data resources is applied. AgreementMaker is a resolution system for
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matching both ontologies and entities. In AgreementMaker, three phases are performed
respectively in order to match between entities. Firstly, potential candidate pairs of
entities are selected by similarity between labels of entities in the candidate generation
phase. Secondly, similarity between entity pairs are extracted during the disambiguation
phase and then entity pairs are verified, whether they are correct match or not, in the
matching phase. In Zhishi.Links, which is an enhanced version of Silk, some weighting
schema, is applied to improve the matching results between entity pairs. Even though
approaches in the domain-dependent category yield reasonable results, they still require

an end user to drive the prior knowledge.

In the domain-independent category, the prior knowledge regarding a considered domain
or a schema of data resource is not necessary. Many approaches are introduced in this
category. ObjectCoref [68] is a self-learning system, which detects identical objects by it-
eratively learning discriminative property. SERIMI [69] selectes high entropy predicates,
which usually possess abilities to discriminate identical objects, in order to select entity
pairs and then build a binary classifier to classify whether such entity pairs are correctly
matched or not. SLINT [70] and SLINT+ [71] select an useful predicates between the
data source and the target resource for generating potential candidate pairs of entities
and then such candidate pairs are verified whether they are identical or not. Rong et
al. later introduce an entity matching approach using similarity metrics [72]. Several
types of the similarity metric are proposed to extract similarity features between candi-
date entities and then a binary classifier is employed to justify that candidate pairs are
matched. Although those approaches success to identify identical entities without us-
ing prior knowledge, such approaches still execute entity matching on two given-specific

data resources. Consequently, the immensity problem is still not considered yet.

2.4.1.2 Predicate Linking

Predicate linking, also known as ontology integration and synonym identification, is to
map a predicate to its identical predicate. Most of studies [73-75] focus on predicate
linking between KG triples. Abedjan et al. [73] proposed the association rule mining to
learn associated patterns in KGs and used the patterns to discover identical predicate
pairs. Zhao et al. [74] introduced the statistical graph patterns to group candidate
predicates and used the string-based similarity approach to verify whether such candi-
dates are identical. Zhang et al. [75] proposed using statistical knowledge patterns to
identify identical predicates in the KG. Based upon the results, their approaches [73—
75] could identify identical predicates between KGs. Nevertheless, it cannot be applied
in a straightforward manner for our task, since we focus on forming a link between a

predicate in the text triple and its matching counterpart in a KG triple. Generally, text

31



Chapter 2. Fundamentals and Related Work

triples are ambiguous and sparse than KG triples. As a result, properties for building

the statistical knowledge pattern between text triples and KG triples become missing.

The most applicable study for the predicate linking task in our study is Exner’ s study
[56]. Exner et al. uses the state-of-the-art natural language processing (NLP) tool to
link entities of text triples to KG entities and determines the statistical pattern of the
text predicate and the KG predicate based on each subject-object pair, and then forms a
link between identical predicates. Although this approach [56] could avoid the ambiguity
of an element in a text triple, generating statistical patterns might not cover all possible

patterns; consequently, some statistical patterns are missing.

2.4.2 Similarity Measurement

Similarity measurement often uses to identify identical entities or relations in differ-
ent KGs. The similarity measurement is necessary for KG integration task because the
integration process is required a measurement metric, which determine the similarity be-
tween things so that intralinking and interlinking in KGs can be established. Without
the similarity measurement, the identical relation between things in KGs cannot identify.
In this section, we reviewed various similarity measurements. We categorized similarity
measurement into three categories: 1) Word-based Similarity, 2) Document-based Sim-
ilarity and 3) Vector-based Similarity. The details of each category are presented in the

following subsections.

2.4.2.1 'Word-based Similarity

The word-based similarity measurement is to compute the similarity at the word level.
The word-based similarity use when comparing each property values [76]. For example
given, the property value “Barack Obama” and “Obama”, such similarity between words
can compute by the word-based similarity metric. So far, several word-based similarity
metrics have been proposed to compute the similarity between words. In this review,

we mainly focused on the common one as presented in the following list.

e Levenshtein Distance [77]

Levenshtein Distance is the word similarity that consider distance between words.
In the Levenshtein Distance, each word is treat as a string or a sequence of char-
acters. Then, the minimum cost needed to transform one string into the other
string is computed as the similarity score. The operations for transforming string

include insert, delete and substitute of one string character in the sequence. For
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Levenshtein Distance, Edit distance is a special case, in which set all costs, insert
cost, delete cost and substitute cost, to 1. This special case frequently use to
measure words, which usually contains misspelling. The definition of Levenshtein

Distance is defined as follows.

Definition 2.2. Given a string S7, So, a set of operation sequences Op, which map
the string S7 to the target string Si, (op : S1 — S2) and a operation cost function,
which map operation sequences to cost value, (w : op — R), the Levenshtein
Distance is a similarity § : S x S — [0, 1], where 6(S1, S2), is the least cost of the

transformation sequence as the following Equation.

d(S51,52) = min Wop; (2.2)

OP1,0p2,0P3 --,0Pn
Jaro-Winkler [78]

Jaro-Winkler distance is the string similarity that measures the number of prox-
imity of two string sequences and computes the similarity between these strings.
The Jaro-Winkler is an improvement of Jaro distance in the study [79]. The Jaro
distance usually used to compute the similarity between proper names since the
proper names tend to contain similar mistake [79]. The definition of the Jaro

distance is defined as follows.

Definition 2.3. Given a string S, S2, the Jaro distance is a similarity § : S x
S — [0,1], where §(S, S2), is the distance between two strings as the following

Equation.

==

, if m=0
5(S1,55) = (23)
% (“ﬂ + ||£| + M=ty otherwise

1] 2|

W=

where, m is the number of string that matched and t is a half of the number of

transition strings between S and Ss.

The Jaro-Winkler distance improved the Jaro distance by considering the weight
of the prefix string that match at the beginning of the prefix strings. Consequently,

the Jaro-Winkler distance can derive in the following definition.

Definition 2.4. Given a string S1, So, the Jaro-Winkler distance is a similarity
d: S xS+ [0,1], where §(S1,S52), is the distance between two strings as the

following Equation.

5(51, SQ) = (5(51, SQ) + (lp(l — (5(51, Sg))) (2.4)

where [, is a length of prefix strings.
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e N-gram [80]
N-gram similarity is a string similarity, which measures a number of common grams
that two strings. In N-gram, n is a number of gram sizes, that is considered in the
set. For example, given the word “apple”, the set of grams of 2 and 3 grams are

as follows: 2 — gram = ap, pp, pl, le and 3 — gram = app, ppl, ole.

Definition 2.5. Given a string S, S, the n-gram similarity is a similarity ¢ :
S xS — R, where 6(S1,S2), is the common n-grams between two strings as shown

the following Equation.

d(S1,52) = |ngram(Si,n) Nngram(Saz,n)| (2.5)

where, ngram(s,n) is the function returning a set of n-gram of the string s, of
gram size equals n. Generally, the above n-gram function returns real value. In
order to change § : SxS+— R to ¢ : Sx S ~ [0, 1], the normalization of the n-gram

is presented in the following Equation.

|ngram(S1,n) N ngram(Ssz,n)|
min(|S1],|S2]) —n+1

3(S1,52) = | (2.6)

where n is a number of gram size in the setting.

e WordNet Similarity [81]

WordNet Similarity is a word similarity, which capture the semantics relatedness
between words. In the word similarity described above, they do not take the
meaning of words into account. The textual form or surface of words as string
is considered. Consequently, they fail to capture the semantic relation between
words. For example, the word “good” and the word “well”, they are semantic
equivalent; however, applying above metrics cannot achieve good results of this
words due to different surface forms. There are many WordNet-based similarity
score. In this study, we focused on the primary one, which was proposed by Wu
and Palmer [81]. In this method, the depth between concept structure of words
are used to calculate the relatedness between words. The calculation process is

done by the following Equation.

Definition 2.6. Given a string Sp, Sz, the Wu-Palmer similarity utilize WordNet
as the prior knowledge to computed relatedness between words by the function
d:S xS~ R, where §(57, 52), as follows.

2 X d(lcs(Sl,Sz))
5 = 2.
(51, 52) len(Sy,1cs(S1, 92)) + len(Sy, les(S1, 92)) + 2 x d(les(St, S2)) 27)
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where, d(lcs(S1,S2)) is the function returning a distance, referred as depth, be-

tween words in the WordNet structure

In the word similarity measure, the similarity between two words are considered; how-
ever, in KG integration, the similarity between words is not enough to identify similarity
between knowledge. Observing knowledge, a compound of words as documents, word
similarity is not effective to capture the global similarity. In the next section, the

document-based similarity is reviewed.

2.4.2.2 Document-based Similarity

The document-based similarity measurement is to compute the similarity at the doc-
ument level. The document-based similarity use when comparing overview of entities
because each entity could be viewed as a collection of words or sentences. Currently,
there are many available approaches for computing similarity between documents. The

review below briefly presented the widely-used approaches.

e TF-IDF Cosine Similarity [82]

TF-IDF Cosine Similarity is cosine similarity between bags of words of two doc-
uments. The term TF-IDF is stand for Term Frequency and Inverse Document
Frequency. As Term Frequency, TF count occurrences of words over a document
and create bags of words with their frequency. In contrast with TF, IDF count
occurrences of words over all documents and create inverse of frequency of all doc-
uments. Therefore, TF-IDF consist of two assumptions. The first assumption is
that two documents, which share more words, appear frequently, tend to be sim-
ilar. The second assumption is that two documents, which share rare words tend
to be similar. These two assumption used to weigh between generalization and
specialization. The generalization is learned by the TF-term, which considered
how many similar words share, while the specialization is obtained by the IDF-
tern, which considers that not every words have the same weight, in particular
rare words should gain more weight. The definition of TF-IDF cosine similarity is

defined in the following definition.

Definition 2.7. Given a collection of document string Dy, Do, D3, **, D, and
each document represented by a bag of words,W = w1, w2, ws, &, w,,, where wjis
the word j in the vocabulary set, the TF-IDF function defined as 6 : DxD ~ [0, 1],
where 6(D;, D;) can be computed in the following Equation.
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d(D;, Dj)

(2.8)

wt,p, = tft,p, - log (2.9)

where ¢ is a term in set of bag of words, which has N words, tf; p, is a number of
occurrence of the term ¢ in the document Dy, |D| is a number of all documents.
In Equation 2.9, the first represented the concept of TF term, while the second
term present the idea of IDF term.

e IDF Cosine Similarity [72]

IDF Cosine Similarity is cosine similarity between bags of words of two documents.
This similarity can be considered as the special case of the TF-IDF, where all
term, which appear more than 1 are standardized to 1. The idea of IDF cosine
similarity is to observe the rare words directly since the rare words generally play
an important role to identify the similarity between entity in KGs [72]. Therefore,
IDF cosine similarity simply removes the TF term form Equation 2.8-2.9. The

definition of IDF cosine similarity is defined in the following definition.

Definition 2.8. Given a collection of document string D;, Do, D3, **, D, and
each document represented by a bag of words, W = w1, wa, w3, &, wy,, where wjis
the word j in the vocabulary set, the IDF function defined as § : D x D + [0, 1],
where §(D;, D;) can be computed in the following Equation.

N
Zi:l wi,Di wi,D]’

5(Di, D;) = (2.10)
\/Ef& w? p, \/sz‘il w; p,
D] .
o, — lOgerD\tex\? if te€ Dy (2.11)
e T N
0, otherwise

where t is a term in set of bag of words, which has N words, tf; p, is a number of

occurrence of the term ¢ in the document Dy, |D| is a number of all documents.

e TopIDF Cosine Similarity [72]

TopIDF Cosine Similarity is cosine similarity between bags of words of two docu-

ments. The TopIDF similarity based on the concept of the IDF term, where the
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highest in two documents are used to represent the similarity. Consequently, only
IDF plays a role in this similarity without influence of TF term. Therefore, it
could be viewed as the extreme case of IDF Cosine Similarity, where TF assump-
tion totally removed. The definition of TopIDF cosine similarity is defined in the

following definition.

Definition 2.9. Given a collection of document string Dy, Do, D3, *, D, and
each document represented by a bag of words, W = w1, wa, w3, &, wy,, where wjis
the word j in the vocabulary set, the TopIDF function defined as 6 : DxD ~ [0, 1],
where 6(D;, D;) can be computed in the following Equation.

Yteminp; IDF(t) + Yiep;np, IDF (1)

§(D;, D;) = 9.12
(Ds, D;) Sten, IDF(t) + > ycpy, IDF(2) (2.12)
D]

where ¢ is a term in set of bag of words, which has N words, |D| is a number of
all documents, H; and H; are set of words, that have the highest IDF score in the

document D; and D, respectively.

Count Similarity [72]

Count similarity is used to compute the similarity by considering the links of the
document. In KG integration, entities, which share more links tend to identical.

Consequently, the count similarity count the similarity between document entities.

Definition 2.10. Given a collection of document string Dy, Do, D3, *, D, and
each document represented by a bag of link, Lp, = lp,,,Ip,,,!p,s,&,1p,,, , where
l;is the word j in the document D;, the count function defined as 6 : Dx D — [0, 1],

where §(D;, D;) can be computed in the following Equation.

1 — 2*|LDimLDj‘

§(Dy, D;) = (2.14)

Lp.|+ILp.
\DJI\DJ\

1—27—=—"1

Several document-based similarity approaches have been studies for many decades.

There are many studies using the document-based similarity to integrate the KG into

homogeneous ontology. These approach can apply because each entity can be treated

as a document.
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Input Layer Projection Layer Output Layer Input Layer Projection Layer Output Layer

a) CBOW Architecture b) Skip-Gram Architecture

FI1GURE 2.5: Two general architectures of neural network language models
2.4.2.3 Vector-based Similarity

The vector-based similarity approach is a modern similarity that is recently developed.
The concept of the vector-based similarity approach is to represent things that are
considered as the distributed vector representation in the continuous vector space. This
approach is applicable for any levels of entity, e.g. word level, sentence level, document
level, entity level, etc. The main concept behind learning the representation is neural

network language model.

The neural network language model is introduced in the study [83]. The idea is to
learn representations of words by using the neural network architectures. Typically,
there are two general architectures: 1) Continuous Bag of Words (CBOW) model and
2) Skip-Gram model [64, 83, 84]. The graphical model of two architectures are depicted
in Figure 2.5. As shown in Figure 2.5, the concept of the CBOW model is to predict the
target word by the context words, while the idea of the Skip-Gram model is to predict
the context words by the target word. More specifically, given a sequence of training
words wy, ws, w3, .., wy and a context window ¢, the learning function of the CBOW

model is to maximize the following average log probability

1

N
I Z log p(wi|Wi—cy ooy W—1, Wit 1y ooy Wite) (2.15)

t=1
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where B
exp(U - Uy, )

i% -
EL;:H exp(v - vy)

p(wt|wtfc> ceny Wi—1, Wt41, '--athrc) =

Here, v, is the distributed representation of the word w, v is an average distributed
representation of words in the context ¢ and V is the set of vocabulary of all words.

Inversely, the Skip-Gram model is to maximize the following log probability

T
N Z Z log p(wii|wy) (2.16)

t=1 —c<i<c,i0

where
e‘rp(th+i : th)

14
Zf‘wzll exp(vw ’ th)

p(wipi|we) =

Here, v,, is the distributed representation of the word w and V is the set of vocabulary

of whole words.

Recently, many studies [64, 85, 86] proposed learning distributed representation of com-
pound words. Mikolov et al. proposed the statistical-based approach for replacing
compound words with unique tokens [64]. In their approach, the co-occurrence of words
is used to determine whether such group of words is words in higher level such as phrase,
sentence, document. In the study [85], the Doc2Vec approach was proposed. The con-
cept of Doc2Vec is to learn distributed representation of sentences and paragraphs with
the context words. Although this approach can learn the distributed representation of
larger chunk of words, the predefined tokens are still required in the learning process.
Consequently, both studies [64, 85] cannot directly estimate the distributed representa-
tions of new compound words by using distributed representation of words. Later, Dima
et al. proposed a method to estimate distributed representations of the compound noun
by using the deep neural network architecture [86]. The approach can interpret the dis-
tributed representations of compound words by their words. However, their architecture
is limited to handle two consecutive words as a compound word. Consequently, it cannot

deal with the dynamic length of compound words.

In contrast with the studies[64, 85, 86], the workaround for estimating the distributed
representation of a compound word by using their individual words is to average dis-
tributed representations of individual words in the compound words. This method can
directly estimate the distributed representation of the compound word and solve the dy-

namic length of compound words. However, as reported in the study [64], the meaning of
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a compound word is not a simple composition of the individual words. Consequently, es-
timating the distributed representation of a compound word by average representations

might not be a good representation.

2.5 Remain Issues

As shown in Figure 1.3, the general work flow of the KG population consists of two
steps: 1) Knowledge Extraction and 2) Knowledge Integration. Our motivation focuses
on KG population, in particular knowledge integration. In the previous section, we
reviewed and discussed various related works. Here, we then discussed some limitations
in the reviewed related works. In the following, the remained problems on knowledge
integration including entity linking and predicate linking are discussed as well as the
remained problem of the main goal of this research, KG population, is presented as

follows.

¢ Knowledge Integration

In the Knowledge Integration, there are many studies proposed to solve the entity
mapping problem and the predicate linking problem. Still, some issues regarding

such problems remains as follows.

— Entity Linking Although there are many studies[43, 54, 55|, in which S-
P-O triples are successfully extracted from natural language text, they still
do not consider entity linking. As a result, the ambiguity of an extracted
entity might be occurred. For example, the Washington entity could refer
to a person or a place. An URI in Knowledge Graph resources is unique for
each real-world object. If we could map the extracted entity to the entity in
Knowledge Graph resources, it will eliminate the ambiguity of the entity due
to an identity of an URI. Furthermore, if the entity from natural language
text could be mapped to the entity in the Knowledge Graph resources, it
means that the entity could be enriched in two ways. In one way, the entity
in Knowledge Graph resources is enriched by information from the extracted
triples. In other way, the entity from natural language text is also enriched
by the information from Knowledge Graph resources.

Linking entity to Knowledge Graph resources becomes a challenging problem
because of the continuous growth of Knowledge Graph resources. When the
Knowledge Graph resources project, namely the LOD project cloud, started

in 2007, there are only 12 data resources, while currently there are more than
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1,000 data resources'. Due to a large number of Knowledge Graph resources,
we could not know which data resources contains an identical entity. As a
result, some entities could not be mapped to Knowledge Graph resources.
To the best of our knowledge, linking entity to multiple Knowledge Graph

resources is not addressed yet.

— Predicate Linking Many studies [20, 44, 48, 56, 87] are proposed to gen-
erate Knowledge Graph from natural language text. Still, linking predicate
to its identical predicate in Knowledge Graph resources is usually ignored.
Linking predicate to its identical predicate in Knowledge Graph resources,
plays an crucial role for utilizing Knowledge Graph, because it could reduce
the heterogeneous problem and could increase search ability over Knowledge
Graph resources. Although there are some studies [44, 56, 87], in which the
predicate linking task is considered, they still have some drawbacks. In the
study [44], linking predicate merely relies on RDF WordNet ? instead of us-
ing other Knowledge Graph resources, especially DBpedia [10], which is the
Knowledge Graph resource that much more gains attention from many re-
searchers. Later, in the study [56], linking a predicate of a triple extracted
from natural language text to an identical predicate in DBpedia therefore is
introduced; however, the approach still limits using a simple rule-based ap-
proach, which could not be generalized to discover other identical predicates
in other Knowledge Graph resources. Then, the study [87] introduces the
string-based similarity for computing similarity between predicates. Never-
theless, the string-based similarity could not perform well when surface forms
of strings are quietly different but their meaning is the similar. Based upon

these reasons predicate linking is still many remained unsolved.

e Knowledge Graph Population

Knowledge Graph Population is a task relating two tasks: 1) KG construction
and 2) KG integration. As our discussion on KG construction, we categorize the
KG construction approaches into three main categories: 1) The manual approach,
2) The semi-automatic approach and 3) the automatic approach. Based on the
discussions, to handle with flow of knowledge in the big date era the promising
approach is the automatic approach. There are two methods in this approach:
schema-based method and schemaless-based method. The studies [20, 43, 44, 48,
50] showed that the schema-based method can populate the knowledge based on
the schema; however, new knowledge sometimes is not followed by the schema. As

a result, the knowledge that can be populated is very limited. In contrast with the

! http://lod-cloud.net/
*http://wordnet-rdf.princeton.edu/
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previous studies, the schemaless-based method is the most promising. Although
the studies [53-55] reported the reasonable result on extracting knowledge as triples
from natural language text without predefine ontology, the usage of such knowledge
is also very limited. The main limitation is that the heterogeneous problem where
publishers use their own vocabulary to provide the knowledge in form of natural
language text. This heterogeneous problem in the natural language text is severe
than the heterogeneous problem in KG. Therefore, the KG population, which is
KG constructing together with KG integration, is still not solved yet.

In our framework, two main issues regarding entity linking and predicate linking are
our primary focus. Based upon our discussion, we therefore propose two frameworks,
namely HMiLLDs and HRSim, in Entity Linking and Predicate Linking for dealing with
these two issues in the KG integration problem. Also, the main framework, T2KG, is
proposed to populate new knowledge from natural language text to an existing KG. The

outline of our framework are as follows.

e HMIiLDs is the framework for linking entity to multiple Knowledge Graph re-
sources. The basic idea of HMiLDs is to directly map entities to one particular
Knowledge Graph and then gradually expand a search space for discovering iden-
tical entities to other Knowledge Graph resources in order to find other identical

entities. The details of HMiLDs are presented in Chapter 3.

e HRSim is the framework for mapping predicate to Knowledge Graph resource.
The idea of HRSim is to combine a rule-based approach and a similarity-based
approach as the hybrid system for mapping predicate. The rule-based approach
is a highly accurate approach but required massive of training data to construct
rules. In contrast, the similarity-based does not required much data but the per-
formance of the similarity-based might not be good enough when textual string
is significantly different. We therefore propose the hybrid combination between a
rule-based approach and a similarity-based approach to gain advantages of each
approach. Also, the similarity-based approach greatly relies on similarity mea-
sure. In the similarity-based approach, we therefore propose a novel vector-based

similarity measure. The details of HRSim are presented in Chapter 4.

e T2KG is an automatic framework for constructing KG from natural language.
The idea of the framework is to make use of the schemaless-based approach to
acquire wide-range knowledge; however, the integration method has to be applied
to resolve the heterogeneous problem in the schemaless-based approach in the
T2KG framework. The details of T2KG are presented in Chapter 5.
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2.6 Summary

KG Population is one of the most challenging problem that gain attentions from many
groups of communities and researchers. In order to populate knowledge to a KG, various
approaches have been proposed. KG population is a task consisting of the KG extraction
and KG integration. KG extraction and KG construction are very similar. We therefore
introduced and discussed the related work on the KG construction and differentiated
the KG construction and KG completion, which currently become the other hot issue.
Since the KG completion usually work on the existing KG; in consequence, the natural
language text and new entities as well as relation were not considered. Since the knowl-
edge integration has played an important role in the KG population, the reviewed on
KG integration, including entity linking and predicate linking were reviewed and dis-
cussed. Furthermore, several useful similarity measures were reviewed because the KG
integration usually used the similarity measure as the indicator score when integrating
knowledge. Eventually, we introduced the remained issues and what component we used

to solve these issues.
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Entity Linking

In this Chapter (Chapter 3), we presented HMIiLDs: : a Heuristic expansion framework
for Mapping Entities to LOD KGs (HMiLDs). Firstly, the overview of the entity linking
task and the motivation were presented in Section 3.1. Secondly, the problem definition
and technical terms were formally defined in Section 3.2. Thirdly, the methodology of the
HMilDs framework was described in the following sections (Section 3.3). Fourthly, the
experiments were conducted and reported in Section 3.4. Finally, this chapter concluded

in Section 3.5.
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3.1 Overview

Interlinking among knowledge is the key procedure to utilize information more wisely.
For example, if an entity in the KG A connects to the identical entity in the KG B,
the information of the entity in KG A could be enriched by its connected entities in
both the KG A and the KG B. As a result, another perspective of knowledge will be
discovered. Therefore, Linked Data was created to provide a simply concept of publishing
and connecting such data. The aim of Linked Data is to construct a collection of KGs,
which known as the web of Data. Currently, there is the ongoing project, which aims to
construct KG based on the Linked Data concept, named the Linked Open Data (LOD)
cloud [8]. In the LOD cloud, there are more than million entities and links with many
relations. Consequently, it is well-known that any entities linked to the LOD could be
enriched by other entities in the LOD cloud. Therefore, the aim of the research in this

chapter is to discover and map entities to their identical entities in the LOD cloud.

Linking entities to the LOD cloud becomes a challenging problem because of the con-
tinuous growth of LOD data sets. When the LOD project cloud started in 2007, there
are only 12 data sets, while currently there are more than 1000 data sets [8]. In Figure
3.1, we visualize the growth of the LOD cloud through the time since the project started
in 2007. Due to a large number of LOD data sets, we could not know which data set
contains an identical entity. As a result, some source entities could not be mapped to
the LOD cloud. To the best of our knowledge, linking entities to more than a data set

is not addressed yet.

In this chpater, we introduce HMiLDs: a Heuristic expansion framework for Mapping
Entities to LOD KGs (HMiLDs). The basic idea of HMiLDs is to directly link entities
to one particular data set and then gradually expand a search space for discovering
identical entities to other LOD data sets in order to find other identical entities. Due
to a large amounts of entities in the LOD cloud, an expansion strategy and a heuristic
function for limiting the expanding search space are designed into the framework. In
the following sections, the definition of linking entities to the LOD cloud is described
and then the details of HMiLDs are reported.

3.2 Definition and Problem

To clarify the problem for linking entities to the LOD cloud and some technical terms

in the chapter, their definitions are given in this section.

An entity represents a real-world thing. Let a, e, s,z and y are entities.
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2007

2017 2014

FIGURE 3.1: The Growth of the LOD cloud since 2007 [§]

Definition 3.1. Identical Entity : x = y denoted that z and y are identical if and

only if they are referred to the same real-world object.

Definition 3.2. Source Entity : s is an source entity if s € S, where S is a source

data set. A source data set is a data set that aims to map to the LOD cloud.

Definition 3.3. Anchor Entity : « is an anchor entity if a € A, where A is an anchor
data set. An anchor data set is a base data set in the LOD cloud where a source data
set is mapped to at first. Any LOD data set could be selected as an anchor data set.
However, a data set strongly connected to other LOD data sets is preferred. If the
anchor data set tightly connect to other LOD data sets, it will provide useful links to

expand the search space to another data set.

Definition 3.4. Adjacent Entity : y is the adjacent entity of x, when the following
set is not empty: {(0z,8y) | < Sz,Pz,05 > € t(x),< Sy, Py, 0y > € t(y) and o, = sy},
where t(z) and t(y) are a set of triples of entity = and y respectively and < s;,py, 0, >

is a triple of t(x) and < sy, py, 0y > is a triple of t(y).

Definition 3.5. Expanded Entity : e is an expanded entity, if e € E/, where E is an
expanded data set. An expanded data set is a LOD data set that could be reached from

the anchor data set.
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F1GURE 3.2: The Diagram of HMiLDs

Definition 3.6. Lininking entities to the LOD cloud : Lininking entities to the
LOD cloud is not similar to conventional linking entities, which aims to map entities to
a data set. Since the LOD contains tremendous amounts of data sets, linking entities to
the LOD cloud aims to map entities to more than a data set or multiple LOD data sets.
Given Dy, Do, D3, ..., D,, and S, where D; represents the LOD data set i, n is a number
of LOD data sets and a source data set S, the definition of linking entities to the LOD
cloud is to compute set w = {(z,y) |[x =y, z € S,Ji(y € D;)}.

3.3 Methodology - HMiLDs

In this section, the details of HMiLDs are presented. As depicted in Figure 3.2, HMiLDs
consists of three components as follows: 1) the Candidate Selector component (CS), 2)
the Entity Matching component (EM) and 3) the Candidate Expander component (CE).
CS retrieves candidate entities from an anchor data set by using a set of keywords to
generates a set of candidate pairs. EM verifies whether generated candidate pairs are
correctly match or not by using a machine learning technique based on similarity vectors
between entities. CE heuristically expands the search space from an anchor data set to
another LOD data set in order to find other candidate entities for non-matched entities

and re-generates a new candidate pair. The details of the components are as follows.
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3.3.1 Candidate Selector

As shown in Figure 3.2, source entities are passed into CS. In CS, there are three
modules: 1) the literal information extraction module, 2) the keyword extraction module
and 3) the entity selection module. The literal information extraction module extracts
description of a source entity. The keyword extraction module creates a set of keywords
from description of the source entity. The entity selection module finds candidate entities
in the anchor data set by using the set of keyword and then pairs the candidate entities

with the source entity as candidate pairs. The result of CS is a set of candidate pairs.

3.3.1.1 Literal Information Extraction

The literal information module extracts description of the entity referred as literal in-
formation for each source entity. There are many studies [72, 88], extracting the literal
information by considering rdfs:label and some other common properties [89]. Although
the common properties are widely used to describe many LOD entities, due to hetero-
geneous problem, some entities might not contain those properties. Limiting extracting
literal information to some properties might miss some useful information. Therefore,
in the literal information extraction module, all properties are considered as literal in-

formation.

The literal information is divided into two types. Two types of literal information are
a short literal string Is and a long literal string [;. [ is a string, of which the length
equals one phrase, whereas [; is a string, of which the length is greater than one phrase.
Considering the characteristic of I , [ uses to represent specific information of an entity
since a short string usually behave as a label of the entity or a concise description of the
entity. In contrast with [, , [; generally describes greater detail of an entity. Therefore, [,
carries much more essential information than [;. Nevertheless, in case that I of entities
causes an ambiguity, [; could help to disambiguate between entities. For example, given

the entity, dbr:Barack_ Obama' with its predicate-object values as follows:

dbr:Barack_Obama foaf:surname “Obama”Qen
dbr:Barack_Obama rdfs:comment “Barack Hussein Obama II
(born August 4, 1961)....”@Qen

“Obama” is treated as l; because its length equals one phrase. “Barack Hussein Obama
IT (born August 4, 1961) ...” should be considered as [; because its length is greater
than one phrase. In the example, The I, “Obama” could not disambiguate between

dbr:Barack_Obama and dbr:Michelle_Obama? because both entities are referred

"http://dbpedia.org/page/Barack_Obama
http://dbpedia.org/page/Michelle_Obama
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to “Obama”. Nonetheless, the [; “Barack Hussein Obama II (born August 4, 1961)
.7 could help to distinguish between the entities. Therefore, HMiLDs does not only
consider [s but also consider [;. Consequently, the results of this module are [; and [; of

an entity.

3.3.1.2 Keyword Extraction

In the keyword extraction module, Is and [; are used to create a set of keywords. Since
the characteristic between [; and [; is different, the different methods for extracting

keywords are applied.

For [, mostly contains critical information of an entity, omitting some words might not
be able to represent an identity of entity. Each word in I; therefore is selected as a
keyword. Furthermore, the N-gram technique is also applied to capture co-occurrence
words. For example, given I; as “San Francisco”, if we consider the words, “San” and
“Francisco”, separately, it might not be able to represent the exact meaning of “San
Francisco”. Consequently, the words generated by the N-gram technique is employed as

keywords to cope with such characteristic.

For [;, the same strategy as [; cannot be applied because [; comprises a lot of words.
It therefore would be better to select some words. Name Entity Recognition (NER)
technique [90] is employed in order to select keywords from [;. Usually name entities
such as person, location, organization name are highly relate to an entity. With the
NER technique, a small set of keywords could be created. After acquiring keywords

from 5 and [;, a set of keywords is constructed by combing all keywords together.

3.3.1.3 Entity Selection

The entity selection module generates candidate pairs between a source entity and an
anchor entity by using a set of keywords. Each keyword is used to retrieve anchor
entities, which contain the same keyword. After that, the anchor entity are paired with

the source entity as the candidate pair.

3.3.2 Entity Matching

In EM, each candidate pair from CS is verified whether it is a correct match or not by
using a similarity vector. Consequently, the results of EM are match pairs and non-match
entities. In EM, there are two modules: 1) the similarity vector extraction module and

2) the classifier module. In the similarity vector extraction module, a similarity vector
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of a candidate pair is computed by various similarity metrics. The classifier module
then classifies the candidate pair by using its similarity vector. When the classifier
module classifies that the candidate pair is a correct match, the source entity of the
candidate pair immediately map to its paired entity. Such relation could be utilized to
access expanded entities later. Otherwise, the candidate pair is unpaired as a non-match

entity.

3.3.2.1 Similarity Vector Extraction

In the similarity vector extraction module, a candidate pair is passed to various similarity
metrics to compute a similarity vector between the entities. In the LOD cloud, usually
entities are heterogeneous and some of them might be distorted and ambiguous [91]. As
a result, limiting similarity metrics to a few metrics might not overcome such problems.
In the similarity vector extraction module, many kinds of similarity metrics therefore
are used in HMiLDs.

For the similarity metrics, the six similarity metrics: Term Frequency-Inverse Document
Frequency cosine similarity (TF-IDF) [82], Jaro-Winkle similarity metric [78], Edit Dis-
tance similarity metric [91], Count similarity metric [72], IDF similarity metric [72] and
TopIDF similarity metric [72], are used. These similarity metrics are conventional simi-
larity metrics for representing the similarity between documents. In HMiLDs, an entity
could be viewed as a document because we treat all literal information of entities as
string. To create a document from an entity, all strings of an entity are appended to-
gether as a document. Consequently, we could apply these similarity metrics as the

same manner of the conventional document similarity.

In addition, we also introduce two novel similarity metrics: the CommonKeyword simi-

larity metric and the CandidateHits similarity metric.

The CommonKeyword similarity metric aims to capture the similarity between a set of
keywords of entities. Based upon the characteristic of a set of keywords, entities sharing
a lot of keywords have a high chance to be a match pair, because the entities of such
candidate pairs intend to describe the same thing. Consequently, we assume that the
more keywords entities of a candidate pair share, the more likely they are matched.
To capture this characteristic, the CommonKeyword similarity metric is calculated by
passing sets of keywords between entities of a candidate pair to the Jaccard Similarity
[92].

The CandidateHits similarity metric is to represent how many times the candidate pairs
are generated. During generating candidate pairs, some candidate pairs might be gener-

ated more than once. For example, different keywords might retrieve the same candidate
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entity for generating the candidate pair. We therefore assume that the candidate pair,
which is generated frequently, is likely to match, because the relation between such en-
tity and the source entity is highly correlate. Based on this concept, the CandidateHits

similarity metric is derived as shown in Eq. 3.1,

I e
CandidateHits(c) = =———— (3.1)

Yiecn(i)
where n(c) and n(i) is how many times the candidate pair ¢ and the candidate pair 4

are generated and C' is a set of candidate pairs.

Apart from eight similarity metrics, we also consider types of literal information as a
factor of combination of similarity metrics. Ignoring type of literal information might
miss some description of an entity. We categorize literal information into three types: 1)
ls, 2) l; and 3) combining l5 and [; together. In HMiLDs, three documents regard types
of literal information are extracted for each entity. Then, similarity metrics are applied
for each document of the entity. However, a dimensional length of our feature vector is
22-dimensional feature vector. Since the CandidateHits similarity metric does not relate
to a type of literal information of entities, a candidate pair applies this similarity metric

only once.

3.3.2.2 Classifier

In the classifier module, a machine learning method is utilized to create a classifier C' for
determining whether the candidate pair is correct match or not. To create the classifier
C, similarity vectors of candidate pairs and their label indicating the class of candidate
pair are used. If the classifier C classifies the candidate pair as a correct match, the
source entity of the candidate pair will be mapped to the LOD entity of the candidate

pair. Otherwise, the candidate pair is unpaired as a non-match entity.

3.3.3 Candidate Expander

For non-match entities, CE expands the search space for finding other candidate entities
in other LOD data sets to generate new candidate pairs. In CE, only the expander
module is installed. The expander module enables HMiLLDs to traverse through the
LOD cloud by using link properties, in particular the owl:sameAs property, in order to

discover a new candidate entity for re-generating a new candidate pair.

Generally, adjacent entities of an entity carries relevant information about the entity.

We therefore assume that adjacent entities could be utilized to discover a new candidate
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entity. The basic idea is to start with a non-matched entity and gradually expand the
search space to its adjacent entities. Then, such adjacent entities continue to expand
the search space to their adjacent entities. The expansion procedure is done repeatedly
until a candidate entity of the non-matched entity could be discovered or there are no

any adjacent entities to expand the search space.

Although we could gradually expand an source entity to an expanded entity by using
adjacent entities and link properties, the expanded search space could grow up dra-
matically when expanding into higher depth level [21]. The depth level is measured
by how many hops from the entity to the other entity via adjacent entities. According
to this problem, a simple heuristic function is introduced by assuming that the search
space should be expanded to an expanded entity if the expanded entities share at least
a keyword with entities in traversed path of adjacent entities in the source data set [21].
Based on the preliminary experiment [21] with the maximum depth level set at 3, the
expander module generates averagely 214,885 candidate pairs per an entity, while using
the simple heuristic function the expander module establishes 203 candidate pairs per an
entity. The heuristic function in the work [21] could reduce a number of candidate pairs.
Still, the work [21] generates enormous useless candidate pairs, which have no chance to
be a correct match pair. Therefore, a new heuristic function for generating candidate
pairs is needed. The aim of the heuristic function is to limit the expanded search space
so that a less number of candidate pairs and a less number of useless candidate pairs

would be generated.

In HMiLDs, the keyword score is proposed as the new heuristic function. In the keyword
score, two basic assumptions are made. First, the more entities share keywords, the more
they are likely to match. This assumption is similar to the CommonKeyword similarity
metric. Second, keywords from adjacent entities in the different depth level are distinct.
Keywords of adjacent entities in the lower depth level could more highly related to the
entity than keywords of adjacent entities in the higher depth level. Consequently, it
could be assumed that the lower the depth level of keywords to the entity is, the more
important the keyword is. Based upon two assumption above, a keyword score of an

entity could be derived as shown in Eq. 3.2,

d i |keyword(e)ﬂUz€Adj(S)ikeyword(:v)|
=0 ' Z ) |keyword(x)|
z€Adj(s);
KeywordScores(e) = EZ ) (3.2)
i
i=0 W

where e is an expanded entity, keyword(x) is a function returned keywords of the entity
x, d is the maximum depth level for expanding the search space, w is a parameter

for weighting necessity of keywords at the different depth level and Adj(s); is a set of
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F1cURrE 3.3: An Example of the Expanded Search Space from One Data Set to Other
Data Sets

adjacent entities of s at the depth level 7. For example, given the scenario in Figure 3.3,
the entity “Baron Papanoida” in the source data set is s and the entity “Star war iii
Revenge of the Sith” in the expanded data set is e. The entities, “Star war iii Revenge

of the Sith” and “George Lucas”, in the source data are entities in Adj(s);.

The aim of keyword score is to capture the correlation between the source entity s and
the expanded entity e. If the keyword score is high, the correlation between entities will
be high. We assume that the expander module should expand the search space to the

high correlated entity because there is high probability to discover an identical entity.

In Algorithm 1, the algorithm of the expander module is expressed. Given a set of
non-match entities (N1y), the idea of the algorithm is to add a pair of a source entity
and an adjacent entity, of which the keyword score is greater than the threshold ¢ to
C. The algorithm starts by adding the source entity s to @ in line 4. Then, the entity
in @ is iteratively dequeued as the entity p and then adjacent entities of the entity p is
added to IV in line 6-7. For each entity in N, which have KeywordScore greater than
the than the threshold 4, it is added to ) and is paired with the source entity s as the
new candidate pair and is stored in C' in line 8-13. Next, the entity p linked by the
owl:sameAs property of entities in ) is added to Q) in line 14. Eventually, the algorithm

returns the set of new candidate pairs C' in line 17.

In Figure 3.3, an example of the algorithm is illustrated. Given the source entity “Baron
Papanoida”, this entity does not match any entities in the anchor data set; in conse-
quence, it is a non-matched entity. However, the entity “Baron Papanoida” has some
adjacent entities: “Star war iii Revenge of the Sith” linking to “Baron Papanoida” by

the character_in relation and “George Lucas” linking to “Baron Papanoida” by the actor
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Algorithm 1 Expander Module for Generating New Candidate Pairs

Input: NI, (Set of non-match entities)
Output: C (Set of Candidate pair)

1 C <+

2: Q<0 # (@ is a queue of entities, which will explore and expand
3: foreach s € NI do

4: Q<+ s

5: while Q # 0 do

6: p < Q.Dequeue() # Get the first entity of @
T: N « Adj(p) # Get the adjacent entities of entity p
8: foreach e € N do

9: if KeywordScores(e) > d then

10: Q<+ e # Add to @ for exploring next round
11: C+ (s,e)uC # Pair candidate between s and e
12: Q < sameAsLink(p) # Get other entities linked to p

# by owl:sameAs and store in @)

13: return C

relation, and they successfully map to the anchor data set. Utilizing the owl:sameAs
property, the expander module could traverse through the expanded data set via the
owl:sameAs property among the source entity, the anchor entity and the expanded en-
tity. Then, the expander module expands and locally searches the expanded entity “Star
war iii Revenge of the Sith” in order to discover a new candidate entity for the source
entity “Baron Papanoida” Then, the new candidate pair between the source entity
“Baron Papanoida” and the expanded entity “Baron Papanoida” could be acquired. In
case that the keyword score of expanded entities is less than the threshold, the entity is
removed from the expanded search space in order to limit the range of the search space.
In Figure 3.3, the entity “Rick McCallum” is removed, since its keyword score is less

than the threshold §.

3.4 Experiments

3.4.1 Experimental Setup

To evaluate the framework, four experiments are conducted. The first experiment in-
vestigates contribution of our novel similarity metrics for EM. The second experiment
evaluates the performance of CS and CE for linking entities to multiple LOD data sets.
The third experiment investigates parameters for the heuristic function of HMiLDs. The

forth experiment evaluates the performance of HMiLDs.
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Entities from Ontology Alignment Evaluation Initiative 2012 (IMQOAEI 2012) track
[93] are used as source entities. Then, the source entities are aligned to LOD entity by
a domain expert in order to construct ground truth for experiments. All experiments
are conducted by using this dataset. Due to a large number of LOD data sets, manual
aligning source entities to all data sets is impossible. Therefore, entities in two promi-
nent LOD data sets, DBpedia and Freebase, are selected to align to source entities for
constructing ground truth. DBpedia [10] is also chosen as the anchor data set because
DBpedia is well-known as the hub of the LOD cloud [10]. Based upon the preliminary
experiment, we could find that only 90.36% of our source entities could be manually
mapped to DBpedia entities. This result shows the solid evidence conforming to our
research statement, where only one data set might not be enough for linking entities.
Freebase [11] is selected as the expanded data set because more than million links of
DBpedia are connected to Freebase. Furthermore All of our source entities, which do

not contain in DBpedia, could be found in Freebase.

In HMiLDs, there are many parameters. To conduct the experiments, the parameters
are set as follows. In the keyword extraction module, N for the N-gram technique are
set as 1, 2, 3 and n respectively, where n is the length of a considered string. For NER
system, Stanford Named Entity Recognizer [94], is used. In the entity selection module,
the DBpedia Lookup Service interface [95] is used to gather candidate entities from
DBpedia. In the entity matching module, the Support Vector Machine (SVM) is used
in this component as the classifier to classify a candidate pair as the same manner of the
work [76]. To build the classifier, candidate pairs generated by HMiLLDs are manually
labeled to their corresponded class. Then, such label together with their similarity

feature vectors are used to create parameters of the classifier.

3.4.2 Experiment 1

Experiment 1 is designed to investigate contribution of our two novel similarity metrics,
CommonKeyword and CandidateHits, for EM. Furthermore, various similarity metrics
are compared to find the suitable combination of the similarity metrics for the entity
matching component. In the entity matching problem, many combination of a similarity
metrics have been proposed [21, 72, 91, 96]. In the experiment, we compare combination
of similarity metrics with combination of our similarity metrics. Combination of simi-
larity metrics of our approach, including HMiLDs, HMiLDs without the CandidateHits
similarity metric (HMiLDs-CH) and HMiLDs without the CommonKeyword similarity
metric (HMiLDs-CK), and other studies [21, 72, 91, 96] are summarized as shown in
Table 3.1.
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TABLE 3.1: Summary of Similarity Metrics for each Method

Similarity Metrics

Method TF | Jaro Edit | Count |IDF | TopIDF | Common | Candidate

IDF | Winkler | Distance| [72] |[72]| [72] |Keyword| Hits
TF-IDF v
TF-Jaro [96] v v
RiMOM [91] v v
Rong et al. [72]| v v v v v
Combined [21] | v v v v v v
HMiLDs-CH v v v v v v v
HMiLDs-CK v v v v v v v
HMiLDs v v v v v v v v

TABLE 3.2: The Results of each Method

Method Precision | Recall | F-Measure

TF-IDF 0.89204 | 0.76874 0.82276

TF-Jaro [96] 0.91825 | 0.79228 0.84760

RiMOM [91] 0.92389 | 0.82998 0.87256

Rong et al. [72] | 0.95569 | 0.81925 0.88100
Combined [21] 0.94999 | 0.85782 0.90013
HMiLDs-CH 0.95243 | 0.87349 0.90970
HMiLDs-CK 0.94799 | 0.88237 0.91202
HMiLDs 0.95202 | 0.91008 | 0.92949

In the experiment, 10-fold cross-validation technique is applied to evaluate each combi-
nation of similarity metrics. Precision, Recall and F-Measure are employed to measure

the performance of the results.

The experimental results are listed in Table 3.2. Considering the results in Table 3.2, we
could notice that Rongs method provides the highest precision at 0.956, while HMiLLDs
gives the best recall and the best F-measure at 0.910 and 0.929 respectively. Although
HMiLDs provides less precision than Rongs method, the highest result of the F-measure
still acquired from HMiLDs.

In order to deeply investigate the results, HMiLDs is compared against other methods
by the t-testing method. The significance level is set at 0.05. It turns out that al-
though combination of our similarity metrics gives the lower precision result than Rongs
method [72], the difference of the results is not significant. Nevertheless, the paired
t-tests results of the recall and the F-Measure indicate that HMiLDs is significantly dif-
ferent from other methods excepting HMiLLDs-CH and HMiLDs-CK, which include the

CommonKeyword similarity metric or the CandidateHits similarity metric. To further
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TABLE 3.3: The Results of Generating Candidate Pairs

Setting ‘ Data Set ‘ Selecting ‘ Non-Selecting ‘ Missing

Lookup [97] | DBpedia | 84.30% 6.06% 9.64%

CS DBpedia | 88.71% 1.65% 9.64%

CS Freebase | 95.04% 4.96% 0.00%

cs +cp | DBpedin o or gh0 2.20% 0.00%
Freebase

investigate contribution of each similarity metric, the CommonKeyword similarity and
the CandidateHits similarity, the t-test$ results of the recall and the F-Measure between
HMiLDs-CH, HMiLDs-CK and other methods, excepting HMiLDs, are conducted. The
t-test results turn out that for HMiLDs-CH there is no significance when comparing
with Combined [13], while for HMiLDs-CK, there is no significance when comparing
with Combined [21] and RiMoM [91]. Based upon this investigation, the CommonKey-
word similarity metric together with the CandidateHits similarity metric could provide
significant contribution for improving the recall result and the F-Measure result of EM

while they do not affect the precision result.

3.4.3 Experiment 2

Experiment 2 is to investigate the contribution of CE for linking entities to many LOD
data sets and the contribution of keywords in CS for discovering identical entities. In the
experiment, to fairly evaluate CS and CE, all generated candidate pairs are manually

verified whether they are correct match or not so that the effect of EM could be avoided.

There are four setting in the experiment. The first setting is the Lookup [97] with
DBpedia as a baseline approach. The Lookup approach retrieves candidate entities by
using only a label of an entity as a keyword. The second and the third settings are
CS with two different data sets, DBpedia and Freebase respectively. The fourth setting
is CS with CE (CS 4+ CE). For CS + CE, the anchor data set is DBpedia and the
expanded data set is Freebase. Three metrics: selecting, non-selecting and missing, are
used to evaluate the components in the experiment. The selecting metric measures the
percentage of existing identical entities between the source data set and the LOD data
set retrieved by the component for generating candidate pairs. The non-selecting metric
measures the percentage of existing identical entities between the source data set and the
LOD data set, which could not be retrieved by the component for generating candidate
pairs. The missing metric represents the percentage of non-existing identical entities

between the source data set and the LOD data set.
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Considering the results in Table 3.3, CS using the data set DBpedia outperforms Lookup.
Even though both CS and Lookup utilize a set of keywords for retrieving an entity in
DBpedia, the main difference is a method to obtain a set of keywords. Lookup selects
only a label of an entity as a keyword, while our CS generates a set of keywords by using
various strategies. Therefore, The result confirms that our keywords in CS are helpful

to discover identical entities.

The results of the experiment are listed in Table 3.3. In the Table 3.3, two main contribu-
tion for CE are founded. Firstly, comparing the missing result of CS using DBpedia with
CS + CE, the missing result reduces from 9.64% to 0.0%. This reduction significantly
shows that CE could discover some missing entities in one data set by using expanded
data set. This result conforms to the assumption of this research, where linking entities
to one LOD data set is not enough. Secondly, considering the results between CS and
CS + CE, the selecting result of CS + CE is greater than the selecting result of CS with
any data sets. This results shows that CE could help to discover more identical entities
because it can successfully map entities to many data sets. Based upon two contribution

of CE, we conclude that CE greatly contributes to map entities to the LOD cloud.

3.4.4 Experiment 3

In Experiment 3, parameters in the heuristic function are studied to investigate the
trade-off between the ability to limit the expanded search space and the ability to map
entities to the LOD cloud.

Two parameters are studied in the experiment. The first parameter is the threshold ¢
for limiting the expanded search space. The threshold § in the experiment is varied from
0.0 to 0.5 and increases each step by 0.05. The second parameter is the weighting w for
computing the keyword score. In the experiment, the weight w at 0.0, 0.25, 0.5 and 1.0

are investigated respectively.

To fairly evaluate the performance and the goodness of the heuristic function in the
framework, the work [21] is selected as the baseline for the experiment. The framework in
the study [21] is mostly similar to HMiLDs in this article; however, the heuristic function
of the expander module is different. In the experiment, the 10-fold cross validation
technique is performed to evaluate the results. Based upon our preliminary experiment
[21], we statically set the depth level d at 3, since it could be sufficient enough to reach
candidate entities and does not allow the expander module to explore the large search

space.
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Three evaluation metrics: 1) the average number of generated candidates, 2) the average
number of useless candidates and 3) the coverage percentage of linking entities to the
LOD cloud, are used to evaluate the ability to map entities to the LOD cloud and the

ability to limit the expanded search space in aspects of quantity and quality.

o The average number of generated candidates is used to evaluate the ability to
limit the expanded search space in the aspect of quantity. The expanded search
space directly relates to a number of generated candidate pairs. If the expanded
search space is very large, a number of generated candidate pairs will also become
greater. Consequently, the ability to limit the expanded search space in the aspect
of quantity could be observed through an average number of generated candidate

pairs.

o The average number of useless candidates is employed to measure the quality
of the ability to limit the expanded search space. Although many useless candi-
date pairs are generated, such candidate pairs could not improve any coverage for
linking entities to the LOD cloud. Therefore, the quality of the ability to limit
the expanded search space could be observed via an average number of useless

candidate pairs.

e The coverage percentage of linking entities to the LOD cloud 1is used to evaluate
the ability to map entities to the LOD cloud. If the percentage of linking entities
to the LOD cloud is high, it could be inferred that the ability to map entities to
the LOD cloud is also high.

The results of the experiment are illustrated in Figure 3.4-3.6. In each figure, the x-axis
is the threshold §, while the y-axis is the result measured by each metric. Each line in

the figure represents the result with the different weight configuration.

In the Figure 3.4-3.5, the results show that the threshold § directly influences the ability
to limit the expanded search space. At the threshold § = 0.05, the dramatic reduction
of a number of generated candidate pairs and reduction of a number of useless candidate
pairs could be observed. Therefore, the threshold § directly plays an important role in

the ability to limit the expanded search space.

Considering effect of the weight w in Figure 3.4-3.5, we could observe that the weight
w contribute to the ability to limit the expanded search space at the threshold ¢ set
at 0.05. When the weight w is reduced, the heuristic function tends to generate less
candidate pairs and useless candidate pairs. This characteristic happens because when

the weight w reduces, the priority of the keyword is given to the keyword that closes
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FIGURE 3.4: Average number of generated candidate pairs of the baseline and the
framework with different weight w varied by the threshold §

to the source entity. As a result, the heuristic function will eliminate useless candidate
pairs.

In the Figure 3.6, when the threshold § increases, the ability to map entities to the
LOD cloud is decreased as we could observe from the reduction of the coverage number
of linking source entities to the LOD cloud. For the weight w, considering the results
in different weight w in Figure 3.6, the different weight w could differently provide the
coverage number of linking source entities to the LOD cloud. However, the effect of the

weight w could be governed by the threshold § when the threshold § is too large.

According to the experimental result, the threshold § and the weight w contribute to
the ability to limit the expanded search space and the ability to map entities to the
LOD cloud. The best configuration of the weight w and the threshold § for balancing
between the ability to limit the expanded search space and the ability to map entities to
the LOD cloud are achieved, when the weight w is set at 0.5 and the threshold ¢ is set at
0.05. With such configuration, HMiLDs could produce only 9.73% of candidate pairs of
the baseline and 10.05% of useless candidate pairs of the baseline, whereas the highest

coverage result of linking source entities to the LOD cloud at 90.36% is still reached as

same as the baseline.
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3.4.5 Experiment 4

In Experiment 4, the heuristic function of HMiLDs is investigated in three aspects. The
first aspect is overall performance. The second aspect is the effectiveness to limit the

expanded search space. The third aspect is as the efliciency for linking entities to the
LOD cloud.

In the experiment, Baseline from the study [21] is used as the benchmark. The frame-
work [21] is mostly similar to HMiLDs; however, the heuristic function of the expander
module is different. In the experiment, the parameters of HMiLDs are set as follows.
The weight w is set at 0.5. The threshold § is set at 0.05. The depth d is set at 3. To
evaluate the results the 10-fold cross validation technique is performed. All results are
reported in Table 3.4 and 3.5.

In the first aspect, three standard metric: precision, recall and F-measure are employed
to evaluate the performance of HMiLDs, when the heuristic function is installed. As
shown in Table 3.4, HMiL.Ds provides the similar precision result, the similar F-Measure
result and the same recall result, when comparing with Baseline. Consequently, in the
first aspect regarding the performance, the heuristic function could not affect any perfor-
mance. This result indicates that even though the expanded search space is reduced due

to the heuristic function, HMiLDs could still obtain the similar performance as Baseline.
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In the second aspect, the average number of generated candidates and the average
number of useless generated candidates are used to analyze this aspect. The expanded
search space directly relates to a number of generated candidate. If the expanded search
space is very large, a number of generated candidate pairs will be plentiful. Consequently,
we could observe the effectiveness of the heuristic function for limiting the expanded
search space via the average number of generated candidates and the average number
of useless generated candidates. As shown in Table 3.5, the results indicate that our
heuristic function helps to limit the expanded search space due to the reduction of an
average number of generated candidate pairs. Furthermore, we could also observe that
Baseline generates more useless candidate pairs than HMiLDs. Due to the reduction
of generated candidate pairs and useless candidate pairs, it could be concluded that the

heuristic function of HMiLDs could limit the expanded search space effectively.

In the third aspect, the percentage of coverage of linking entities to the LOD cloud
(%Coverage) is measured to represent the efficiency of the heuristic function for linking
entities to the LOD. Although HMiLDs could generate less generated candidate pairs
and useless candidate pairs than Baseline in the second aspect, we also need to consider
the efficiency of the heuristic function in the third aspect because the main purpose of
the research is to map entities to the LOD cloud as many as possible. As shown in

Table 3.5, HMiLDs provide the same percentage of coverage of linking entities to the
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TABLE 3.4: The Results of the Framework Comparing with the Baseline

Approach Precision Recall F-Measure
Baseline [21]]| 0.913  0.919  0.914
HMiLDs 0.917  0.919 0.917

TABLE 3.5: The Results of the Framework Comparing with the Baseline

Approach Avg. number of Avg. number of % Coverage
Generated Candidates | useless generated candidates

Baseline [21] 203.03 28.87 90.36

HMiLDs 11.74 2.90 90.36

LOD cloud to Baseline. Therefore, the heuristic function of HMiLDs does not affect the
percentage of coverage of linking entities to the LOD cloud even though the expanded

search space is reduced.

Based upon the results in all aspects, HMiLDs outperforms Baseline in the second
aspects and does not provide worse results than Baseline in any aspects. Therefore,
This experiment indicates that the heuristic function of HMiLDs could effectively limit
the expanded search space, while still maintains the efficiency to map entities to the

LOD without affecting any performances.
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3.5 Summary

Linking entities to the Linked Open Data (LOD) cloud plays an important role for
enriching information of entities, since the LOD cloud contains abundant amounts of
interlinked entities describing the entities. Consequently, many techniques have been
introduced for linking entities to a LOD data set; however, most of them merely focus
on tackling with the problem of heterogeneity. Unfortunately, the problem of the large
number of LOD data sets has yet to be addressed. Owing to the number of LOD data
sets, linking an entity to a LOD data set is not sufficient because an identical entity
might not exist in that data set. In this article, we therefore introduce a heuristic
expansion based framework for linking entities to LOD data sets. The key idea of the
framework is to gradually expand the search space from one data set to another data set
in order to discover identical entities. In experiments, the framework could successfully
map entities to the LOD data sets by increasing the coverage to 90.36%. Experimental
results also indicate that the heuristic function in the framework could efficiently limit
the expansion space to a reasonable space. Based upon the limited expansion space,
the framework could effectively reduce the number of candidate pairs to 9.73% of the

baseline without affecting any performances.
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Chapter

Predicate Linking

In this Chapter (4), we presented HRSim: A Hybrid combination of a Rule-based
approach and a Similarity-based approach was presented for the predicate linking task.
In Section 4.1, the predicate linking and its motivation were described and discussed.
Then, the formal definition and terms were specifically formalized in Section 4.2. In
this Chapter, there are two methodologies: 1) HRSim and 2) the estimation of compo-
sitional vector. The methodology of HRSim and the estimation of compositional vector
were presented in Section 4.3 and Section 4.4 respectively. Then, several experiments
were conducted to evaluate those two methodologies in Section 4.5-4.6. Eventually, we

concluded Chapter 4 in Section4.7.
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4.1 Overview

A knowledge graph (KG) is a structured knowledge base that stores knowledge of the
relation between entities or between an entity and its property. KGs play an impor-
tant role in various applications, e.g., question answering, browsing knowledge, and
data visualization; some well-known examples of KGs are DBpedia[10], Freebase[11],
and YAGO([12]. Such KGs contain much useful knowledge, but it is obvious that new
knowledge emerges every day. Unfortunately, most new knowledge is published in the
form of natural language text, and it is not straightforward to transfer this to a KG.
Furthermore, the rate of publication of natural language text is increasing dramatically
[20]. As a result, a large amount of knowledge remains available only as text. Conse-
quently, there is an urgent need for a way to populate a KG with knowledge obtained

from text.

Recently, many open information extraction approaches have proposed the extraction
of triples (subject, predicate, object) from text [43, 54, 55]. However, those studies have
primarily focused on ways to extract the elements of triples, and they do not consider
how this information can be linked to entities or predicates in other KGs. Consequently,
even once knowledge is added to a KG, it cannot be used efficiently due to this problem
of heterogeneity. Although there have been many approaches to forming links between
a subject or an object of a triple and its identical entity in a KG, there are only a
few studies [56, 73-75] that have considered linking the predicate to its counterpart
in a KG. Furthermore, most proposed approaches to the predicate linking task use
statistical knowledge patterns to identify the identical predicate in a KG. Although such
an approach could establish many solid links between predicates, due to the sparsity of

text, it is enormously difficult to determine all possible patterns for such links.

4.2 Definition and Problem

In this section, we formally define some particular terms, and we formalize the predicate

linking task.

Definition 4.1. Triple A triple describes the relationship of a set of entities. The
elements in a triple consist of the subject (5), predicate (P), and object (O), and the
triple is denoted as (S, P, O).

Definition 4.2. Triples A set of text triples T} is a collection of triples that have been
extracted from text by any open information extraction system: T; = {(Sy,, P;, Oy,)
| 3i,5,k, 1 <@ <|S],1 <3 <|P|, 1<k <|O}where|S|,|P| and |O| are the numbers
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FIGURE 4.1: Architecture of our approach for predicate linking

of unique subjects, predicates, and objects, respectively, that have been extracted from
text. For example, given the sentence “Barack Obama was born in Honolulu, Hawaii”, an
open information extraction system generated (Barack Obama, was born in, Honolulu Hawaii)

as the text triple.

Definition 4.3. A set of KG triples Tk is a collection of triples in KG, Txg =
{(Ské.» Pra,,Oka.) | 3x,y,2, 1 < o < |Ska|,1 <y < |Prgl,1 < z < |Okel},
where |Skal, |Pxa| and |Okgg| are the numbers of unique subjects, predicates, and
objects in the KG. For example, given DBpedia as the KG, the sample KG triple is
(dbrt: Barack_Obama ,dbo?: birthPlace, dbr: Hawaii)

Definition 4.4. Predicate Linking : Given a set of text triples T; and a set of
KG triples Tx¢ as the input, the predicate mapping task is to identify the Pkg,
that is equivalent to P, denoted by P, = Pkg,, given (St;, O, ), which corresponds
to P;. For example, given the text triple (Barack Obama, was born in, Honolulu
Hawaii), the predicate “was born in” should be linked to dbo:birthPlace in the context
of (Barack Obama, Honolulu Hawaii), while given the text triple (Barack Obama, was
born in, 1961), it should be linked to dbo:birthDate in the context of (Barack Obama,1961).

4.3 Methodology - HRSim

In this section, the architecture of our approach is described. Our approach takes a
set of text triples T; and a set of KG triples Tk as input, and then as output, it
provides a link between the predicate of each text triple and its identical predicate (if
any) in the KG. As shown in Figure 4.1, our approach has three main components: (1)

statistical pattern-based candidate generation (SPCG); (2) similarity-based candidate

"http://dbpedia.org/resource/
2http://dbpedia.org/ontology/
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Chapter 4. Predicate Linking

generation (SCG); and (3) candidate selection (CS). The SPCG component captures
statistical knowledge patterns between text triples and KG triples and then uses these
patterns to generate candidate pairs. The SCG component enriches the text triples and
KG triples by using bootstrapping prior to embedding their elements in a distributed
representations of elements; those vectors are used to compute the similarity between
a text predicate and a KG predicate in order to generate predicate candidate pairs.
The CS component selects the most suitable predicate candidate. As a result, a link is
established between a text predicate and a KG triple that contains an identical predicate.

The details of each component of our approach are given below.

4.3.1 Statistical Pattern-based Candidate Generation

The SPCG component extracts statistical patterns of the text predicates and KG pred-
icates and then uses these patterns to link the predicates. As depicted in Figure 4.1,
SPCG consists of two modules: pattern extraction and pattern matching. The details

of each module are given below.

4.3.1.1 Pattern Extraction

The pattern extraction module extracts the statistical patterns of the text predicate
and the KG predicate. The strategy is similar to that used by Exner et al. [56] to
extract statistical patterns. We begin by mapping the subject and the object of the text
triple to the KG by using an entity disambiguation system [98]. Then, if the subject
and object of the text triple are similar to the subject and object of the KG triple,
respectively, it is assumed that the predicate of the text triple and the predicate of
the KG triple are identical. Finally, the types of the subject and object are used as a
constraint to generalize the statistical pattern. The types considered in our approach
are the 43 top-level types of DBpedia. An example of pattern extraction is as follows.
Given the (Barack Obama, was born in, Honolulu Hawaii) and DBpedia triples, the
entity disambiguation system maps the given triple to (dbr:Barack_Obama, was born
in, dbr:Hawaii). In the second step, we find the DBpredia triple (dbr:Barack_Obama,
dbo:birthPlace, dbr:Hawaii), for which the subject and the object are similar to the triple
in the first step. In the third step, dbr:Barack_Obama and dbr:Hawaii of the subject and
object are generalized to person and place, and then we extract the statistical pattern
that (PERSON, was born in, PLACE) is linked to dbo: birthPlace. Note that the
same statistical pattern might link to a different KG predicate; in that case, the most

frequently linked KG predicate for a given pattern is assumed to be the correct one.
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TABLE 4.1: Examples of triple enrichment for enriching a text triple and a KG triple

respectively
Text Triple Enriched Triple
(Barack Obama, was born in, Hawaii) (PERSON, was born in, PLACE)
KG Triple Enriched Triple

(Barack Obama, dbo:birthPlace, Hawaii)
(PERSON, dbo:birthPlace, PLACE)
(Barack Obama, dbo:birthDate, 1961 08 04)
(PERSON, dbo:birthDate, DATE)

(dbr:Obama, dbo:birthPlace, dbr:Hawaii)

(dbr:Obama, dbo:birthDate, 1961-08-04)

4.3.1.2 Pattern Matching

The pattern matching module uses the statistical patterns and the text triple to generate
the candidate predicate for the linking task. In order to utilize the statistical patterns,
we first need to identify the type of the subject and object of the text triple in order
to create a new pattern; this is done by any entity type classification system. The
new pattern is compared with existing statistical patterns in an attempt to locate an
identical pattern; if one is found, a link to the KG predicate is generated. For example,
given the text triple (Shinzo Abe, was born in, Tokyo Japan), by using the entity type
classification system, the pattern (PERSON, was born in, PLACE) is created. Then,
using the statistical pattern generated by the pattern extraction module, the predicate
“was born in” in the text triple (Shinzo Abe, was born in, Tokyo Japan) is linked to

dbo:birthPlace; this forms the predicate candidate pair.

4.3.2 Similarity-based Candidate Generation

The SCG component uses the similarity of distributed representations to generate a
predicate candidate pair comprising a predicate in a text triple and a predicate in the
KG. As shown in Figure 4.1, SCG has three modules: (1) triple enrichment; (2) elements
of triple embedding; and (3) similarity ranking. The details of each module are discussed

below.

4.3.2.1 Triple Enrichment

The triple enrichment module enriches the text triples and the KG triples and then

integrates all triples in order to create bootstrapping triples that will be used in a later
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module for learning the distributed representations. In this module, only the subject
(domain) and range (object) of each triple are enriched. To enrich each text triple, we
use the entity type classification system. To enrich a KG triple, we use SPARQL to
query the name and the type of the subject and the object of the triple by using the
rdfs:3label and rdf:type, respectively. As the target for the enrichment, we consider
43 top-level DBpedia types and also include date and number type. Since there is a
difference between the types obtained by the entity type classification system and those
obtained by the rdf:type property, substring matching is used to match DBpedia types
to those provided by the entity type classification system. Examples of enriched triples

are shown in Table 4.1.

4.3.2.2 Elements of Triple Embedding

The elements of the triple embedding module uses the bootstrapping triples to learn the
distributed vector representations of elements in triples. The idea of the learning is to
embed an element of a triple into the continuous vector space by using the other elements
in the same triple. In the learning process, distributed representations of other elements
in a triple are used to predict the target element in the same triples. Although this
learning process is similar to the CBOW architecture in the study [64], we use all other
elements, which are not some elements in the traditional context window, to predict the
target element in the same triple. Also, since this study focuses on the predicate linking,
we concatenate a word sequence of a predicate to create one word for representing that
predicate. Formally, given the bootstrapping triple i denoted by BTj, e.g. (Barack
Obama, was born in, Hawaii), in the set of bootstrapping triples BT, 1 < i < |BT]|,
and a sequence of words of elements, wi,ws, ws, ...,w, in BT; (e.g. Barack, Obama,

was_born_in, Hawaii), the model is to maximize the following objective function.

|BT|

L= Z log p(we|we, s Wey, Wegy vy We,, ) (4.1)
i:l;we,wcj €BT;

where w, is the target word of the element in the triple BT;, w.; denotes the other
elements in the same triple (w.; # we, 1 < j < n) and n is a number of elements in
triple BT;. The conditional probability p(we|we, , We,, Weg, ... We,,) is computed by the

following softmax function.

exp(v - vy, )

SV eap(@ - v,))

(4.2)

p(we|wc17wcng03a "'7wcn) =

3https://www.w3.org/TR/rdf-schema/
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where W is the set containing complete words of all elements in bootstrapping triples,
Uy, 1s the distributed representations of the element we, v is an average distributed rep-
resentations of We; (vwcj ; We; # we, 1 < j<n)and v, is the distributed representations
of the word u (u € W).

Generally, the computational cost for summing over W is very expensive. Mikolov et al
[64] therefore introduced Negative Sampling (NS) to transform the original objective
function to the feasible computation one. Based on NS, log p(we|we, , Wey, Wegy -, We

n

in Eq. 4.1 is therefore derived as follows.

|BT el

logo(v-vy,) + > log o(—v - vy,,) (4.3)
J=1wns€BT), .

where o(z) = 1/(1 + exp(—z)), BT}, is randomly generated triples (negative triples)

and vy, is an distributed representations of wys, which is the negative sampling of w..

4.3.2.3 Similarity Ranking

The similarity ranking module computes the similarity between a text predicate and the
KG predicates, and then the scores are used to form a ranked list of KG predicates. We
propose two functions, V. Sim_P and V Sim, for computing the similarity score between

a text predicate and a KG predicate:

. Pr, - Pxg,
T, |1 PKG;

SO(PKG]') ’ (SI;TZ - OI;TZ)
‘SO(PKGJ)HS;DTZ - OPTZ-|

27]:/:1 (S’PKGn - OPKGn )
N

-P_TZ' 'PI;GJ‘
‘PT«;”PKGJ"

VSim(Pr,, Pa,) = o )+ (1—8)( ) (45

SO(PKG].) = (4.6)
where (S pTi,PTi,OPTi) are the subject, the predicate and the object of the triple T;,
respectively, T; is a text triple, Pi¢; is a predicate in KG, S Pxa, and O Pkg,, are the
n? pair of a subject and an object, of which predicate is Prg; in KG, N is the number
of triples in KG, whose predicate is Pk¢;, and ¢ is a parameter that determines the

weighting between the predicate similarity and the context similarity.
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The idea of V.Sim_P in Eq. 4.4 is that since the distributed vector representations
of identical elements are closed in the same region of the vector space, the cosine be-
tween these vectors can be used to measure their similarity. However, the context
(subject, object) might alter the meaning of the predicate and so it must be taken
into account. We therefore generalize V.Sim_P to V.Sim. The V Sim similarity score
function in Eq. 4.5 therefore consists of two terms: the first term directly computes
the similarity between the predicates, while the second term computes the similarity
between the contexts; this is done in order to validate the suitability of the predicate
with its context. This is based on the assumption that the more the context is suitable,
the more important it is that they be linked. Because the first and the second terms
in Eq. (4.5) are different, a parameter is introduced to adjust the weight given to each.

Eq. (4.6) computes the average vector representation of the context of Pgg.

4.3.3 Candidate Selection

The CS component selects a predicate from the KG that is a candidate for mapping
to the predicate of a text triple. In this component, priority is given to the predicate
candidate, which is generated by the SPCG component. If such a predicate candidate
does not exist, the predicate candidate generated by the SCG component is considered.
In the SCG component, the predicate candidate in KG, which provides the highest
similarity score for the text predicate, is considered. If the similarity score between the
candidate predicate and the text predicate is greater than the threshold 6, then the
predicate of the text triple is linked to the candidate.

4.4 Methodology - Compositional Vector

Representations of words play a crucial role in many models of natural language pro-
cessing tasks such as part of speech tagging [99] and parsing [100]. Conventionally, a
word as an atomic unit of language is transformed to a vector by the one-hot encoder as
its representation. However, such representations are presented in the high-dimensional
space, which leads to the curse of the dimensionality [83]. To overcome the curse of
the dimensionality, the concept of distributed representation was proposed [83]. Dis-
tributed representation of a word uses a dense real-value vector to represent the word
in the low-dimensional vector space. Since the representation is projected to the low-
dimensional vector space, this representation does not encounter with the curse of the
dimensionality problem. Also, both synthetic and semantics of words are encoded into

their representation [101].
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Recently, many studies [64, 83, 84, 102] focus on modelling the distributed representation
of words. One of the prominent approaches is word2vec [64, 84]. By leveraging the
shallow neural network model trained over the unlabeled text corpus, words in the corpus
are embedded as the distributed representations [64, 84]. Based upon the hypothesis
of the distributional occurrence of context words, words sharing similar meaning occur
in similar context words. Under this hypothesis, the neural network model can learn
the distributed representations of words, which can capture both the function and the
meaning of the words. However, to learn the distributed representations of words, each
word in the text corpus is treated as an individual token. Consequently, the distributed
representations of compound words, which typically consist of two or more tokens, could

not be represented directly.

In order to cope with the problem of compound words, many approaches [64, 85] have
been proposed. These approaches detect compound words by a statistical strategy and
replace compound words by unique tokens. Such approaches can learn the actual repre-
sentations of compound words; however, some representations of compound words may
not be able to learn because we may not be able to detect all compound words. Fur-
thermore, some detected compound words may appear infrequently; in consequence, the
representations of such compound words cannot be learned. Estimating the distributed
representation of a compound word by using its individual words is the promising so-
lution, because we usually can learn the representations of the words in the compound
word. For example, given the compound word “Hida Station”, we may not be able
to learn the actual representation of the compound word “Hida_Station”. However, we
can learn each representation of the words “Hida” and “Station”, since these words, in
particular “Station”, appear frequently. Our assumption is that the representation of
the compound word “Hida_Station” could be estimated by the representations of “Hida”
and “Station”. In this study, we want to estimate the distributed representations of com-
pound words by using their individual word representations. Currently, the widely-used
workaround for estimating the distributed representation of a compound word is to av-
erage vector representations of individual words in the compound word. Although many
studies [103—105] utilized average distributed representations of words, the meaning of

a compound word is not simple composition of the individual words [64].

In this section, we therefore introduce the recurrent neural network (RNN)-based ap-
proach for estimating distributed representations of compound words by their word
representations. In the RNN-based approach, distributed representations of words in a
compound word are given to the model in order to estimate the distributed representa-

tion of the compound word.
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4.4.1 Learning Distributed Representation of Words

In the learning process, if a sequence of words contains compound words, we create a
new sequence and replace any compound words in the sequence with a unique token.
For example, given the sequence “San Francisco is located in United State of America”,
the new sequence “San_Francisco is located in United_State_of America” is created.
Both sequences are used to learn the representations of words. After learning the dis-
tributed representation of words, the distributed representation of the compound word,
e.g. “San_Francisco”, and individual words, e.g. “San” and “Francisco”, are acquired.
The distributed representations of compound words and individual words are given to
our RNN-based approach so that our RNN-based approach can later learn to estimate

the representations of compound words.

4.4.2 Recurrent Neural Networks

Recurrent neural networks (RNNs) are circular neural networks, which are typically
used for modelling a sequence of arbitrary length. Formally, given a sequence of input
r1,T9,I3, ..., Ty, the RNN model learns to map the given sequence to a sequence of
output y1,y2, Y3, ..., Yn, where each input and output at time ¢ are corresponded. At any
time ¢, the RNN model learns the current latent state with the input data at ¢ and the
previous latent state at time ¢ — 1. Then, the current latent state is used to predict the
output. Based on this concept, the most basic RNN [106] is derived as the following

equation:

he = f(Winze + Whphi—1 + by) (4.7)
Yt = g(Whyht + by) (4.8)

where x; is the input vector at time ¢, h; is the vector of hidden layer at time ¢, y;
is the prediction vector at time ¢, W; , Wp, », Wy, are parameter matrices, by,b, are
the bias parameters for the network and f, g are the activation function, e.g. sigmoids.
Although the RNN model can deal with the sequential data, long-term dependencies
cannot be captured due to the vanished and exploding gradient [107]. Recently, more
advanced RNN models, e.g. long short-term memory (LSTM) [108] and gated recurrent
unit (GRU) [109], are proposed to handle long-term dependencies. In this study, we
focus on the GRU unit, which had been reported that it provides better performances

than the LSTM unit in many datasets [109]. The GRU unit in our approach is descried
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FI1GURE 4.2: The RNN-based approach for estimating distributed representation of a
compound word by its word sequence

as follows:

2zt = f(Woay + Uzhy—1 + by) (4.9)
re = f(Wyxy + Uphg—1 + by) (4.10)
hi = g(Whay + Up(re 0 s4-1) + by) (4.11)
st =z 081+ (1—2z)oh (4.12)

where z; is the update gate vector at time ¢, r; is the reset gate vector at time t, hy, hy_1
is the vector of hidden layer at time t and t — 1, s; is the output vector at time ¢, x; is
the input vector at time ¢, W and U are parameter matrices, b is the bias parameters,

f and g are the activation function and o represents the Hadamard product operation.

In our study, we only use the output from the last state as the distributed representation
of a compound word as shown in Figure 4.2. Given a sequence of representations of the
compound word Wep (Vwe,. ;1 Vwepawep.ss -+ Vwep.n )» the RNN-based approach calculates
the estimated distributed representation of the compound word w,, from the last state

as follows.

ﬁwcp = ZLast © SLast—1 T (1 - 2Last) o hLast (413)

where vy, is the estimated representation of the compound word wep, ZLast, TLast and
hrast are the update gate vector, the reset gate vector and the hidden layer vector at the
last sequence respectively and hrqs—1 is the hidden layer vector before the last state. In
the learning process, the idea is that we want to minimize the error between the estimated
representation and the actual representation of the compound word. Therefore, the

objective of the whole network learning is to minimize the following function:

£(vwcp7 ﬁwcp) = vacp - 17wcp”% (414)
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where vy, is the actual representation of the compound word we,, learned by replacing
the compound word we, in the sequence with the unique token (as described in Section
4.4.1), and @, is the estimated representation of the compound word we, by the RNN-

based approach.

4.5 HRSim Experiments

In this section, we present experiments that we conducted to assess the performance of
distributed representation of elements in triples and the performance of our approach

for the linking predicates; for this task, we used three created benchmark datasets.

4.5.1 Experimental Setup

We performed two experiments: the ranking experiment and the classification exper-
iment. In the ranking experiment, we compare the similarity ranking performance of
the vector representation-based similarity with that of other similarity metrics. In the
classification experiment, we evaluate the performance of our approach for the predicate

linking task.

In the experiments, 120,000 Wikipedia articles were randomly selected and preprocessed
to create text triples. In the preprocessing step, all formatting and any hyperlinks were
removed. We then used a co-reference resolution system, the Stanford NLP tool [110],
to convert the pronoun in each sentence to its corresponding proper name. Next, text
triples were extracted from each sentence by OLLIE [55], which is a state-of-the-art open
information extraction system. For the KG triples, we used DBpedia [10], a well-known
KG. In this study, the targets of the predicate linking were the 2,800 DBpedia ontology

properties.

Based upon the generated text triples, we created three benchmark datasets. The first
two datasets (synthetic datasets) were automatically constructed, while the third (gold
standard) was manually created by an expert. The synthetic datasets are used for a

quantitative evaluation, while the gold standard is used for a qualitative evaluation.

To construct the synthetic datasets, the predicates of the text triples and those in DB-
pedia were automatically linked. The linking strategy is as follows: if both the subject
and the object of a text triple are identical to their respective counterparts in a DB-
pedia triple, we link the predicate of the text triple to that of the DBpedia triple.
Figure 4.3 shows an example for constructing these datasets. As shown in this figure,

the subject and the object of the text triple are identical to the respective parts in the
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Text Triple : Barack Obama was born in Hawaii
oo Mentical ) |Ildentical _______
DBpediaTriple : dbpedia:Barack_Obama dbpedia:birthPlace dbpedia:Hawaii

Ground Truth : was born in = {dbpedia:birthPlace}

FIGURE 4.3: An example of data construction

DBpedia triple. Consequently, the predicates, “was born in” and dbpedia:birthPlace,
are assumed to be identical. This process was performed using DBpedia Spotlight [98].
Although this strategy establishes many predicate pairs, some of them may be incor-
rect. For example, consider the text triples (Barack Obama, was born in, USA) and
(Barack Obama, lives in, USA) and a KG triple dbr:Obama, dbo:birthPlace, dbr:USA,
“was born in” is linked to dbo:birthplace, which is correct, but “lives in” is also linked
to dbo:birthplace, which is incorrect. To avoid such problems, we automatically re-
move any data for which the same subject and object pair results in links to multiple
predicates. Our synthetic dataset contains more than 100,000 text triples for which the
predicates are each linked to a unique DBpedia predicate. Our synthetic dataset has two
characteristics: predicates for which the links form a one-to-one relation between the
predicates in the text and those in the KG, and those for which there is a one-to-many
relation, where the same text predicate is linked to multiple KG predicates. An example
of a one-to-many relation is that “was born in” could be linked to either dbo:birthPlace
or dbo:birthDate, based on the context (subject,object) in the triple. Given the triple
context (BarackObama, HonoluluH awaii) and (BarackObama,1961), “was born in”
is linked to dbo:birthPlace or dbo:birthDate, respectively. Because of the difference in
relations, we separated the synthetic data in two datasets. The first synthetic dataset,
SYN(1-1), contains only those predicates that have a one-to-one relation, while the

second synthetic dataset, SYN(1-N), has only those that have a one-to-many relation.

To construct the gold standard dataset, we randomly picked text triples and then asked
an expert to create the links between the text predicate and the DBpedia predicate. We
have made our three benchmark datasets? available for download in order to encourage
the study of the predicate linking task, as described in this paper. Table 4.2 presents

the statistics of the three benchmark datasets used in the experiments.

The implementation of our approach is as follows. In the pattern extraction module,
DBpediaSpotlight[98] is used as the entity disambiguation system. Also, this system

is used in the pattern matching module and the triple enrichment module to map the

“http://ri-www.nii.ac.jp/VSim/datasets.zip
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TABLE 4.2: Statistic of the datasets in the experiments

) Predicate Subject Object
Dataset # Triples
# Text # KG # Entity # Entity # Literal
SYN (1-1) 33,391 30,732 322 17,021 7,317 4,061
SYN (1-N) 84,063 7,503 376 35,036 12,521 14,695
Gold Standard 300 186 91 295 239 47

entity (subject or object) of a text triple to an appropriate DBpedia entity. We then
use rdf:type to query the type of entity from DBpedia. This method is used as the
workaround of the entity type classification system. In the elements of triple embedding
module, the word2vec library® is used for training distributed representations of the
elements in triples. In the learning process, we consider a triple as a sequence of words
from subject, predicate and object of the triple in order. Therefore, to use all elements of
a triple the window size was set as the maximum length of the sequence in bootstrapping
triples, while other parameters were set by their default values. In our approach, there
are two hyperparameters: the weight ¢ and the threshold 6. These were set by using a
grid search algorithm on the training dataset. The interval of the parameter searching
was [0.00, 1.00], and the step interval was 0.01. The hyperparameters that performed
best in training were used to test the result. In the experiments, we used a ten-fold cross-
validation strategy for the datasets SYN(1-1) and SYN(1-N), and we used a combination
of SYN, SYN(1-1), and SYN(1-N) to train the hyperparameter for the gold standard

dataset.

4.5.2 Ranking Experiment

The ranking experiment investigated the accuracy of the ranking of the similarity of the
distributed representation of predicates in triples by comparing the results with those of
other metrics. In this experiment, we computed the similarity between a text predicate
and a KG predicate, and then the closeness of the predicates was ranked based on this
score (a higher similarity score resulted in a rank). More specifically, given the text
triple (S, Pt;,Oy,) and the set of DBpedia predicates {Pps,, PpB,, PpBs, - PpB, },
we computed the similarity score between P, and Ppp,, 1 < x < n. Then, the Ppp,

were ranked according to their similarity scores.

In our approach, we propose two distributed representation-based similarity metrics,

VSim_P and V. Sim, for ranking the similarity between a text predicate and a KG

"https://code.google.com/archive,/p/word2vec/
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predicate. We compared them with three traditional string-based similarity metrics: (1)
the edit distance-based similarity metric, which is widely used in the similarity ranking;
(2) the N-gram-based similarity metric (N = 3, 5); and (3) the wordnet-based similarity
metric [81]. Note that, since a DBpedia predicate is represented by a URI, we can use
rdfs:label to retrieve the text form of the DBpedia predicates. However, V Sim_P and
V.Sim can simply use the URIs of the DBpedia predicates to compute the similarity

score.

The proportion of accurate links and the average rank were used as the evaluation met-
rics. We defined and measured two indices, Hit@Q1 and Hit@10. Hit@Q1 is the proportion
of times that a text predicate is correctly linked to a KG predicate when their similarity
is of the first rank; Hit@10 is the same as Hit@Q1, except for when the similarity rank
is not larger than 10. The average rank (Mean Rank) is the rank averaged over text
predicates correctly linked to KG predicates. We evaluated the results in two settings:
the Raw setting measures the results obtained with the original ranking, and the Filter
setting measures the results after the original ranking has been filtered by using the
domain and the range of the text predicate as a constraint, and then removing from the
ranked list any KG predicates that are not in compliance with the constraint. For exam-
ple, given the triple (Barack Obama, was born in, Hawaii), whose domain and range are
person and place, respectively, the DBpedia predicate dbo:birthDate is removed from
the ranked list because its range, which is date, does not conform to the constraint. The

results of the ranking experiment are listed in Table 5.1.

The results of our distributed representation-based similarity metrics and those of three
baseline metrics are listed in Table 5.1. As shown in the table, the results indicate that
the proportion of the accuracy of V .Sim_P and V.Sim outperformed the other similarity
metrics in both the Raw and Filter settings. These results conform to our hypothesis
that the heterogeneous problem in the open information extraction task is severe for
the traditional string-based similarity metrics. Due to the significant improvement, the
distributed representation-based similarity metric is a promising technique for computing

the similarity between the predicate of triples.

Furthermore, considering the results of V.Sim, we found that the result is significantly
improved from the results of V.Sim_P even in the SYN(1-1) dataset. In the SYN(1-1)
dataset, the context, (subject, object), is less influence to its predicate because each
predicate individually aligns to the exact KG predicate. Consequently, the context in
the triples also plays an important role in the predicate ranking task, even though the

predicate itself is sufficient to identify its identical predicates.
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TABLE 4.3: Comparison results between distributed representation of elements in
triples with other similarity metric for the predicate ranking task

o . |Hit@Q1(Acc. %) |Hit@10(Acc. %)| Mean Rank
Dataset |Similarity Metric

Raw | Filter | Raw | Filter Raw | Filter
Edit Distance 0.00 0.06 0.00 0.27 649.80 | 27.61
N-gram (N=3) 0.01 0.07 | 0.02 0.31 607.66 | 28.42
N-gram (N=5) 0.00 0.06 0.02 0.30 605.63 | 28.09

SYN (1-1)
WordNet 0.00 0.07 | 0.02 0.36 450.86 | 24.21
VSim_P 0.04 | 0.31 0.30 0.69 167.05 | 11.13
VSim 0.29 | 0.38 | 0.54 0.80 [112.17| 8.04
Edit Distance 0.00 0.04 0.00 0.20 753.82 | 33.58
N-gram (N=3) 0.01 0.06 0.05 0.36 544.93 | 26.87
N-gram (N=5) 0.00 0.05 0.04 0.35 543.89 | 26.71

SYN (1-N)
WordNet 0.02 0.08 0.03 0.33 474.29 | 25.68
VSim_P 0.04 0.16 0.15 0.64 249.17 | 12.42
V. Sim 0.15 | 0.25 | 0.38 0.79 |205.67| 7.87
Edit Distance 0.00 3.00 0.00 24.67 | 805.96 |30.453
N-gram (N=3) 7.33 | 20.67 |18.00| 50.33 | 476.86 | 20.58
Gold N-gram (N=5) 2.00 | 16.33 |13.33| 49.67 | 468.09 | 20.32
Standard | WordNet 797 | 13.72 | 10.61| 43.09 | 157.54 | 18.87
VSim_P 25.67 | 55.67 | 55.67 | 87.67 58.39 | 4.23
VSim 35.33| 56.00 |59.00| 91.00 | 50.13 | 3.75

4.5.3 Classification Experiment

The classification experiment evaluated the performance of our approach in the pred-
icate linking task. In the classification experiment, the linking between a text pred-
icate and a KG predicate is testified whether the approach selects a KG predicate,
which corresponding to a text predicate, or not. This is a classical multi-label clas-

sification problem: given the text triple (S, P, Oy, ), the approach selects Ppp, €

{PpB,, PpB,y: PpBs, -, PDB, },1 < <n as the output.

In our approach, V Sim is leveraged as the similarity metrics in the SCG component. The
statistical knowledge pattern approach in the study [56], which is closely related to our
approach, is selected as the baseline. In the experiment, the micro/macro evaluation
of precision, recall and F1 are measured to evaluate our approach and the baseline.
The macro evaluation averages the performance for each predicate across the dataset,

while the micro evaluation aggregates the performance of all predicates in the dataset.
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TABLE 4.4: The classification results of our approach the predicate linking task on
three benchmark comparing with the baseline

Macro Micro
Approach Dataset
Precision | Recall F1 Precision | Recall F1
Baseline SYN (1-1) 1.0000 | 0.0241 | 0.0471 | 1.0000 | 0.1130 | 0.2031
Our approach 0.1245 |0.1752(0.1456| 0.3720 |0.3228|0.3457
Baseline 0.1207 | 0.0181 | 0.0315 | 0.5029 | 0.4256 | 0.4610
SYN (1-N)

Our approach 0.0592 |0.0585[0.0589| 0.4702 |0.4649|0.4675
Baseline Gold 0.7217 | 0.5600 | 0.6306 | 0.7693 | 0.6400 | 0.6987
Our approach | Standard | 0.6902 |0.6660|0.6778| 0.7491 |0.7367|0.7428

The micro/macro F1 are harmonic mean between the micro/macro precision and recall
respectively. The micro/macro precision and recall are computed by Eq. 4.15 and Eq.

4.16

IPreelis S, IPreclis,n S,
Precistonmicro = #, Recallpmicro = # (4.15)
Sizrel 18] Sirelisi|
1 |Prc| ‘ _ 1 |Pral |
Precistonmaero = ~ Sil , Recallygero = 4.16
|Preal Z |S:] |Pra| Z (4.16)

where Pk is the set of predicates in KG, S; is the set of predicates of text triples, which
belong to Pk, and S; is the set of predicates of text triples, which are predicted as

Pk,

Table 5.2 shows the results of our approach and that of the baseline. The experimental
results indicate that in overall our approach, leveraging the distributed representation-
based similarity, outperformed the statistical pattern approach. Although the precision
results of the baseline are better than our approach due to the nature of statistic knowl-
edge patterns, whose results are highly precise, the recall is relatively low when compar-
ing with our approach. As a result, the F1 results of our approach can outperform the

baseline in all datasets.

The low recall results in the baseline infers that we could not extract the majority of the
statistical knowledge patterns due to the sparsity of natural language text, especially in
the SYN datasets, the SYN(1-1) and the SYN (1-N) datasets. In the SYN datasets, the
variation of predicate in text triples is enormous as shown in the Table 4.2. Although

the statistical knowledge pattern-based approach could efficiently perform well on the
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limited size of the predicate vocabularies as in the gold standard or between KGs, it
still requires a huge amount of the training data to acquire enough knowledge patterns.
This result conforms to our hypothesis that it is considerably difficult to extract all
possible patterns. Therefore, our approach, leveraging the distributed representation-
based similarity, could efficiently discover identical predicates in KG, which could not

be achieved by the statistical knowledge patterns.

4.6 Compositional Vector Experiment

4.6.1 Experimental Setup

We start with describing the text corpus, which is used to learn the distributed repre-
sentations of individual words and compound words. We then provide the details of the
dataset for estimating distributed representations of compound words. After that, the

implementation of the RNN-based approach and the network training are presented.

4.6.1.1 Corpus.

To learn the distributed representations of individual and compound words, all Wikipedia
articles as sequences are used as mentioned in Section 4.4.1. Still, there is the problem
regarding locating compound words in the sequence. In order to address this problem,
we utilize tags provided by Wikipedia. We assume that a sequence of words in any tag
is a compound word. For example, given the sentence [Barack Obama] was [the U.S.
president]|, where [ | denotes a tag, e.g. a hyperlink tag, we can form two sequences:
1) Barack Obama was the U.S. president and 2) Barack_Obama was the_U.S._president.
The implementation of extracting tags and identifying compound words are followed

Wiki2Vecb.

Based upon the text corpus above, we create the pair between a compound word and its
individual words as the dataset for experiments. From the above example, we can create
the (Barack_-Obama, Barack Obama) and (the_U.S._pres ident, the U.S. president). The
statistic of the dataset is as follows. The number of pairs between compound words and
their individual words is 16,369,076 pairs and the average length of the compound words
is 3.06 tokens. This dataset is used as the input of the RNN-based approach.

Shttps://github.com/idio/wiki2vec
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4.6.1.2 Implementation.

The implementation and the details of the network training are as follows. To learn the
distributed representations of words and compound words, we use the python version
of word2vec’. Most of the parameters are set by the default. Note that, in this setting
all words that appear less than 25 times are ignored. However, since we use the text
corpus, in which most sequences are duplicated, as the training set, we set the words
that appear less than 50 times are discarded. Also, since the dimension of vector and the
length of the window size directly affect representations of words, these two parameters
are varied in the experiments to investigate their effects. Furthermore, to handle the out
of vocabulary problem, words that appear less than 50 times are replaces by the token
“UNK”".

In our RNN-based approach, we implemented the networks by using tensorflow®. The
GRU unit is selected as the unit in the RNN model. One hidden layer network is used
and a number of nodes in the hidden layer is set at 128. The Adam algorithm [111] is
used as the optimization method due to its computational efficiency. The learning rate
is set at 0.01. The dataset is fed as the mini-batch, whose size is 50,000 samples. We

set the number of the iteration at 5,000, which is enough to reach the convergence.

4.6.2 Experiment 1

Experiment 1 is to investigate the improvement of compound word representations esti-
mated by their individual words using the RNN-based approach. In this experiment, the
distributed representations of compound words estimated by the RNN-based approach
are compared with the average representations. The average representation is computed
by averaging the distributed representations of all individual words in the compound
words. To evaluate the improvement, the location and the direction of estimated dis-
tributed representations of compound words are considered. The idea to measure the
location is that the closer the location to the actual compound word representation, the
better it is, while the idea to evaluate the direction is that the more similar the angle to
the actual compound word representation, the better it is. Note that the actual com-
pound word representation is the distributed representation of the compound words as
a single token, e.g. San_Francisco, learned during the word embedding process. Based

on these intuitions, two evaluation metrics: 1) the proportion of the improvement of the

"https://radimrehurek.com/gensim/models/word2vec.html
8https://www.tensorflow.org/
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Euclidean distance, which measures the closeness of the location, and 2) the propor-
tion of the improvement of the cosine similarity, which measures the similarity of the

direction, are defined as follows.

N — =
Zi:l dLoc('Uwcpi y Vwep, » Vwep, )
N

Location = x 100% (4.17)

1’ lf ||Uwcp - EwcpH < vacp - /l:]wcpH

dLoc(Uwcp; Q_chpv ﬁwcp) = (418)
0, otherwise
o SN dpir(Vwey > iy, s Ve,
Direction = ==1 i w;; CERRLED x 100% (4.19)
) 1, if CwepUuep Vuep Dusep
dpir (vwcpa Ewcpa{)wcp) = owep ll1Dwey | lowep owep (4.20)

0, otherwise

where vy, is the actual representation of the compound word wey, Uy, is the estimated
representation of the compound word w,, by the RNN-based approach, iwcp is the
average representation of the compound word wg, and N is a number of compound

words.

In this experiment, the dimension of vector representations and the length of window
size are varied to investigate their effects because both are the major factors that di-
rectly influence the representations of compound words. For observing the effect of the
dimension of vector representations, we set the dimension size at 100, 200, 300, 400
and 500, while the length of the window size is fixed at 5. For inspecting the effect
of the length of the window size, we set the window size at 5,10, 15 and 20, while the
dimension of vector representations is fixed at 200. Also, we conduct the experiment
with CBOW and Skip-Gram in order to investigate any influence caused by the mod-
els. In the experiment, we conduct the experiment by using the 10-fold cross validation

technique.

The results of this experiment are listed in Table 4.5. The results show that most of com-
pound words can be better estimated by using the RNN-based approach in both location
and direction aspects. Also, the results indicate that the parameters, the dimension of
vector representation and the length of the window size, slightly affect the results. How-
ever, for the CBOW setting with larger length of window size, the changes are clearly
observed. In this case, only around 86%-88% of compound words can better be esti-
mated by using the RNN-based approach in the location aspect, while around 58%-59%
of compound words can better be estimated by using the RNN-based approach in the

direction aspect. Nevertheless, the improvement of the estimated representations by the
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TABLE 4.5: The results of the improvement in aspects of location and direction of
estimation in Experiment 1

# Dimension| # Window Size CBOW Skip-Gram

Location | Direction | Location | Direction
100 5 97.98% | 96.70% | 99.01% | 98.61%
200 5 98.58% | 97.14% | 99.18% | 98.76%
300 5 98.79% | 97.16% | 99.10% | 98.60%
400 5 98.82% | 96.92% | 98.79% | 98.08%
500 5 98.13% | 94.84% | 98.12% | 97.00%
200 10 98.67% | 96.50% | 99.19% | 98.77%
200 15 88.01% | 59.74% | 99.06% | 98.60%
200 20 86.26% | 58.10% | 98.88% | 98.30%

RNN-based approach over average representations still can be observed. Therefore, the
RNN-based approach can do better to estimate the representations of compound words

than the average representation approach.

Although the RNN-based approach shows the improvement over the average represen-
tation method, to learn the RNN-based approach, the training pairs are still required.
Therefore, we analyzed the number of training pairs used in the experiment to achieve
the result in Table 4.5 by plotting the learning curve. We used 10% of the data for
testing the improvement in the location and direction aspects, while the rest of the data
are used as the training data. The number of training example pairs are gradually in-
creased. To plot the learning curve, the standard parameter setting? is set. Figure 4.4
shows the learning curve of the RNN-based approach. The learning curve shows after
the training size is larger than 10,000 pairs, more than 90% of compound words can be
estimated better the aspect of location and direction by the RNN-based approach than
the average method in both CBOW and Skip-Gram models.

4.6.3 Experiment 2

Experiment 2 is to evaluate the quality of the estimated representations of compound
words by the RNN-based approach. This experiment is to further understand how much
improvement of the estimated representations of the compound words we achieved. In
this experiment, the experiment setting is the same as Experiment 1 and the average
representation method is used as baseline. However, we change the evaluation method

in order to observe the quality of the estimated distributed representations of compound
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FIGURE 4.4: Learning curve of the RNN approach by using CBOW and Skip-Gram
setting with 200-dimensional vector and window size 5 in aspect of location and direc-
tion

words. We compute the cosine similarity between the estimated distributed represen-
tations of compound words and other word representations in the whole vocabulary.
The results are ranked by their similarity score. The higher the similarity score acquire,
the lower the rank is. Then, we determine the rank result of the estimated distributed
representation by its pair rank. For example given the pair (“Tokyo_Station”, “Tokyo”
“Station”), the rank result is corresponded to the rank of “Tokyo_Station” in the rank
list. In the experiment, we conduct only the ranking by the cosine similarity because
many applications [23] used the cosine similarity for evaluating the similarity between
representations. Since we need to compare all representations (=~ 968,009 words), only
1,000 pairs are sampled for testing the ranking result, while the rest are used to train
the model. To measure the results, we report the mean reciprocal rank (M R), which
averages the inverse of the rank and Hit@10 is the proportion of times that the rank of

its pair is less than 10.

The results of this experiment are listed in Table 5.2. The results show that the RNN-
based approach provides significant improvement of the quality of the representations
than the baseline in all settings. This result confirms the hypothesis in the study [64],
where representations of compound words are not simple average representations of
individual words. The experimental results also indicate that the quality of the repre-
sentations is robust to the length of the dimensional vector representation, while the

length of the window size has significant influence. The estimated representations of

86



Compositional Vector Experiment

TABLE 4.6: The results of quality of the estimated representations of compound words
comparing with the representations of compound words

Baseline RNN-based Approach
# Dim | # Window CBOW Skip-Gram CBOW Skip-Gram

Size MR |Hit@Ql0| MR |Hit@Ql10| MR | Hit@Ql10| MR | HitQ10
100 5 0.003| 0.70% |0.001| 0.10% |0.078|22.42% | 0.056 | 15.92%
200 5 0.006| 1.90% [0.002| 0.10% |0.119|33.63% | 0.073 | 21.42%
300 5 0.006 | 2.20% [0.002| 0.40% |0.133|37.54% | 0.076 | 22.52%
400 5 0.007| 2.50% |0.002| 0.40% |0.148|42.24% | 0.082 | 24.42%
500 5 0.007| 2.30% [0.002| 0.20% |0.112|31.23% | 0.064 | 17.71%
200 10 0.439| 50.55% [0.785| 81.48% | 0.927 | 94.90% |0.988|99.10%
200 15 0.455| 52.45% [0.767 | 79.78% | 0.941 | 95.80% |0.987|99.20%
200 20 0.466 | 53.05% |0.784| 81.58% | 0.939 | 96.30% |0.986 |98.90%

compound words can be estimated better when the length of the window size becomes
larger. One intuition is that the length of the window size is used to capture the long
dependency of the context. Since the average length of the compound words in the
dataset is around 3 tokens, the length of window size at 5 could not capture the whole

dependency. Consequently, the quality of the estimated representations is degraded.

To further understand the representations of compound words and their estimation, the
representations of compound words are projected to 2-d space by using the t-distributed
stochastic neighbor embedding (t-SNE)[112]. To visualize the representations in the 2-d
space, the standard parameter setting® is set. Moreover, most of the compound words
are person names or location names. When plotting in the 2-d space, black color repre-
sents the compound words, which are person, while the grey color denotes the compound
words, which is location as shown in Figure 4.5. Figure 4.5 shows that the estimated
representations of compound words by using the RNN-based approach are closely similar
to the actual representations than using the average representation approach. Further-
more, the average representations show some ambiguity between person and location.
This indicates that the average representation could falsely interpret the meaning of the

compound words in the vector space.
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FIGURE 4.5: Scatter plot of representations of compound words by their types using
CBOW with the 200-dimensional vector and the window size 5
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4.7 Summary

Knowledge graphs (KGs) play a crucial role in many modern applications. Consequently,
many open information extraction approaches propose the extraction of triples from
natural language text in order to populate a KG. Nonetheless, most approaches do not
consider forming links between the extracted triples and the KG triples, especially for
predicates. Predicate linking is used to identify the predicate in a KG that exactly
corresponds to an extracted predicate; this allows the avoidance of the heterogeneity
problem when populating a KG. Although there have been a few studies that considered
linking predicates, most of them have relied on statistical knowledge patterns, which are
not able to generate the possible patterns when dealing with small data. In this paper,
we propose a novel distributed representation of the elements in triples and show how
this can be used to compute the similarity between predicates in order to find links that
would not appear in statistical patterns. There are two aspects to the experimental study
of distributed representations of triple elements: one is to evaluate the similarity rank of
these representations and compare the results with various similarity metrics; the other
is to use these representations to evaluate the links between predicates. We present
experimental results that show that the distributed representation of triple elements

outperforms other similarity metrics and the linking of predicates is notably improved.
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Knowledge Graph Population

In this Chapter (Chapter 5), we presented T2KG: an automatic knowledge graph cre-
ation from natural language text. Section 5.1 presented the motivation of the KG
construction and the motivation. Then, Section 5.2 described the architecture of T2KG
framework for creating a KG from natural language text. Next, we conducted the ex-
periment on KG construction to evaluate the T2KG framework in Section 5.3. Finally,

Section 5.4 concluded this Chapter.
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5.1 Overview

A knowledge graph (KG) is a graph-structured knowledge base that stores knowledge
in the form of the relation between entities. An example KG is DBpedia[l0]. The
KG plays an important role in various applications, e.g., question answering, browsing
knowledge and data visualization. However, most of the published data is unstructured
data and the trend of publishing such data is dramatically growing faster than publishing
structured data [20]. Consequently, a large amount of data cannot be straightforwardly

transformed into a KG and so is left as unstructured data.

Recently, many approaches have proposed transforming unstructured text to structured
text in order to create a KG [20, 43, 44, 48, 54-56]. Although those studies perform well
for extracting triples (subject, predicate, object) from unstructured text, they still have a
limitation regarding mapping a predicate of a triple extracted from unstructured text to
its identical predicate in the KG. Generally, many studies [44, 98, 113] focus on mapping
only an entity, which is usually a subject or an object of a triple, to its identical entity in
a KG. Mapping a whole predicate to its identical predicate is usually ignored. Mapping
a predicate to its identical predicate in a KG is an essential procedure because it can
reduce the heterogeneity problem and increase the searchability over a KG. Although
one study [56] introduced mapping a predicate of a triple extracted from unstructured
text to an identical predicate in a KG, the approach uses the simple rule-based approach.
As a result, it cannot efficiently deal with the limitation of rule generation due to the

sparsity of unstructured text.

In this Chapter, we introduce T2KG: an end-to-end system for creating a KG from
unstructured text. In T2KG, we propose a hybrid approach that combines a rule-based
approach and a similarity-based approach for mapping a predicate of a triple extracted
from unstructured text to its identical predicate in an existing KG. The existing KG is
used as control knowledge when creating a new KG. In the similarity-based approach,
we present a novel vector-based similarity metric for computing the similarity between

the elements of triples to overcome the sparsity problem.

5.2 Methodology - T2KG

In this section, the architecture of the T2KG system is described. T2KG is designed to
take unstructured text as input and produce a KG as output. As shown in Figure 5.1,
T2KG has five components: 1) Entity Mapping, 2) Coreference Resolution, 3) Triple
Extraction, 4) Triple Integration, and 5) Predicate Mapping. The Entity Mapping

component links an entity in unstructured text to its corresponding entity in the KG. The
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FIGURE 5.1: Architecture of the T2KG system

Coreference Resolution component detects coreferring chains of entities in unstructured
text. The Triple Extraction component extracts a relation triple from unstructured text
by using the open information extraction technique. The Triple Integration component
generates a text triple by integrating the results from the Entity Mapping component, the
Coreference Resolution component and the Triple Extraction component. The Predicate
Mapping component maps a predicate of a text triple to a predefined predicate in other

KGs. The details of each component are presented as follows.

5.2.1 Entity Mapping

The aim of the Entity Mapping component is to map an entity in unstructured text to a
uniform resource identifier (URI) as output. In the Entity Mapping component, entities
are recognized from unstructured text to create a set of extracted entities. If an extracted
entity can be mapped to an identical entity in any KG, the URI of such an entity in that
KG should be used as a representative for the extracted entity. Otherwise, a new URI is
given to the entity. For example, consider “dbepdia:United_States”as a URI in the KG.
If the entity “United States”in unstructured text is mapped to “dbepdia:United _States”,
the same URI is used. On the other hand, if the same entity does not exist in the KG,
a new URI, e.g., “ex:United_States”, is assigned to the entity “United States”.

To further illustrate the flow of the T2KG system, an example is given in Figure 5.2. In
Figure 5.2, the given sentence is “Barack Obama was born in Honolulu, Hawaii. It is lo-
cated in United States. ”, the expected results of the Entity Mapping component are a set
of mapping entities for each entity, e.g., Barack Obama = {dbpedia: Barack_Obama}.
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Input Text : Barack Obama was born in Honolulu, Hawaii. It is located in United States.

v v
Entity Mapping Triple Extraction
Barack Obama = .{dbpedia:Barack_Qbama} <Barack Obama, born_in, Honolulu Hawaii>
Honolulu, Hawaii = {dbpedia:Hawaii} <It, located in, United States>
United States = {dbpedia:United States}

Coreference Resolution

Chain 1 = {Barack Obama }
Chain 2 = {Honolulu, Hawaii, it}
Chain 3 = {United States}

\

Triple Integration

<dbpedia:Barack_Obama, ex:born_in, dbpedia:Hawaii>
<dbpedia:Hawaii, ex:located_in, dbpedia:United States>

Y

Predicate Mapping

<dbpedia:Barack Obama, dbpedia:birthPlace in dbpedia:Hawaii>
<dbpedia:Hawaii, dbpedia:country, dbpedia:United States>

F1GURE 5.2: Example of the data flow in the T2KG system

5.2.2 Coreference Resolution

The aim of the Coreference Resolution component is to detect coreferring chains of enti-
ties in unstructured text and to group such entities. This is also an essential component
because unstructured text usually contains abbreviations, pronouns and different expres-
sions of entities that point to the same entities. With the Coreference Resolution com-
ponent, an entity and its different expressions can be grouped so that actions of identical
entities in different expressions can be captured. To discover the chains of coreferring
entities, a coreference resolver is used. An example is shown in Figure 5.2. The expected
results of the Coreference Resolution component are coreferring chains of entities. Based

on the input in the example, the coreferring chain is C2 = { Honolulu Hawaii, it}.

5.2.3 Triple Extraction

The aim of the Triple Extraction component is to extract relation triples from unstruc-
tured text. This is a key step to acquire knowledge from unstructured text. According
to linguistic theory [114], the meaning of an arbitrary sentence can be interpreted by

considering a set of relations and its associated arguments. Consequently, a relation
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triple is defined as a triple describing a relation and its associated arguments in an arbi-
trary sentence. In our scenario, the relation is a predicate of a triple and its associated

arguments are a subject of a triple and an object of a triple.

To extract a relation triple from unstructured text, any open information extraction
technique can be used. An open information extraction technique is used to extract
information in an arbitrary sentence by using pattern templates and then to convert
such information into a relation triple. In an open information extraction technique,
a relation and its associated arguments in a sentence are identified without using ei-
ther prior domain knowledge or a predefined vocabulary. For example, as depicted in
Figure 5.2, the example of the relation triple from the Triple Extraction component
is < Barack Obama, born in, Honolulu Hawaii >, where “born in” is a relation,
which is the predicate of the triple, and “Barack Obama” and “Honolulu Hawaii”are its

arguments, which are the subject and the object of the triple, respectively.

5.2.4 Triple Integration

The aim of the Triple Integration component is to generate text triples by using outputs
from the Entity Mapping component, the Coreference Resolution component and the

Triple Extraction component.

In the Triple Extraction component, we can extract relation triples from unstructured
text; however, entity mapping and coreference resolution among the entities of such
triples are not performed. As a result, ambiguity in the triple occurs and interlinking
to entities in the KG is not established. Consequently, transformation of a relation
triple that conforms to the standard of KB is required. Therefore, to deal with such
problems, the results from three components are integrated and transformed by the

following processes.

First, identical entities are grouping by using coreferring chains from the Coreference
Resolution component. Second, a representative for the group of coreferring entities
is selected by the voting algorithm. Because entities in the same group might have
various representations, the majority excluding pronouns in the group is chosen as the
group representative. Third, all entities belonging to the group in the relation triples
are replaced by the representative of its group. Fourth, the relation of a relation triple
is straightforwardly transformed into a predicate by assigning a new URI. Finally, if an
object of a relation triple is not an entity, it is left as literal. After performing these

processes, text triples are extracted from unstructured text.
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Figure 5.2 shows our example of this component. The Triple Integration component
generates the text triple, e.g., < dbpedia: Barack_Obama, ex: born_in, dbpedia: Hawai
>. However, the predicate of the triple, ex: born_in, is still not mapped to any predicate
in the KG.

5.2.5 Predicate Mapping

The aim of the Predicate Mapping component is to map a predicate of a text triple to an
identical predicate in the KG. In the study [56], the rule-based approach is proposed for
mapping a predicate of a triple to an identical predicate in a KG. However, the study
greatly depends on the generated rules. Because of the sparsity of unstructured text
in open domains, generated rules cannot cover all possible patterns. As a result, the
study does not generalize enough to discover new rules that have not appeared before.
Therefore, reasonable recall cannot be realized. To deal with heterogeneous vocabularies
and to alleviate the sparsity of unstructured text, a hybrid combination of a rule-based
approach and a similarity-based approach using the vector-based similarity metric is

proposed in this study.

In our hybrid approach, bootstrapping triples are used to learn rules for mapping a
predicate in a way similar to that of the reference study [56], and then the similarity-
based approach using the vector-based similarity metric is applied for unseen rules to
determine the identical predicates, as depicted in Figure 5.3. First, a text triple is
enriched by the Triple Enrichment module. This module enriches a text triple and
a KG triple by their data types and classes, and then integrates and normalizes the
text triples, the KG triples and the enriched triples to create the bootstrapping triples
for the later modules. Second, the Rule-based Candidate Generation module uses the
bootstrapping triples for creating rules and then generates predicate candidate pairs for
the text predicate. Third, the Similarity-based Candidate Generation module uses the
bootstrapping triples for embedding the elements of triples as vector representations,
and then such vectors are used to compute the similarity between a text predicate
and a KG predicate in order to generate predicate candidate pairs. Eventually, the
Candidate Selection module selects the most suitable mapping candidate. As a result,
a candidate is selected and the KG creation process is completed. An example of the
component is shown in Figure 5.2. As shown in the figure, ex: born_in is mapped to
dbpedia: birthPlace, and the triple < dbpedia: Barack_Obama, dbpedia: birthPlace,
dbpedia: Hawaii > is created as a triple for the generated KG. The details of each

module are as follows.
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FIGURE 5.3: Diagram of the Predicate Mapping component

5.2.5.1 Triple Enrichment

The Triple Enrichment module enriches text triples and KG triples and then integrates
all triples in order to create the bootstrapping triples for the later modules. Text triples
and KG triples are enriched by their classes and data types. The enrichment process is

performed only on a subject (domain) and an object (range) of a triple.

To enrich a triple, the subject and the object of the triple are bound to their correspond-
ing class. For KG triples and text triples, whose subject or object is mapped to a KG
entity, the subject and the object of the triple are bound by using rdf:type. For example,
given DBpedia as the KG and the triple, < dbpedia: Barack_Obama, dbpedia: birthPlace,
dbpedia Hawaii >, the enriched result is < dbpedia: Person, dbpedia: birthPlace, dbpedia :
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Location >. For the text triples, whose subject or object cannot be mapped to a KG
entity, the Name Entity Recognition (NER) system is used to retrieve the class of the
subject and the object of the triple. Then, the class is map to KG class by using string
matching as a workaround. For example, the NER class, Person, is mapped to KG

class, dbpedia: Person.

Apart from the class of entities, the data type is also considered. In T2KG, we use
the URI, string, number and date as data types. The data types of a subject and an
object of the triple are converted by using a simple parser. If a subject or an object
of a triple can parse the date, the date type is used. If a subject or an object of a
triple contains only a number, the number type is used. If a subject or an object of a
triple is a URI, the URI type is used. Otherwise, the string type is used. For example,
given the triple < dbpedia: Barack_Obama,ex: born_in, dbpedia: Hawaii >, the result
is <URI, ex: born_in, URI >. All generated triples, called bootstrapping triples, are

used as the output of this module.

5.2.5.2 Rule-based Candidate Generation

The Rule-based Candidate Generation module extracts rules and uses these rules to
produce predicate candidate pairs. In this module, the strategy in the reference study
[56] is implemented to create rules for mapping the predicate, as follows. First, if the
subject and the object of the text triple are similar to the subject and the object of
the KG triple, respectively, it is assumed that the predicate of the text triple and the
predicate of the KG triple are identical. Second, the class of the subject and the class
of the object are used as a constraint for mapping. For example, a finding rule can be
< Person, ex: born_in, Location > is mapped to dbpedia : birthPlace (using DBpedia
as the KG). Even though this approach uses bootstrapping triples to generate reliable
rules, the number of rules is very limited due to the small number of bootstrapping
triples and the sparsity of unstructured text. Therefore, some rules are missing. To
avoid such problems, the similarity-based approach using the vector-based similarity

metric is applied in the T2KG system.

5.2.5.3 Similarity-based Candidate Generation

The Similarity-based Candidate Generation module generates predicate candidate pairs
by using the similarity between predicates. Generally, a string-based similarity metric
is used for the entity mapping or the predicate mapping task [21, 87]. Due to the
heterogeneous vocabularies in the open information extraction task, the string-based

similarity metric can fail to identify the similarity between predicates. To cope with
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heterogeneous vocabularies, each vocabulary should be learned and represented at a
deeper level than just their surface form. We therefore propose the novel vector-based

similarity metric for computing the similarity between elements of triples.

Based on a review, we found that Mikolov et al. proposed vector representations of
words that can capture both syntactic and sematic patterns [64]. Inspired by vector
representations of words [64], we present elements of triples in the vector space by using

other elements in the same triple. The objective function is formulated as follows.

L(0) = argmax Z log o (ve - ve) + Z log o(ve - vc) (5.1)
g (e,c)eT (e,c)eT”

where o(x) = 1/(1 + exp(—=x)), e is an element of a triple, ¢ is other elements of the
same triple, T is a set of bootstrapping triples from the triple enrichment module, 7" is
randomly generated triples (negative triple), which do not existed in T, ve,v. € 6 and

Ve, Ue are vector representations of elements of triples e and c respectively.

After acquiring vector representations of each element of the triples, the similarity be-
tween a predicate of a text triple and a predicate of a KG triple is computed to generate
a list of predicate candidate pairs, ranked by their similarity score. In our approach, the

similarity score is defined as follows.

P; - Pra 5 context(Pgq) - (ST — OF)

Sim(Ps, Prec) = 6(—L—KC ) L (1 - -
Fr» Prc) (|PT||PKG|) ( lcontext(Prc)||ST — O 1]

) (5-2)

ZnNzl (S’PKGn - OPKGn )

o (5.3)

context(Pxkg) =

where S;, Pj, Oj are the subject, the predicate and the object of the triple T, re-
spectively, T is a text triple, Pk¢ is a predicate in KG, Spy, and Opy are the nth
pair of a subject and an object, respectively, corresponding to predicate Pg¢g in KG
(< Spra,» Prc, Opgg, >€ K@), N is the number of triples in KG, whose predicate
is Pxa, and § is a weight parameter between the predicate similarity and the context
similarity. The basis behind these equations is that the similarity between predicates can
be measured directly by the cosine similarity of the vector, as reflected in the first term
of Eq. 5.2. However, the predicate might be varied by its context. Consequently, in the
second term of Eq. 5.2, the similarity between contexts is also computed to validate the
suitability of the predicate with its context. This assumption is based on the fact that
the more suitable the context, the more likely they can map. Because the first and the

second terms in Eq. 5.2 are different, the weight parameter is introduced for adjusting

98



FExperiment

the salient aspect between the predicate similarity and the context similarity. Eq. 5.3

is proposed to compute an average vector representation of the context of Pg¢.

5.2.5.4 Candidate Selection

The Candidate Selection module selects the mapping for the predicate of the text triple.
In this module, priority is given to the predicate candidate pair, which is generated by
the Rule-based Candidate Generation module. If such a predicate candidate pair does
not exist, the predicate candidate pair generated by the Similarity-based Candidate
Generation module is considered. If the similarity of the predicate candidate pair is
greater than a threshold, the predicate pair is mapped to the candidate. Otherwise, the
new URI of the text triple, e.g., ex: born_in, is assigned as the predicate. The output of
candidate selection is the generated KG, in which both the entities and the predicates
are linked to other KGs.

5.3 Experiment

5.3.1 Experimental Setup

Three experiments are designed to evaluate: 1) the performance of the hybrid approach
in the T2KG framework, 2) the whole performance of the T2KG framework for the KG
creation task and 3) the performance of the T2KG for populating the new knowledge to
an existing KG.

In T2KG, each component is implemented and its parameters are configured as follows.
In the Entity Mapping component, DBpedia Spotlight [98] is used to map entities. If

)

an entity cannot map to any DBpedia entities, a new namespace “ex:” is adopted as
the prefix of the entity for creating a new URI. This namespace also applies for an
unmapped predicate. In the Coreference Resolution component, the Stanford NLP tool
[94, 115] is used as a coreference resolver. In the Triple Extraction component, OLLIE
[55], which is one of the state-of-the-art for open information extraction, is applied to
extract relation triples from natural language text. In the Triple Enrichment module, the
Stanford NLP tool is also used as the NER system. In the Similarity-based Candidate
Generation module, word2vec! is used for the training vector representations of the
elements of triples. The parameters of word2vec are set by default. To collect the

corpus for creating vector representations of the elements of triples, text triples and KG

triples are prepared. To gather text triples, 120,000 Wikipedia articles are randomly

"https://code.google.com/archive,/p/word2vec/
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selected and then the pre-processing step is applied. In the pre-processing step, HTML
markups, wiki marks and any hyperlink annotations are removed. Duplicated sentences
are reduced to one sentence. After that the pre-processed sentences are passed to the

T2KG framework to create text triples. For KG triples, the whole DBpedia [10] is used.

In the Similarity-based Candidate Generation module, there are two hyperparameters:
the weight § and the threshold 0. To fine-tune these two parameters, we automatically
create the identical predicate pairs as the training data by the matching strategy between
predicates of text triples and predicates of KG. The matching strategy for constructing
the training data is done as follows. If the subject of the text triple and the subject of
the DBpedia triple are the same and the object of the text triple and the object of the
DBpedia triple are the same, we assume that the predicate of the text triple and the
predicate of the DBpedia triple are the same. Figure 4.3 demonstrates an example for
matching between a predicate of a text triple and a predicate of a KG triple for creating
the training data. As shown in this figure, the subject and the object of the text triple
and the DBpedia triple are identical. Consequently, the predicates, “ex:born_in” and
“dbpedia:birthPlace”, are assumed to be identical. In the training data construction,
the targets of the mapping predicate are 2,800 DBpedia ontology properties. Although
this method can help to establish a lot of matching pairs, it is possible that matching
pairs might be ambiguous due to multiple matching. Multiple matching is that two or
more predicates share the same subject-object pair. For example, “ex:bear_in” might be
forcedly mapped to both “dbpedia:birthPlace” and “dbpedia:deathPlace” if the same
person (subject) was born and died in the same place (object). Consequently, multiple
matching can lead to ambiguity of the dataset. To alleviate this problem, we simply
remove text triples when a predicate has multiple matches. According to the matching
strategy, the number of remaining mapped predicate pairs is approximately 43,800. After
that, we use the grid search algorithm to find the suitable § and 6 parameters on the
training dataset. The interval of the parameter searching was [0.00, 1.00], and the step
interval was 0.01. The hyperparameters that performed best in the training data were

used as the setting.

5.3.2 Experiment 1

The aim of this experiment is to evaluate the performance of our hybrid approach for the
predicate mapping task. To investigate the contribution of our approach, the rule-based

approach in the study [56] is used as the baseline for comparison.

In the experiment, we manually create the benchmark dataset. To construct the bench-

mark dataset, we randomly selected 300 text triples and then asked an expert to create
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TABLE 5.1: The results of our approach in the predicate mapping task on the bench-
mark dataset comparing with the baseline

Macro Micro
Approach

Precision| Recall F1 Precision | Recall F1
Baseline 0.7217 | 0.5600 | 0.6306 | 0.7693 | 0.6400 | 0.6987
Our approach| 0.6902 |0.6660|0.6778| 0.7491 |0.7367|0.7428

the links between the text predicate and the DBpedia predicate. The dataset is available

for download 2.

In this experiment, given a predicate text, an approach returns the DBpedia predicate
having the highest similarity. The micro/macro precision, recall and F1 score then use
to measure whether the DBpedia predicate and the predicate text are correctly match or
not. The macro evaluation averages the performance for each predicate type across the
dataset, while the micro evaluation aggregates the performance of all predicate types in

the dataset.

Table 5.1 shows the results of the rule-based approach compared with our hybrid ap-
proach. The experimental results indicate that the hybrid approach can improve re-
call by 10.60%, 9.67% and F-measure by 4.72%, 4.41% in the macro/micro evaluation
respectively. Because the recall results show that the discoverability of the hybrid ap-
proach outperforms the baseline, it conforms to our hypothesis that the hybrid approach
including the similarity-based approach contributes to the discovery of identical predi-
cates. The hybrid approach therefore can alleviate the problem caused by the limitation

of patterns in constructing the rule-based approach.

To further investigate the performance of the hybrid approach, we illustrate the failure of
the rule-based approach. Although a text predicate is observed during the rule construc-
tion process, the subject-object pairs of the predicate do not cover all of the observed
combinations. The rules for mapping some predicates of a text triple are missing. For ex-
ample, given the text triple ( dbpedia:Granai_airstrike, occurs in, dbpeida: Granai ), the
required rule of this triple is “dbpedia:Event, occur_in, dbpedia:Thing”. Although there
are some learned rules for the text predicate “occur_in”; e.g. the rule“dbpedia:Event,
occur_in, dbpedia:Place”, they are not an exact match with the required rule of this
triple. The rule-based approach could not deal with text triples that do not match
any rules. In contrast, the similarity-based approach in the hybrid approach allows the

direct computation of the similarity between the representations of predicates. Based

*https:/ /ri-www.nii.ac.jp/VSim/dataset.zip
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TABLE 5.2: The performance of T2KG framework for constructing KG comparing with
the baseline

Approach | Precision | Recall F1 |# Mapped Triples
Baseline 0.4444 | 0.5231 | 0.4806 135
T2KG 0.4620 [0.5615|0.5069 140

upon the above example, the text predicate “occur in” can be mapped to dbpedia:place?.
The hybrid approach therefore can alleviate the problems caused by the limitations of

pattern-matching in the rule-based approach.

5.3.3 Experiment 2

The aim of this experiment is to evaluate performance of the T2KG framework in the
KG creation from text task. Unlike Experiment 1, this experiment aims to evaluate
the correctness of the results at the triple level. Because no gold standard exists for
evaluating the results of generating triples from text, we conduct the evaluation by
manual establishing a small set of the gold standard of triple extracted from text. To
create the gold standard, we randomly select 100 sentences from Wikipedia articles and
then manually extract and map triples to DBpedia triples. Note that to fairly evaluate
the performance of T2KG, the 120,000 Wikipedia articles for training the Similarity-

based Candidate Generation module are excluded from the random selection process.

To evaluate the results, 100 sentences are input to the T2KG framework. The precision,
recall and F1 scores are then used as the evaluation metrics to evaluate the accuracy
of the triples. Also, we measure the number of mapped triples in order to show the
mappingability of the framework. In this experiment, T2KG, which does not install the
Similarity-based Candidate Generation module, are used as the baseline. This baseline

is mostly the same as the study [56].

The results are listed in Table 5.2. As shown in the result, a number of discovered
knowledge, which can integrate to the existing KG, by T2KG is surpassed the baseline.
Furthermore, the precision, recall and F1 score of T2KG also outperform the baseline.
Note that, the results of generated triples in this experiment are listed in Table A.1 for

the reference.

3http://dbpedia.org/ontology /place
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To analyze the results, the errors in each component of the system are investigated.
The system consists mainly of four components that can provide errors: Entity Map-
ping, Coreference Resolution, Triple Extraction and Predicate Mapping. We therefore
calculate the ratio of errors based on those four components as shown in Table 5.3.
The results show that 35.21% of the errors are caused by Triple Extraction, 23.00% by
Predicate Mapping, 21.60% by Coreference Resolution and 20.19% by Entity Mapping.
The largest source of errors is Triple Extraction because the task in this study is the
open domain task, in which no schema or prior knowledge is provided. The errors in
Triple Extraction mostly occur when extracting triples from a complex sentence, where

a relation and their arguments are not clearly identified.

Furthermore, we deeply analyze the types of the error caused by each component. There
are two types of errors: 1) Error Type I and 2) Error Type II. Error Type I occurs when
the results are mismatch with the standard, while Error Type II is caused by the miss-
ing result when comparing with the standard. We also break down the analysis of these
errors for each component as listed in Table 5.3. The results show that the majority of
the error is Error Type I. To further discuss about these results, we recap the knowledge
construction workflow, which consists of two procedures: the knowledge extraction and
knowledge integration. The big picture of the KG construction is depicted in Figure 1.3.
In the work flow, knowledge is extracted from natural language text and then integrates
to existing KGs. In T2KG, the knowledge extraction consists of two components: Coref-
erence Resolution and Triple Extraction, while the knowledge integration also composes
two components: Entity Mapping and Predicate Mapping. As shown in Table 5.3,The
knowledge extraction tends to produce Error Type II. The knowledge extract encoun-
tered the missing knowledge problem, where the existing knowledge in natural language
text could not be extracted due to the complex structure of language. For example,
given the sentence “KSTP-TV is a television station located in Saint Paul”, the relation
( KSTP-TV, located in, Saint Paul ) could not be discovered. Nevertheless, unlike the
knowledge extraction, it turns out that the knowledge integration provides Error Type
II. Error Type II, also known as mismatch error, is caused by the heterogeneous prob-
lem. As a result, it is difficult to select the correct entity or relation. For example, given
the sentence “Ann Noreen has been a novelist since 20007, the entity linking fails to
map the entity to dor:Ann_Widdecombe. This analysis confirms our assumption on KG
construction that the difficulty in knowledge construction is the language complexity

while the difficulty in knowledge integration is the heterogeneous problem.

In addition, errors in the elements of generated triples are inspected. We find that
the largest number of errors is 38.18% caused by predicates, 36.97% by objects and
24.85% by subjects. Based on the error analysis, the majority of errors are caused

by the predicates of generated triples. The reason is that Triple Extraction can not
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TABLE 5.3: The analysis of errors on constructing KG

Component All Error proportion || Error Type I |Error Type 11
Coreference Resolution 21.60% 45.90% 54.10%
Triple Extraction 35.21% 48.45% 51.55%
Entity Mapping 20.19% 61.02% 38.98%
Predicate Mapping 23.00% 65.75% 34.25%

All 100.00% 59.86% 40.14%

perfectly extract predicates from natural language text due to the complexity of the
text in open domains. Nonetheless, although KG creation in our study is conducted in
open domains, the T2KG system still achieves approximately 50% in both quality and
quantity of generated triples for creating the KG.

5.3.4 Experiment 3

The aim of this experiment is to empirically investigate the performance of the T2KG
framework for populating new knowledge from text to the existing KG. In the experi-
ment, two dataset, gold standard and online article, are used. The gold standard dataset
is 100 sentences, which randomly selected from Wikipedia. This dataset is the same as
the dataset in Experiment 2. The online article dataset is the dataset,in which articles
on the Internet are gathered. To create this dataset, we randomly crawl articles on the
website in various domains including, news, movie, book and travel. Both datasets then
are passed to T2KG to create the KG. Since this experiment investigate the knowledge
population from text to the existing KG, the existing KG is used as scope for popu-
lating knowledge to the KG. DBpedia is set as the existing KG. Consequently, only
triples, whose subject and predicate can be mapped to DBpedia, (mapped triples) are
considered. After acquiring mapped triples, the correctness of such triples is manually
checked to study the quality of the populated triples and the number of new knowledge
is measured to represent the quantity of the new knowledge. The new knowledge is that
the knowledge does not contain in DBpedia and the T2KG framework could populate
it from text. To evaluate the results, we therefore report the statistic of the dataset,
the number of extracted triples from text, the number of extracted triple, which could
mapped to DBpedia, the number of the correct mapped triples and the number of the
new knowledge that we could populate to DBpedia. Note that, DBpedia using in this
experiment is DBpedia 3.9 (2016-04).
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TABLE 5.4: The result of the knowledge population of DBpedia

Mapped | # Correct New
Dataset # Articles|# Sentences | # Triples # pped 7 #

Triples Triples |Knowledge

Gold Standard - 100 222 140 62 34
Online Articles 60 1624 3605 499 116 76

The experimental results are presented in the Table 5.4. The result shows that T2KG
can populate the new knowledge to DBpedia. Although some knowledge is existing
in the DBpedia, there are still some knowledge, which is still not discovered yet and
could be discover in the text. Furthermore, based on our observation, the result on the
online dataset contains more unmapped triples than the gold standard dataset. This
characteristic occurs because many entities on the online dataset could not be mapped
to DBpedia. For example, some entities from the movie, which is published after the
releases of the DBpedia version using in this experiment. As a result, many triples and

new knowledge are discarded.

Based on our observation, we found that the knowledge that we can populate by T2KG
is the knowledge that explicitly stated on the text. For example, given a sentence
“Melania gave birth to their son Barron”, we could directly extract the knowledge
( dbr:Melania_Trump, dbo:child, dbr:Barron_Trump ); however, we could not extract

knowledge ( dbr:Donald_Trump, dbo:child, dbr:Barron_Trump ) from this example.

To finer analyze the populated knowledge we investigate what kind of acquired knowledge
by considering the category of the populated knowledge. In this experiment, the target of
the KG to populate the knowledge is DBpedia. Based on our observation on DBpedia, we
found that the majority of the knowledge is related to people, places and organizations.
Therefore, we defined the four categories: 1) Person, 2) Place, 3) Organization and 4)
Misc. These categories are used to evaluate the proportion of discovered knowledge. To
evaluate the result, we manually measure the knowledge in each category. We found
that for the gold standard dataset 47.06%, 35.29%, 14.71% and 2.94% of discovered
knowledge are categorized into the person, place, organization and misc respectively. In
the online dataset, 33.78%, 47.30%, 9.46% and 9.46% of new knowledge are person, place,
organization and misc respectively. In here, we found that most entities in DBpedia are
person and place. This is the reason most of the knowledge populated from DBpedia
is related to person and place. Note that, the results of discovered knowledge in this

experiment are listed in Table B.1 and Table B.2 as triples for the reference.
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5.4 Summary

Knowledge Graph (KG) plays a crucial role in many modern applications. Neverthe-
less, constructing KG from unstructured text is a challenging problem due to its nature.
Consequently, many approaches propose to transform unstructured text to structured
text in order to create a KG. Such approaches cannot yet provide reasonable results
for mapping an extracted predicate to its identical predicate in another KG. Predicate
mapping is an essential procedure because it can reduce the heterogeneity problem and
increase searchability over a KG. In this paper, we propose T2KG, an automatic knowl-
edge graph creation from natural language text. In T2KG, the hybrid approach for
mapping a predicate is introduced. In the hybrid approach, the novel vector-based sim-
ilarity metric is proposed. The experimental results indicate that the hybrid approach
improves recall significantly for mapping a predicate to a KG. Furthermore, the exper-
imental results demonstrate that the T2KG framework can successfully generate a KG
from natural language text. Although KG creation in this study is conducted in open
domains, the T2KG system still achieves approximately 50% in both quality and quan-
tity of triples generated for creating the KG. In addition, the empirical study on the
knowledge population from text is investigated. The experimental results indicate that
T2KG can successfully populate new knowledge from text to DBpedia. Based on error
analyses, the main pitfall of the framework is the Triple Extraction component causing
by an open information extraction system. Fortunately, the field of the open information
extraction is still active. In the future, we aim to improve the implementation of T2KG

by using the later state of the open information extraction system.
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Discussion

In this Chapter (Chapter 6), the achievements, discussion and some limitations of the
entity linking task, the predicate linking task and the Knowledge Graph population task
were discussed respectively. Firstly, HMiLDs, which uses to tackle mapping entities
toward multiple KG resources is discussed in Section 6.1. Secondly, the discussion of
HRSim for the predicate linking task was presented in Section 6.2. Finally, T2KG for

the Knowledge Graph population was discussed in Section 6.3.

107



Chapter 6. Discussion

6.1 Entity Linking - HMiLDs

HMILDs is the framework for linking an entity to multiple Knowledge Graph resources.
The basic idea of HMILDs is to directly map entities to one particular Knowledge Graph
and then gradually expand a search space for discovering identical entities to other
Knowledge Graph resources in order to find other identical entities. Due to a large
amount of entities in Knowledge Graph resources, an expansion strategy and a heuristic
function for limiting the expanding search space are designed into the framework. In
experiments, the framework could successfully map entities to the Knowledge Graph by
increasing the coverage up to 90%. Experimental results also indicate that the heuristic
function in the framework could efficiently limit the expansion space to a reasonable
space. Based upon the limited expansion space, the framework could effectively reduce

the number of candidate pairs without affecting any performances.

There are many approaches [68-72, 91] proposed for mapping entities to a data set. In
Silk [65], three steps are introduced in order to discover and manipulate the matching
between different data sets. For the first step, a discovery engine computes identical
links between different data sets. Then, the second step fine-tunes the correctness of
such links. The third step manipulates the links when changing of data sets is applied.
AgreementMaker[66] is a resolution system for matching both ontologies and entities. In
AgreementMaker, three phases are performed in order to match between entities. Firstly,
candidate pairs of entities are selected by similarity between labels of entities in the can-
didate generation phase. Secondly, similarity between entity pairs are extracted during
the disambiguation phase. Finally, entity pairs are verified, whether they are correct
match or not, in the matching phase. In Zhishi.Links[67], which is an enhanced version
of Silk, some weighting schema is applied to improve the matching results between entity
pairs. ObjectCoref [68] is a self-learning system, which detects identical objects by iter-
atively learning discriminative property. SERIMI [69] selectes high entropy predicates,
which usually possess abilities to discriminate identical objects, in order to select entity
pairs and then build a binary classifier to classify whether such entity pairs are correctly
matched or not. SLINT [70] and SLINT+ [71] select useful predicates for generating
candidate pairs of entities and then such candidate pairs are verified whether they are
identical or not. Rong et al. later introduce an entity matching approach using similar-
ity metrics [72]. Several types of the similarity metric are proposed to extract similarity
features between candidate entities and then a binary classifier is employed to justify
whether candidate pairs are matched. Although those approaches success to identify
identical entities, such approaches could not perform mapping entities to multiple data

sets.
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Owing to a large amount of LOD data sets, we could not know which data set contains
an identical entity. As a result, an entity matching system, which map entities to a data
set, cannot effectively map entities to the LOD cloud. Kertkeidkachorn et al. therefore
introduce an automatic entity expansion framework for mapping entities to the LOD [21].
The framework discovers and maps entities to the LOD cloud by gradually expanding
the data set from one data set to another data set. Although their work successfully
increases coverage of mapping entities to the LOD cloud, the search space during the
expansion process from one data set to another data set is still high. In this article,
the major contribution differentiating from the work [21] is a heuristic function for the
automatic entity expansion framework in order to limit the expanded search space in the
LOD cloud to a reasonable range. Moreover,we also give rigid evidences why mapping
entities to multiple data sets are necessary for the LOD cloud and also provide further

empirical study of similarity metrics in the entity matching component.

Although we solve the problem on the entity linking to the LOD cloud, there still
remaining problems on this approach. Since we utilize the links over KGs, the SPARQL
query engine plays a key role to get our candidates. As a result, the most of time-
consuming on HMiLDs is SPARQL endpoint. However, this problem is still active.
There are some studies to propose the distributed query over KGs such as the studies

[116]. In future, we could use a new method to reduce the cost during generate candidates

6.2 Predicate Linking - HRSim

HRSim is the framework for mapping predicate to Knowledge Graph resource. The
idea of HRSim is to combine a rule-based approach and a similarity-based approach as
the hybrid system for mapping predicate. The rule-based approach is a highly accu-
rate approach but required massive of training data to construct rules. In contrast, the
similarity-based does not required much data but the performance of the similarity-based
might not be good enough when textual string is significantly different. We therefore
propose the hybrid combination between a rule-based approach and a similarity-based
approach to gain advantages of each approach. Also, the similarity-based approach
greatly relies on similarity measure. In the similarity-based approach, we therefore pro-
pose a novel vector-based similarity measure. The experimental result show that our
novel vector-based similarity measure outperformance other standard similarity mea-
sures. Furthermore, HRSim could perform better than the rule-based approach in the

predicate mapping task.

Predicate linking, also known as ontology integration and synonym identification, is to

map a predicate to its identical predicate. Most of studies [73-75] focus on predicate
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linking between KG triples. Abedjan et al. [73] proposed the association rule mining to
learn associated patterns in KGs and applied the patterns to discover identical predicate
pairs. Zhao et al. [74] introduced the statistical graph patterns to group candidate pred-
icates and used the string-based similarity approach to verify whether such candidates
are identical. Then, identical predicates are used to build the mid-ontology between
KGs. Zhang et al. [75] proposed using statistical knowledge patterns to identify identi-
cal predicates in the KG. Based upon the results, their approaches [73-75] could identify
identical predicates between KGs. Nevertheless, it cannot be applied in a straightfor-
ward manner for our task, since we wish to form a link between a predicate in the text
triple and its matching counterpart in a KG triple, and there is insufficient information
to determine the statistical patterns due to the ambiguity and the sparsity of elements
in text triples. The ambiguity of an element in a text triple is the major problem, in
which each element of a text triple could convey many meanings because it does not
represented by a uniform resource identifier (URI). The sparsity of elements in text
triples is caused by the nature of natural language text because some predicates in text
triples might appear rarely and the variation of predicates in text triples is higher than
predicate in KG triples. Based on these problems, properties for building the statistical

knowledge pattern becomes insufficient.

The most applicable study for the predicate linking task in our study is Exner’ s study
[56]. Exner et al. uses the state-of-the-art natural language processing (NLP) tool to
link entities of text triples to KG entities and determines the statistical pattern of the
text predicate and the KG predicate based on each subject-object pair, and then forms a
link between identical predicates. Although this approach [56] could avoid the ambiguity
of an element in a text triple, it has the following severe limitation: due to the sparsity
of text, the training data for generating statistical patterns might not cover all possible

patterns; consequently, some statistical patterns are missing.

To overcome this limitation, we aim to leverage the similarity-based approach for linking
between text predicates and KG predicates. Generally, the similarity-based approaches,
the string-based similarity and the wordnet-based similarity, are used in the ontology
matching [117]. Although such approach give reasonable results, they fail to identify
identical predicates when surface form of string is sufficiently different due to the use of
different vocabularies. For example, considering the triple (Lionel Messi, play for, FC
Barcelona), “play for” should be linked to dbo: team. However, both the string-based

similarity and the wordnet-based similarity fail to identify the predicates as identical.

Since the surface form does not adequately represent the vocabulary, we need to learn
and represent the vocabulary in the deeper level than just its surface form. Based upon

a review, we found that Mikolov et al. [64] proposed a distributed representation of words
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that can capture both the syntactic and the semantic patterns. Distributed Representation
is to embed the target word into the dense vector in the low-dimensional vector space as
its representation. Inspired by distributed representations of words [64], we introduced
a distribution representation of an element in a triple in the continuous vector space.
The distributed representation of each of the elements in a triple is learned by the other
elements in the same triple. The similarity between the distributions of the elements in

a triple can then be leveraged to identify identical predicates.

Based on the experimental results, HRSim can linking predicate to the homogenous
ontology efficiently; however, the drawback of the Distributed Representation is that
we need certain amount of samples to embed the elements of triples. Generally, the
major workaround for deal with the new elements, which have never been encountered
before, is to re-train the whole elements again. Nevertheless, it requires amount of time
to train representations. We therefore proposed the way to estimate the distributed rep-
resentation from the compound components. The experimental results show that our
estimation method outperformed the traditional method for estimating the distributed
representations of compound words. In this dissertation, we did not directly conduct
the experiment to integrate our estimation method in HRSim because our main goal is
to evaluate HRSim without the limitation of absent representations. Also, the absent
representations enable gaps between the actual representations and the estimated rep-
resentations. As a result, we could not accurately measure the performance of HRSim
because it could accumulate errors across methods. Nevertheless, our estimation method
had been adopted to the study [118] in order to identify the cluster of identical predicates.
Their results show that estimating representation of compound words can successfully
help to cluster identical predicates into the same group [118]. This means that our

estimation method is still applicable to the predicate linking task.

6.3 Knowledge Graph Population - T2KG

T2KG: an end-to-end system for constructing/populating a KG from unstructured text
is introduced. Based on the reviews, KG construction/population can be separated into
three categories, manual, semi- automatic and automatic. We present the comparison
among systems proposed so far as well as T2KG in Table 6.1. Also, the compatibility
of the approach for the Linked Data standard is listed in the same table. As shown in
Table 6.1, Linked Data compatibility identify whether an approach construct or populate
knowledge by using the Linked Data standard.
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TABLE 6.1: Summary of Category of Knowledge Graph Construction/Population

KG Constriction/Population
Manual | Semi-Automatic | Automatic

Approach Linked Data Standard

Cyc/OpenCyc [28]
WordNet [30]

UMLS [32]
Freebase [11]
Wikidata [36]
DBpedia [10]
YAGO [12]

NELL [43]
LODifier [44]
KnowledgeStore [48]
Kriz et al. [20]
Knowledge Vault [50]
TextRunner [53]
Reverb [54]

OLLIE [55]

Exner et al. [56]
T2KG
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ESENENEN
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As shown in Figure 1.3, KG construction/population generally considers the following
two tasks: 1) knowledge extraction and 2) knowledge integration. In T2KG, we therefore

discuss two main tasks, including the knowledge extraction and knowledge integration.

Based on our observation in the previous studies so far, there are two primary approaches
in the knowledge extraction task: 1) schema-based approach and 2) schemaless-based
approach, while there are also two approaches for dealing with the knowledge integration
task: 1) pattern-based approach and 2) similarity-based approach. In the knowledge ex-
traction of T2KG@G, the open information, which relied on the schemaless-based approach,
has been used to extracted the knowledge. However, since T2KG also considered the
knowledge integration task, it is also applicable as the schema-based approach. In the
knowledge integration of T2KG, the hybrid approach that combines a rule-based ap-
proach and a similarity-based approach for integrating knowledge across existing KGs
is proposed. The existing KG is used as control knowledge when creating a new KG. In
the similarity-based approach, we present a novel vector-based similarity metric for com-
puting the similarity between the elements of triples to overcome the sparsity problem.
To compare T2KG characteristic with other systems, the methodology in the knowl-
edge extraction task and the knowledge integration task are listed as shown in 6.2. The
knowledge extraction consider that the extracted knowledge required schema or does
not require schema, while the knowledge integration concerns which methodologies, in-

cluding rule-based method and a similarity-based method has been used.
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TABLE 6.2: Summary of Methodology for Knowledge Graph Construction/Population

Knwoledge Extraction Knowledge Integration
Schema | Schemaless |Pattern-based | Similarity-based

Approach

Cyc/OpenCyc [28]
WordNet [30]

UMLS [32]
Freebase [11]
Wikidata [36]
DBpedia [10]
YAGO [12]

NELL [43]
LODifier [44]
KnowledgeStore [48]
Kriz et al. [20]
Knowledge Vault [50]
TextRunner [53]
Reverb [54]

OLLIE [55]

Exner et al. [56]
T2KG

N N N N N N NENEN

< S
ANENENENEN

In addition, we investigate the error and future direction for T2KG. In T2KG, the new
knowledge can be achieved from the natural language text as shown in the experimental
results. Based on error analyses, the main pitfall of the framework is the triple extraction
component when applied to an open information extraction system. This component not
only degrades the performance across the whole framework but also introduces errors
in the predicate mapping task. In the predicate mapping task, both the rule-based
approach and the hybrid approach perform poorly when applied to open information
to extract predicates containing many composite words. For example, the text triple <
dbpedia: Gustav_Klimt, be_an_important_influence_on dbpedia: Egon_Schiele >. In this
example, our method cannot find the rule and the representation of the predicate for
computing the similarity due to many composite words in the text predicate. Therefore,
both approaches fail to map such complex text triples. Fortunately, open information
extraction is still an active area of research. In the future, we aim to improve the
implementation of the T2KG framework using a later version of the open information

extraction system.
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Conclusion

In this Chapter, we concluded our research and presented what we have accomplished
so far in Section 7.1. Finally, future directions of the research were discussed in the last

section 7.2.
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7.1 Conclusion

Knowledge Graph plays an important role in many modern applications, e.g. question
answering, browsing knowledge, structured search, and data visualization. Neverthe-
less, most of the publishing data is natural language text, which is not feasible for
constructing Knowledge Graph. Constructing Knowledge Graph therefore becomes the
prominent problem for the semantic web community. Recently, there are many studies
proposed approaches to transform natural language text to Knowledge Graph in order
to construct Knowledge Graph resources. Still, two major issues, entity mapping and
predicate mapping, are not solved yet. Mapping entity and predicate to Knowledge
Graph provide many advantages since they could reduce the heterogeneous problem and
could increase search ability over Knowledge Graph. We therefore aim to propose T2KG:
the framework for automatic generating Knowledge Graph from natural language text,
where entity mapping and predicate mapping are taken into account. In the frame-
work, two sub-frameworks, namely HMILDs and HRSim, are proposed for dealing with
entity mapping and predicate mapping respectively. A Heuristic expansion framework
for Mapping Instances to Knowledge Graph data sets (HMILDs) is the framework for
mapping entity to multiple Knowledge Graph resources. A Hybrid combination of Rule-
based approach and Similarity-based approach (HRSim) is the framework for mapping
predicate to predicates in existing Knowledge Graph. The finding of these frameworks

are as follows:

e HMiLDs

The key idea of the framework is to gradually expand the search space from one
data set to another data set in order to discover identical entities. In experiments,
the framework could successfully map entities to the LOD data sets by increasing
the coverage to 90.36%. Experimental results also indicate that the heuristic func-
tion in the framework could efficiently limit the expansion space to a reasonable
space. Based upon the limited expansion space, the framework could effectively
reduce the number of candidate pairs to 9.73% of the baseline without affecting

any performances.

e HRSim

The experimental results show that our distributed representation-based similar-
ity metric outperforms other traditional similarity metrics. Also, leveraging dis-
tributed representation-based similarity metric could help to discover and identify
identical KG predicates for text predicates. As a result, our approach could allevi-
ate the problem caused by the limitation of statistical knowledge patterns due to

the sparsity of text and improve the discoverability for the predicate linking task.
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o T2KG

The experimental results indicate that the hybrid approach improves recall signif-
icantly for mapping a predicate to a KG. Furthermore, the experimental results
demonstrate that the T2KG framework can successfully generate a KG from nat-
ural language text. Although KG creation in this study is conducted in open
domains, the T2KG system still achieves approximately 50% in both quality and
quantity of triples generated for creating the KG. In addition, the empirical study
on the knowledge population from text is investigated. The experimental results
indicate that T2KG can successfully populate new knowledge from text to DBpe-
dia.

7.2 Future Work

In this section, we reported the lessons learned and the future directions for Knowledge
Graph integration, including entity linking and predicate linking, as well as the outlook

for the Knowledge Graph population respectively.

e Knowledge Graph Integration

In Knowledge Graph integration, we propose HMiLLDs and HRSim for solving
the specific issues, Entity Linking and Predicate Linking, in Knowledge Graph

Resolution. Here, we present the possible direction for these issues respectively.

— Entity Linking
HMiLDs can find an identical entity in KGs, in particular the LOD cloud,
which consists of multiple KGs. Although HMiLDs could discover candidate
entities across the LOD cloud, some of such candidate entities could not be
successfully paired with source entities. Due to the heterogeneous problem
in LOD cloud, the entity matching component in the framework might not
be able to correctly verify all candidate pairs generated from the expanded
search space whether they are correct match or not. Thanks to the ontol-
ogy matching community, the entity matching task is still active and has
been achieved better and better results every year. Consequently, the future
possible direction of HMiLDs is to integrate other powerful entity matching
techniques into the entity matching component of the framework to efficiently
and effectively deal with the heterogeneous problem.

— Predicate Linking
HRSim can resolve the problem on the predicate linking task, in which a

schema-less predicate are mapped to a predefine predicate. However, HRSim
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relies on the distributed representation method to compute similarity be-
tween predicate pairs. Due to the drawback of the distributed representation
method, an unobserved predicate cannot apply this method to embed the
predicate into the continuous vector space. To avoid such problem in this
dissertation, we evaluate the predicate, which have been observed over the
training data. Nonetheless, we also propose the RNN-based approach to es-
timate the distributed representation of words when they are not observed
on the training data. In the future, we aim to apply the estimated represen-
tations to compute the similarity between predicates as the workaround for

predicates, which have not been observed in the training phase.

¢ Knowledge Graph Population

T2KG can successfully populate new knowledge from natural language text to
a Knowledge Graph, specifically DBpedia. Nevertheless, in order to cope with
the growth of knowledge in the big data era, we have to challenge the scalability
problem as well as the evaluation standard. Currently,we investigated T2KG with
the small data set so that the quality of knowledge can be accurately evaluated. In
practical, new knowledge emerges as stream of the data. Gradually creating the
gold standard is not feasible. Therefore, the main direction in the future of T2KG
is to improve the scalability of the T2KG framework together with the evolution
method.

Furthermore, based on error analyses of T2KG, the main pitfall of the frame- work
is the Triple Extraction component causing by an open information extraction
system. Fortunately, the field of the open information extraction is still active.
Another possible solution to improve the performance of T2KG is to use the later

state of the art of the open information extraction system to avoid this pitfall.
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Knowledge Graph Construction

with T2KG

TABLE A.1: Knowledge Construction from Natural Language Text by T2KG

Subject

Predicate

Object

dbrl:Poland

dbog:type

dbr:Square

dbr:Poland ex3:be,the,7lst,largest dbr:World
_country_in
dbr:Poland ex:be_the_9th_largest dbr:Europe
_country_in
dbr:Poland dbo:areaTotal 312,679 square kilome-

tre

dbr:Mao_Zedong

dbo:birthDate

December 26 , 1893

dbr:Mao_Zedong

dbo:birthPlace

dbr:Shaoshan

dbr:Aix-les—-Bains

dbo:country

dbr:France

dbr:William_Carew_Hazlitt

dbo:education

dbr:Home

ex:Joseph_Kilroy

dbo:ethnicity

dbr:Irish_people

ex:Joseph_Kilroy

dbo:occupation

dbr:Kinship

dbr:George_J. Mitchell

dbo:athletics

dbr:Basketball

dbr:George_J. Mitchell

dbo:sport

dbr:Team.

dbr:France

dbo:type

dbr:Sovereign_state

Ydbr : http://dbpedia.org/resource/
2dbo : http://dbpedia.org/ontology/
3ex : http://ex.org/T2KGResource/
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Subject Predicate Object
dbr:Francia dbo:stylisticOrigin dbr:Latin
dbr:France dbo:type dbr:Western_Europe
dbr:France dbo:type dbr:0verseas_region
dbr:France dbo:type dbr:Territories_of_the

_United_States

dbr:Aladdin_(1992 Disney]

fdbm)stylisticOrigin

dbr:Media_franchise

dbr:0il_lamp

dbo:canonizedPlace

dbr:Cave

dbr:Magic_in_fiction

dbo:placeOfBurial

dbr:Cave

dbr:Democratic_Republic | dbo:leftTributary dbr:Full_moon
_of_the_Congo

dbr:Republic_of_the dbo:location dbr:Central Africa
_Congo

dbr:Democratic_Republic | dbo:brand dbr:Papal_conclave,
_of_the_Congo _August_1978
dbr:West_Africa dbo:sourceConfluence dbr:Central_Africa

dbr:Democratic_Republic | dbo:twinCountry dbr:France
_of_the_Congo

dbr:Vichy_France dbo:governmentType dbr:Free_French_Forces
dbr:Vichy_France dbo:officiallanguage dbr:Free_French_Forces

dbr:Gospel_of_John dbo:child dbr:East_Elmhurst,
_Queens

dbr:Sandbach dbo:type dbr:Civil_parishes_in
_England

dbr:Sandbach dbo:type dbr:Market_town

dbr:Sandbach dbo:district dbr:Unitary_authority

dbr:Cheshire_East dbo:country dbr:England

dbr:Royal_Scots_Army dbo:capital dbr:Worcester

dbr:Cheshire dbo:memberOfParliament dbr:England
dbr:Sandbach dbo:country dbr:Cheshire
dbr:Royal_Scots_Army dbo:countryOrigin dbr:Battle
dbr:0bsidian dbo:keyPerson dbr:Feargus_Urquhart
_Entertainment

dbr:0bsidian dbo:keyPerson dbr:Chris_Avellone
_Entertainment

dbr:0bsidian dbo:keyPerson dbr:Christopher_Parker

_Entertainment
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Subject Predicate Object
dbr:0bsidian dbo:keyPerson dbr:Darren_Monahan
_Entertainment
dbr:0bsidian dbo:keyPerson dbr:Chris_Jones
_Entertainment _(filmmaker)
dbr:Grande_Arme dbo:stylisticOrigin dbr:Lebanese_Armed_Forces
dbr:Film_score dbo:usedInWar dbr:Victory
dbr:Release_(music) dbo:thirdDriverCountry 1976

dbr:Release_(music) dbo:recordLabel dbr:Mercury_Records

dbr:Benazir_Bhutto dbo:largestSettlement dbr:Ford_Pinto

dbr:Benazir_Bhutto dbo:birthPlace dbr:Karachi

dbr:Benazir_Bhutto dbo:birthDate 21 June 1953

dbr:Benazir_Bhutto dbo:parent dbr:Zulfikar_Ali_Bhutto

dbr:Benazir_Bhutto dbo:parent dbr:Ali

dbr:Allies_of _World dbo:garrison dbr:Germany

_War_IT

dbr:Helmet dbo:twinCountry dbr:Germany

dbr:Victory dbo:garrison dbr:Germany

dbr:Yankton, _South dbo:type dbr:City

_Dakota

dbr:Yankton, _South dbo:government dbr:Defense_independent

_Dakota _pitching_statistics

dbr:Yankton, _South dbo:type dbr:County_seat

_Dakota

dbr:Yankton, _South dbo:government dbr:Source_code

_Dakota

dbr:South_Miami dbo:largestSettlement dbr:Miami_metropolitan
_area

dbr:South_Miami dbo:architectualBureau dbr:Sunset_Drive

_(Metrorail_station)

dbr:Miami dbo:type dbr:City

dbr:Miami dbo:largestSettlement dbr:Sunset_Drive

dbr:Miami dbo:largestSettlement dbr:Miami_metropolitan
_area

dbr:U.S._state dbo:leaderName dbr:Cameron_ministry

dbr:U.S._state dbo:campus dbr:Local_government

dbr:U.S._state dbo:governmentType dbr:Conservatism

dbr:Norwich_Castle dbo: foundingYear the Norman Conquest
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dbr:Norwich_Castle dbo:usedInWar dbr:Norman_conquest
_of_England
dbr:U.S._state dbo:lowestPosition dbr:Department_for
_Communities_and_-Local
_Government
dbr:Atchison, _Kansas dbo:dissolutionYear 1996
dbr:Kansas dbo:country dbr:United_States
dbr:Marion_County, _Floridalbo:type dbr:Location_(geography)
dbr:Atchison, _Kansas dbo:governmentPlace dbr:BNSF_Railway
dbr:Topeka, _Kansas dbo:governmentPlace dbr:BNSF_Railway
dbr:Atchison, _Topeka dbo:governmentPlace dbr:BNSF_Railway
_and_Santa_Fe_Railway
dbr:Topeka, _Kansas dbo:riverMouth dbr:Burlington_Northern
_Railroad
dbr:Atchison, _Topeka dbo:location the current BNSF rail-
_and_Santa_Fe_Railway way
dbr:Marion_County, dbo:country dbr:United_States
_Florida
dbr:Atchison, _Topeka dbo: foundingYear 1996
_and_Santa_Fe_Railway
dbr:Topeka, -Kansas dbo:dissolutionYear 1996
dbr:Local_government dbo:riverBranchOf dbr:Rail_transport
dbr:Atchison, _Topeka dbo:orogeny dbr:Burlington_Northern
_and_Santa_Fe_Railway _Railroad
dbr:Local_government dbo:musicFusionGenre dbr:Atchison, _Topeka
_and_Santa_Fe_Railway
dbr:Wales dbo:country dbr:Great_Britain
dbr:Wales dbo:type dbr:East
dbr:Wales dbo:type dbr:Irish_Sea
dbr:Wales dbo:type dbr:North_Wales
dbr:United_Kingdom dbo:district dbr:Irish_Sea
dbr:Wales dbo:type dbr:Longitude
dbr:Wales dbo:type dbr:Bristol_Channel
dbr:Great_Britain dbo:district dbr:Irish_Sea
dbr:Head_coach dbo:torchBearer dbr:Steve_Clifford
dbr:New_Orleans_Hornets dbo:generalManager dbr:Steve_Clifford
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Appendix A. Knowledge Graph Construction with T2KG

Subject Predicate Object
dbr:Richard_Stone dbo:occupation dbr:Animator
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Actor
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Singing
_(composer)
dbr:Richard_Stone dbo:birthPlace dbr:United_States
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Songwriter
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Film_producer
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Television_director
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Screenwriter
_(composer)
dbr:Donald_Smith, _1st dbo:nationality dbr:Canadians

_Baron_Strathcona_and

_Mount _Royal

dbr:Autechre

ex:consist_of

Rob Brown and Sean

Booth

dbr:Cavity_Job dbo:releaseDate 1991
dbr:Autechre ex:be a english electronic
music duo
dbr:Joseph_Chamberlain dbo:occupation dbr:Politician
dbr:Joseph_Chamberlain dbo:birthPlace dbr:London
dbr:Joseph_Chamberlain dbo:occupation dbr:Imperialism
dbr:Joseph_Chamberlain dbo:occupation dbr:Radicalism
_(historical)
dbr:Joseph_Chamberlain dbo:birthPlace dbr:United_Kingdom
dbr:0range_County, dbo:governmentType dbr:Independent
_New_York _(politician)
dbr:0range_County, dbo: foundingDate November 1, 1683
_New_York
dbr:0range_County, dbo:governmentType dbr:Province_of_New_York
_New_York
dbr:New_Orleans dbo:type dbr:City
dbr:New_Orleans dbo:type dbr:Port
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Subject

Predicate

Object

dbr:Southeastern

_Louisiana_-University

dbo:place

straddle

dbr:New_Orleans

dbo:country

dbr:United_States

dbr:New_Orleans dbo:type dbr:List_of _metropolitan
_areas_of_the_United
_States

dbr:New_Orleans dbo:type dbr:Major

dbr:Bruce_Nauman

dbo:occupation

dbr:Artist

dbr:Bruce_Nauman

dbo:birthPlace

dbr:United_States

dbr:Nikita_Khrushchev

ex:be

dbr:Cold_War

dbr:Nikita_Khrushchev

dbo:birthPlace

dbr:Soviet_Union

dbr:Nikita_Khrushchev

dbo:occupation

dbr:Politician

dbr:Nikita_Khrushchev

dbo:birthPlace

dbr:Russia

dbr:Nikita_Khrushchev

dbo:birthDate

April 15 , 1894

dbr:Nikita_Khrushchev

dbo:birthPlace

dbr:Kalinovka,
_Khomutovsky_District,

_Kursk_Oblast

dbr:Woodrow_Wilson

ex:iserve._as

the 28th president of
the United States

dbr:Woodrow_Wilson

dbo:occupation

dbr:Academia

dbr:Woodrow_Wilson

dbo:occupation

dbr:Politics_of_the
_United_States

dbr:Ulysses_S._Grant

dbo:almaMater

dbr:United_States
Military_Academy

dbr:Russia

ex:be

the largest country

dbr:Charles_Doolittle
_Walcott

dbo:birthPlace

dbr:Saint_Lucia

dbr:Ann, _Burma

dbo:instrument

dbr:Novel

dbr:Ann, Burma

dbo:subsequentInfras—

tructure

dbr:Political_party

dbr:Ann, _-Burma

dbo:instrument

dbr:Conservative_Party

_(UK)

dbr:Ann, _Burma

dbo:winsInEurope

dbr:Conservative_Party

_(UK)

dbr:Ann, _Burma

dbo:instrument

dbr:Political_party

dbr:Ann, _Burma

dbo:winsAtAus

dbr:Novel

dbr:Ann, _Burma

dbo:instrument

dbr:Politician
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Appendix A. Knowledge Graph Construction with T2KG

Subject

Predicate

Object

dbr:Ann, _Burma

dbo: jointCommunity

dbr:Politician

dbr:Rohtak_district

dbo:stylisticOrigin

dbr:Types_of_inhabited

_localities_in_Russi

dbr:Florida

ex:be_run_from

the Sarasota-

Bradenton-Venice

dbr:Akon dbo:successor dbr:Louis_the_Pious
dbr:Akon dbo:birthPlace dbr:Saint
dbr:Mike_Rann dbo:birthPlace dbr:Sidcup
dbr:David dbo:birthPlace dbr:Sidcup
dbr:Little_River_Band dbo:city dbr:Bloomington,
_Minnesota
ex:Themall of _America dbo:place dbr:Bloomington,

_Minnesota

dbr:Rumson, New_Jersey

dbo:country

dbr:Borough_(New_Jersey)

dbr:Peekskill, New_York

dbo:country

dbr:New_York

_metropolitan_area

dbr:Population ex:grow_from 3,304
dbr:Population ex:grow_in 1871
dbr:Population ex:grow_to 5,501

dbr:Stanley, _-Falkland dbo:type dbr:Foremost_Formation
_Islands
dbr:L._Ron_Hubbard ex:be one of broadcasting ’'s

foremost pioneer

dbr:L._Ron_Hubbard

dbo:occupation

dbr:Foremost_Formation

dbr:L._Ron_Hubbard

ex:be_founder_of

dbr:KSTP_ (AM)

dbr:KSTP-TV

ex:be

dbr:Television_station
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Appendix

Knowledge Discovery with T2K G

TABLE B.1: New Knowledge Discovery from Natural Language Text by T2KG
(The Gold Standard Dataset)

Subject Predicate Object
dbrl:William_Carew dbo?:education dbr:Home
_Hazlitt
dbr:George_J. Mitchell dbo:athletics dbr:Basketball
dbr:France dbo:type dbr:Sovereign_state
dbr:Republic_of_the dbo:location dbr:Central_Africa
_Congo
dbr:Vichy_France dbo:governmentType dbr:Free_French_Forces
dbr:Sandbach dbo:type dbr:Civil_parishes_in

_England

dbr:Sandbach dbo:type dbr:Market_town
dbr:Cheshire_East dbo:country dbr:England
dbr:0bsidian dbo:keyPerson dbr:Feargus_Urquhart
_Entertainment
dbr:0bsidian dbo:keyPerson dbr:Chris_Avellone
_Entertainment
dbr:0bsidian dbo:keyPerson dbr:Christopher_Parker
_Entertainment

'dbr : http://dbpedia.org/resource/
2dbo : http://dbpedia.org/ontology/
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Appendix B. Knowledge Discovery with T2KG

Subject Predicate Object
dbr:0bsidian dbo:keyPerson dbr:Darren_Monahan
_Entertainment
dbr:0bsidian dbo:keyPerson dbr:Chris_Jones
_Entertainment _(filmmaker)
dbr:Benazir_Bhutto dbo:parent dbr:Zulfikar_Ali_Bhutto
dbr:Norwich_Castle dbo:usedInWar dbr:Norman_conquest_of

_England
dbr:Atchison, _Kansas dbo:dissolutionYear 1996
dbr:Atchison, _Topeka dbo: foundingYear 1996
_and_Santa_Fe_Railway
dbr:Topeka, _-Kansas dbo:dissolutionYear 1996
dbr:New_Orleans_Hornets dbo:generalManager dbr:Steve_Clifford
dbr:Richard_Stone dbo:occupation dbr:Animator
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Actor
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Singing
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Songwriter
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Film_producer
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Television_director
_(composer)
dbr:Richard_Stone dbo:occupation dbr:Screenwriter
_(composer)
dbr:Donald_Smith, dbo:nationality dbr:Canadians
_lst_Baron_Strathcona_and
_Mount_Royal
dbr:Cavity_Job dbo:releaseDate 1991
dbr:Joseph_Chamberlain dbo:occupation dbr:Politician
dbr:0range_County, _New dbo: foundingDate November 1, 1683
_York
dbr:Bruce_Nauman dbo:occupation dbr:Artist
dbr:Nikita_Khrushchev dbo:occupation dbr:Politician
dbr:Woodrow_Wilson dbo:occupation dbr:Academia
dbr:Woodrow_Wilson dbo:occupation dbr:Politics_of_the

_United_States
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TABLE B.2: New Knowledge Discovery from Natural Language Text by T2KG

(The Online Article Dataset)

Subject

Predicate

Object

dbr3?:Julian_Assange

dbo*:creator

dbr:WikiLeaks

dbr:Jimmy_Carter dbo:nationality dbr:Americans
dbr:Harry_Potter dbo:education dbr:Hogwarts
_(character)
dbr:Moana_Carcasses dbo:profession dbr:Member_of_parliament
_Kalosil
dbr:Moana-Hotel dbo:region dbr:Pacific_Ocean
dbr:Lin-Manuel_Miranda dbo:creator Genius Hamilton
dbr:C._S._Lewis dbo:influenced dbr:Jerry_Lewis
_(California_politician)
dbr:Lewis_Carroll dbo:influenced dbr:Jerry_Lewis
_(California_politician)
dbr:Bill Elliott dbo:successor dbr:Eliot_Spitzer
dbr:Samantha_Ryan dbo:employer dbr:Feds
dbr:Vonnie_Von_Helmolt dbo:author dbr:Great_Depression
dbr:Doctor_Strange dbo:starring dbr:Benedict_Cumberbatch
dbr:Ben_Schnetzer dbo:profession dbr:Politician
dbr:Doug_Sweetland dbo:employer dbr:Pixar
dbr:Bridget_Jones dbo:activeYearsStartDate 2001
dbr:R._J._Reynolds dbo:formationYear a Hollywood darling of
_Tobacco_Company the 1950s
dbr:Debbie_Harry dbo:nationality dbr:Americans
dbr:Debbie_Reynolds dbo:nationality dbr:Americans
dbr:Castellnou_de_Bages dbo:county dbr:Valencian_Community
dbr:Castellnou_de_Seana dbo:county dbr:Valencian
dbr:Hwang_Kyo—-ahn dbo:occupation dbr:Prime_minister
dbr:Florida dbo:region dbr:United_States
dbr:Viktor_Belenko dbo:birthPlace the foothills of the
Caucasus mountains
dbr:Artificial dbo:formationYear the buzzword of 2016
_intelligence
dbr:Artificial dbo:service dbr:Data

_intelligence

3dbr : http://dbpedia.org/resource/
“dbo : http://dbpedia.org/ontology/
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Appendix B. Knowledge Discovery with T2KG

Subject Predicate Object

dbr:Andy_Powell dbo:coachedTeam dbr:Cybersecurity
_strategy

dbr:0m_Puri dbo:starring Veteran Indian

dbr:Barack_Obama dbo:activeYearsEndDate 2017

dbr:Donald_Trump dbo:occupation dbr:President_of_the
_United_States

dbr:Julian_Assange dbo:activeYearsStartYearl 2006

dbr:WikiLeaks dbo:instrument dbr:Email

dbr:Brisbane_Lions dbo:formationYear 1996

dbr:Zeus dbo:child dbr:Hercules

dbr:Purnululu_National dbo:location dbr:Western_Australia

_Park

dbr:Purnululu_National dbo:location dbr:Western_Australia

_Park__Purnululu__1

dbr:Kakadu_National_Park | dbo:type dbr:Kakadu_National_Park

_—akadu_National_Park__1

dbr:Sultan_Ahmed Mosque | dbo:architect dbr:Syed_Sultan_Ahmed

dbr:Sultan_Ahmed_Mosque dbo:openingDate the early 17th century

dbr:Constantinople dbo: foundingYear 537

dbr:Square_Enix dbo:formationYear 2003

dbr:Wat_Phra_Kaew dbo: foundingYear 1782

dbr:Phra_Pathommachedi dbo: foundingYear 1870

dbr:UEFA_Champions dbo:category dbr:Association_football

_Leaque

dbr:UEFA_Europa_-League dbo:category dbr:UEFA_Champions
_League

dbr:Wat_Chaiwatthanaram | dbo:name Wat Chaiwatthanaram

dbr:Taboga_-Island dbo: foundingYear 1515

dbr:Mount _Kilimanjaro dbo:country dbr:Tanzania

dbr:Kilimanjaro dbo:country dbr:Tanzania

_International_Airport

dbr:Kilimanjaro_National| dbo:country dbr:Tanzania

_Park

dbr:Unguja_Park dbo:country dbr:Unguja

dbr:0belisco_(Guatemala | dbo:state dbr:Buenos_Aires

_City)

_Central_Business_Distrig
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Subject Predicate Object
dbr:Ishigaki_Airport dbo: foundingDate March 7, 2013
dbr:Ishikawa_Prefecture | dbo:dissolutionDate the mid-nineteenth

century
dbr:Kamakura dbo:location dbr:Pacific_Ocean
dbr:Kamakura dbo:country dbr:Japan
dbr:Kyoto dbo:dateCompleted than 1,000 years ago
dbr:Kyoto dbo:officiallanguage dbr:Japanese_language
dbr:Kyoto dbo:ethnicGroup dbr:Japanese_people
dbr:Kyoto dbo:capital dbr:Japan
dbr:Dale_Earnhardt, _Jr. dbo:birthPlace dbr:United_States
dbr:Yangon dbo:officiallanguage dbr:Burmese_language
dbr:Yangon_Region dbo:officiallanguage dbr:Burmese_language
dbr:Yangon_United_F.C. dbo:country dbr:Myanmar
dbr:Yangon_International| dbo:country dbr:Myanmar
_Airport
dbr:Yangon_International| dbo:officiallanguage dbr:Burmese_language
_Airport
dbr:Pilgrimage dbo:stylisticOrigin dbr:Stairs
dbr:Singapore_Flyer dbo:country dbr:Singapore
dbr:Clarke_Quay_MRT dbo:country dbr:Singapore
_Station
dbr:Maasai_language dbo:regionallLanguage dbr:Mount_Kilimanjaro
_International_Conventi-
on_Centre
dbr:Baoshan, _-Yunnan dbo:country dbr:China
dbr:Emperor_of_Japan dbo:owner dbr:Ise_Grand_Shrine
dbr:Ise_Grand_Shrine dbo:location dbr:Ise, Mie
dbr:Aschaffenburg dbo:language dbr:German_language
dbr:Aschaffenburg dbo:language dbr:German_language
_(district)
dbr:Johnny_Hart dbo:ccupation dbr:Midfielder
_(footballer)
dbr:Atsuta_Shrine dbo:location dbr:Atsuta-ku, _-Nagoya
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