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Summary (Abstract) of doctoral thesis contents

Treebanks, corpora annotated with syntactic structures, are important resources for researchers in
natural language processing, linguistic theory, as well as speech processing. They provide
training and testing materials so that different algorithms can be compared. However, it is not a
trivial task to construct high-quality treebanks. We have not yet had a proper treebank for such a
low-resource language as Vietnamese, which has probably lowered the performance of
Vietnamese language processing. In order to alleviate such a situation, this thesis has tackled
with two objectives, viz., (1) developing a consistent and accurate Vietnamese treebank and (2)
applying our treebank to parsing, a crucial problem in improving the quality of speech processing
and natural language processing applications. This study is not only beneficial for the
development of computational processing technologies for Vietnamese, a language spoken by
over 90 million people, but also for similar languages such as Thai, Laos, and so on.

For the first objective, we propose an annotation scheme for the Vietnamese treebank. In
comparison with the previous one (VLSP treebank’s scheme), our scheme is better because it can
cover and distinguish among various constructions and linguistic phenomena in Vietnamese. We
also develop three sets of guidelines corresponding to three annotation layers of our treebank,
including: word segmentation guidelines (44 pages), part-of-speech (POS) tagging guidelines (73
pages), and bracketing guidelines (182 pages). Our guidelines contain rules to address the
challenges of Vietnamese language. Specifically, we hand-crafted 9 rules for segmenting
ambiguous expressions, 34 rules for tagging ambiguous words, and 39 rules for bracketing
ambiguous expressions. These guidelines, which are used to train the annotators, are valuable
resources that serve the use of the treebank.

In addition to developing the annotation guidelines, we describe other issues of ensuring the
annotation quality including an appropriate annotation process, a well-designed process of
training annotators, and software tools to support the annotation as well as to control the quality.
Inter-annotator agreement, intra-annotator agreement, and accuracy of the developed treebank are
higher than 90%, which shows that the annotated treebank is reliable and satisfactory. In
comparison with the VLSP treebank, our annotation scheme is more fine-grained than the one of
the VLSP treebank. For example, our POS tag set includes 33 tags, while there are 17 tags in the
VLSP treebank. However, our treebank gives the higher performance in comparison with the
VLSP treebank on all of the tasks, namely, automatic word segmentation, POS tagging, and
parsing. This indicates that our treebank is more consistent than the VLSP treebank.

For the second objective, we first evaluate representative parsing models on the Vietnamese
treebank. We then investigate the errors produced by the parsers and find the reasons for them.
Our analysis focuses on four possible sources of the parsing errors, viz., limited training data,
word segmentation errors, confusing POS tags, and ambiguous constructions. We use an analysis
method that combines the advantages of automatic tools and a manual analysis. While automatic

analysis can be applied to a large amount of parsing output, manual investigation can capture the
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reasons of the parsing errors precisely. As a result, we find that parsing models based on
conditional random field (CRF) and neural network are good for Vietnamese. On the other hand,
the quality of Vietnamese parsing can also be improved through enriching contextual information,
such as using the hierarchical state-splitting for unlexicalized parsing or exploiting the rich input
features of the surface spans for CRF parsing. However, these performances (about 72% in
F-score) of Vietnamese parsing are still far lower than the performances reported for English
(about 90% in F-score) and Chinese (about 86% in F-score). This indicates that existing models
cannot capture contextual information like words working as prefixes and suffixes.

The investigation of parsing errors has revealed the frequent errors in Vietnamese parsing that
are VP attachment, NP attachment, PP attachment, and clause attachment. In addition, we found
that we could not obtain significant improvement of the Vietnamese parsing by simply enlarging
the training data. Among the three factors of word segmentation errors, POS tagging errors, and
ambiguous constructions, although the first and second ones have significantly contributed to
many parsing errors, the third one is the major problem that causes the low performance of
Vietnamese parsing. Ambiguous constructions in Vietnamese appear in many forms, such as
ambiguous POS sequences or ambiguous symbol sequences. They are caused by the
characteristics of Vietnamese such as the lack of inflectional morphemes, post-head modifying
lexical words, and dropping words. This research has also shown that although Vietnamese has
many confusing constructions, these ambiguities can be tackled based on contextual information
such as the words playing the roles as prefixes and suffixes, function words, fine-grained

categorizations, head words of the phrases, main verbs of the clauses, etc.
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