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Summary (Abstract) of doctoral thesis contents

For decades, computational science and computer industry pursue a low latency
interconnection network. In particular, as numerous endpoints of highly parallel
computing systems (such as data centers or supercomputers) demand high computing
and large storage, an interconnection network becomes a critical component of the
highly parallel computing systems. The interconnection network is expected to
provide a low latency and a high communication bandwidth. Indeed, the switch delay
to forward a message becomes dozens or hundreds of nanoseconds. The receiving and
sending overhead at a host could be hundreds of nanoseconds by enabling intelligent
network interfaces. As device technology and its corresponding software overhead
continue to improve, an expected Message Passing Interface (MPI) level
communication naturally becomes latency sensitive, such as dozens of nanoseconds
for custom supercomputers or hundreds for commodity clusters.

In this dissertation, we propose a new type of low latency interconnection network
working towards Exascale and Big-Data computing challenges. Our approach is a
combination of three following technologies; a short-diameter network topology with
its low-cost physical layout, a custom routing avoiding latency overheads for
accessing routing tables, and a low-latency error control mechanism for the usage of
high-bandwidth optical links.

We first focus on designing short diameter network topologies and their physical
layouts for achieving both low total switch latency and low total cable latency. We
propose a new non-random approach named Distributed Shortcut Networks (DSNs),
for designing a cost-effective and layout-conscious interconnect topology. The DSN
approach is based on a common technique seen in traditional regular topology designs,
e.g., the use of “virtual supernodes”, combined with a different design philosophy
learned from observing small-world networks. We discussed both the ring-based DSN
and the 2-D grid-based DSN topologies, where the ring-based DSN provides insight
and theoretical analysis to the approach while the 2-D grid-based DSN provides
competitive and practical use. By these techniques, DSN achieves logarithmic
diameters which are in proportional to the total switch latency. DSN also has
advantages of structured topological properties for shorter cable lengths when it is
implemented into a machine room, i.e., leading to a low total cable latency. In
addition, we illustrate that DSN is fully flexible to a required network size and to an
incremental expandability after its installment on a machine room. When
incrementally adding nodes and cabinets to the proposed topology, its diameter and
average shortest path length increase modestly. Its network cost and power
consumption modestly increase when compared to the counterpart non-random

topologies.
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Secondly, we study the ideal performance of a proposed interconnection network
when a routing algorithm is implemented. Numerous endpoints require large CAM
(Content Addressable Memory)-based routing tables at each switch consuming
electric power drastically. A large CAM table implemented outside the router chip
becomes a latency bottleneck especially when the switch delay becomes extremely
small, e.g. 40ns. In this regard, avoiding routing table is a goal for a lower switch
delay. We propose an effective non-minimal custom routing algorithm on DSNs
without routing tables by computing directly of synthesis hardware at each switch.
These latency analyses show that our custom routing algorithm achieves a good
result in the low switch-latency era.

Thirdly, we address the high switch-delay problem by reducing the latency
overhead of error correction codes in high-bandwidth optical communications, e.g.,
100 Gb/s or 400 Gb/s. Recent high-bandwidth optical communication has error
correction codes (ECC), such as forward error correction components (FEC) at each
switch for maintaining the same bit error rate (BER) as that in traditional
low-bandwidth interconnection networks. However, the FEC operation latency
overhead becomes higher than the sum of all the other switch operation overhead
including routing computation and switch allocation. The FEC operation overhead
significantly degrades the performance of parallel applications in highly parallel
computing systems especially when the BER is high. In this study, we design
low-latency unreliable networks using a Hamming code. Although it does not provide
rigid error-free communication, some parallel applications obtain the acceptable
quality of computation results with short execution time.

Finally, we illustrate our best interconnection networks integrated with DSN
topologies with its custom routing and the high-speed cables with our moderate
error-proof approach. We show that our low-degree, cable-geometric moderate
error-proof approach achieved a better performance compared with the same-degree

counter-part network such as Torus or Random.
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