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Abstract:

Negative thermal expansion (NTE) describes the phenomenon of lattice contraction as
temperature increase. Since thermal expansion may cause significant problems in engineering
fields, NTE is very important for industrial application, from large structural components such
as railroad tracks and bridges, to precision instruments and electronic devices such as optical
instruments and sensors [1, 2]. Recently, our group observed large NTE in cobaltite perovskite,
PrBaCo,0s 74 below Neel temperature 7y=120 K [3]. Moreover, NTE in PrBaCo,0s 5., can be
tuned by changing the hole doping level x. Through the comprehensive study with multiple
techniques, it is found this NTE is closely associated with the ferromagnetic (FM) and
antiferromagnetic (AFM) competition. Now [ am motivated to investigate NTE in the A-site
disordered LagsBagsCoO;y. Firstly, the isotropic NTE is more important for industry
application, since for the anisotropic NTE, microcracking may occur during repeated thermal
cycling. In contrast to the anisotropic NTE in A-site ordered PrBaCo,0s 5., the NTE in A-site
disorder Laj sBagsCoOs. is isotropic owing to the cubic crystal structure. Furthermore, from
Tokura’s report [4] A-site disordered can enhance phase fluctuation, even lead to phase
separation, which shows that A-site ordering imposes significant effect on the competition
strength. Therefore, in this research I study the A-site disordered Lag sBag sC0Os.x and compare
with the A-site ordered counterpart. By investigating the A-site disordered effect on the NTE
in the cobaltite perovskite, I expect to obtain deeper understanding of the microscopic origin

of NTE in this cobaltite.

This thesis is concerned with sample synthesis and investigation of magnetic structure and
NTE property of the A-site disordered LagsBagsCoOs-,. The present thesis contains five
chapters. In the first chapter the application of NTE material as well as the common NTE
material are introduced. Then the detailed properties and magnetism of NTE are reviewed. This

chapter also includes the structure and the unusual properties of the cobaltite perovskites.



For the second chapter the focus changes to the experimental part. I prepared high-quality
LagsBaysCoOs. polycrystalline samples by solid-state reaction method and controlled the
oxygen content by annealing as-synthesized sample in pure Ar atmosphere at various
temperatures. The oxygen content is determined by the iodometric titration method. A
combination of X-ray powder diffraction (XRD), high resolution neutron powder diffraction
(NPD) and the superconducting quantum interference device (SQUID) magnetometer (MPMS)

was used to investigate the crystal structure and magnetic structure.

In the third chapter, the experiment results are presented. The crystal and magnetic
structures are determined by the Z-Rietveld refinement. Based on the magnetization data and
NPD data, the phase diagram of this LagsBagsCoO; is obtained. From the temperature
dependence of volume, the large NTE is observed in the hole doping A-site disordered
Lag sBag sCo0Os.«. This NTE can be tuned by changing the oxygen content and the largest NTE
occurs near the boundary between FM and AFM phases in the phase diagram. The phase
separation of AFM and FM state or paramagnetic (PM) state was observed in very large range
of oxygen content from 2.82 to 2.89. It is found that this NTE is related to the magnetic ordering.
The transition of LV phase with AFM state to SV phase with FM or paramagnetic state results
in the NTE. The results of NPD under magnetic field confirm that the large volume (LV) phase
is related to the AFM and small volume (SV) phase is related to the FM. It is also found that
the average volume is suppressed under magnetic field, which reveals that the NTE can be

tuned by the magnetic field.

In the fourth chapter, I discuss about the new phenomenon of this sample. From the phase
diagram of LajsBagsC0o0Os-, and PrysBagsCoOs.,, the phase separation is observed in a much
larger range of oxygen content from 2.82 to 2.89 in Lag sBag sCoOj3-. The Curie temperatures
T¢ of the two samples are very close while the Ty in Lag sBagsCoOs-, is much high than that
of PrysBaysCo0s;.,.. The phase diagram shows large differences in the two samples. It may
come from the different radius of La and Pr or from the A-site disordered effect. I also found
that the relative difference of volume between the LV and SV (AV.y.sy/V) in LagsBagsCoOs-
is much larger than that in PrjsBagsCo0Os.,. From the phase diagram and the analysis of the
volume in AFM and FM phase between these two samples, it is suggested that the much larger
AViy.sy/V is related to the much stronger AFM in Lag sBag sCoOs-,.

In the last chapter, the summary and future work of the thesis are presented.
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1 Introduction

1.1 Negative thermal expansion

Most of the materials expand upon heating originating from the anharmonic vibration of
atoms [5]. However, some materials show contraction upon heating. Negative thermal
expansion (NTE) is the phenomenon of lattice contraction as temperature increase. Thermal
expansion, though small, is far from negligible, since thermal expansion may cause significant
problems in engineering fields from structural components such as railroad tracks and bridges,
to optical and electronic devices such as telescopes and sensors [1, 2]. Bridges and elevated
highways, have to include expansion joints to avoid the roadway from bending when it expands
in hot weather. In the microelectronic devices, the heat generated by the silicon chip will heat
up surrounding components and lead to thermal cycling. The mismatched coefficient of
thermal expansion in integrated circuits will cause cracking and deterioration of devices. In
the high precision optical instrument, thermal expansion will change the thickness of the lens
and consequently affect the focal length and optical property. Suppressing thermal expansion
is important for device to improve the reliability, lifetime and performance. The discovery of
NTE materials provide a good opportunity to control thermal expansion. The NTE materials

are being widely used in manufacturing industry [6-8].

The coefficient of thermal expansion (CTE) can be expressed by the following equations

1, 2]:
a=(@lnl/ OT)p = (81 / OT)e/ 1, (1)
B=(InV/dT)p=(0V/oTw/V, )

where a and B are linear and volumetric CTE, respectively. And / is the length, V'is volume, T
is Temperature and P is Pressure. In the case of a cubic material, there is a relation of a = 1/3-p.

However, for the material with an anisotropic nuclear crystal structure it shows different



thermal expansion along different axes. The thermal expansion of materials can be categorized
into different groups according to the thermal expansion coefficient [9]. Thermal expansion
coefficients of typical thermal expansion materials [10, 11] are presented in Table 1.1.1. In this

work we focus on the Negative thermal expansion material.

Table 1.1.1. Thermal expansion coefficients of typical thermal expansion materials.

-1x103 O 6 <106 24 x100
Negative | VeryLow | Low | High
I I I !

- . Metal
ZrW,0q: -2.73 Silica: 2.1 Si: 14.1 Al 70.5
PbTiO,: -1.99 Quartz: 1.62 AlLO;:17.4 Cu: 49.8
MnF;: -9.5 Diamond: 3 SiC: 19.8 Ag: 573
Invar: 3.6 Cr: 20.4 s

Negative thermal expansion has been investigated for decades, in a wide range of materials
including metallic, inorganic and organic. Practical use has been made of the phenomenon in
the development of low expansion materials, starting with the discovery of Invar in 1897 by
Guillaume [12, 13]. The discovery of volume shrinkage in LiAlSiO4 (B-eucryptite) [14, 15] in
1951 attracted much attention of research in the NTE material. But it was the strongly isotropic
NTE in ZrW,0g with B =—2.73 x 10> K 'over a wide temperature window from 0.3 to 1050
K [16-18] that attracted widespread attention and renewed considerable interest in NTE

material during the last decade.

1.2 Mechanism of NTE

NTE is of fundamental interest since it may be caused by various mechanisms. NTE
materials can arise from flexible framework structures with a common feature of M;-O-M,
linkages for polyhedra. Framework structures are crystal structures consisting of polyatomic

units such as AQO, tetrahedra and/or AOg octahedra, which are joined together by shared O



atoms at the corners. The transverse vibration about M;-O-M; linkages is the key factor for the
occurrence of NTE with a flexible framework structure, since the transverse vibrations need
less energy than longitudinal ones. The NTE of ZrW,Ogs is origin from the low energy
transverse vibration of O atom in Zr-O-W linkage [16-20]. There are a number of classes of
materials with a flexible framework structure, for example, ScF; [21-23], AM,0(A = Ti, Zr,
Hf, M =P, V) [15, 24] and Cd (CN);, [25]. NTE materials with a flexible framework structure

is correlated with the low energy transverse vibrational modes.

(a) (b)
Zr QT ST
T
0 n—=p)
W

Fig. 1.2.1. (a) Schematic crystal structure of ZrW,0Og and (b) The transverse vibration of O in
Zr-O-W [19].

NTE also can couple with the electronic properties. In NTE ferroelectrics, NTE originates
from ferroelectric order which occurs due to the strong hybridization between cations and
oxygen. For example, the negative thermal expansion in PbTiOs is related to the ferroelectric

to paraelectric phase transition [26-31].

(a) (b)

Fig. 1.2.2. Schematic crystal structure of PbTiO3 (a) and (b) spontaneous polarization
displacements of dtj in the TiO4 octahedron and &py, in the PbO;; polyhedron which are along
the c axis [1].



The mechanism responsible for the nearly zero thermal expansion in LaCusFe4O,; is an
electronic transition between Cu and Feions [19, 32-34]. The valence state of these ions are
Cu’* and Fe’" at room temperature. The charge transfers between Cu’" and Fe’* occurs on

heating above 393 K resulting in Cu*" and Fe’ "

. Because of the constriction of Fe-O bonds,
the unit cell volume shrinks by 1%. SrCusFe4O1, shows similar behavior at about 200 K [35,

36]. The crystal structure of LaCusFe4O;, and SrCusFe4O1, is shown in Fig. 1.2.3.

La/Sr _Cu

Fig. 1.2.3. Schematic crystal structure of LaCusFe;O,, and SrCusFe;O,, [19].

The anomalous thermal expansion resulting from magnetic ordering is called the
magnetovolume effect (MVE) and was first found in the Invar alloy FegesNigss [37-39].
Mn3;AN (A =Zn, Ga, etc.) [1, 40-43] are well known for their large MVE. The negative thermal
expansion in Mn3ZnN is related to the AFM to paramagnetic (PM) phase transition. At low
temperature, it is in AFM state with large volume. And at high temperature, it is in PM state
with small volume. The volume shrinks during the transition from PM to AFM upon cooling.
The I'’® AF spin configuration and the cubic crystal structure are key factor for the pronounced
magnetovolume effect in these manganese antiperovskites [44, 45]. The MngX octahedron has
three-dimensional geometrical frustration when the nearest-neighbor magnetic interaction J; is
antiferromagnetic and the next-nearest-neighbor interaction J2 is ferromagnetic [46], as shown
in Fig. 1.2.4. When the frustration prevents the system from gaining magnetic energy due to
short-range ordering above 7y, the system may earn kinetic energy by shrinking its volume.
This effect would enhance the MVE in this sample. Qu et. al [47] reported that by the first-
principles calculation, the magnetic configuration I'*® has the largest lattice constant and lowest
energy. When the magnetic transition from I'’® to the PM state occurs, large volume

contraction would occur.



(a)

Fig. 1.2.4. Schematic crystal and magnetic structure of Mn;ZnN (a)AFM state, (b) PM state [1]

and (c) I'’® AF spin configuration.

1.3 Cobaltite perovskites

The cobaltite perovskites have attracted much attention due to their unusual properties
such as metal-insulator transition, large magnetoresistance and spin-state transition, efc. The
large magnetoresistance effect has been observed in La;_, A, CoOs; (4 = Ca, Sr, Ba) [48, 49].
The discovery of spin-state transition of Co’" ion in LaCoO3 has leaded to considerable interest
in the cobaltite perovskites system, where the Co®" ion is found to exhibit transition from low-
spin state (LS, tgg6, S = 0) to the high-spin state (HS, t2g4eg2, S = 2) via the intermediate-spin
state (IS, t25°e,', S = 1) as the temperature increases [50-52]. These properties originate from
the interplay between the lattice, charge, spin and/or orbital degrees of freedom, so that the

properties of cobaltite perovskites are very sensitive to chemical compositions (oxygen content,

rare-earth element efc.) or external stimulus (temperature, pressure, magnetic field ezc.).

The layered perovskites RBaCo,0s 5+, (R: rare-earth elements with the valence 3+) are



also attractive because long-range spin-state ordering has been found to occur in conjunction
with the metal-insulator transition induced by either temperature or hole doping (x) in
RBaCo0,0s5 5+, [53-58]. Moreover, recently our group observe strong negative thermal
expansion (NTE) in PrBaCo,0s s+, which is triggered by changing the hole doping level x [3].
Through the comprehensive study with NPD and Muon spin relaxation (uSR) etc., we find this
NTE is coupled with the spontaneous antiferromagnetic ordering, which is known as the MVE.
And we consider this MVE is closely associated with the ferromagnetic (FM) and

antiferromagnetic (AFM) competition.

There are two kind of cobaltite perovskite A-site ordered and A-site disordered. In the A-
site order sample, the LaO and BaO layers alternate along the ¢ axis. The schematic crystal
structure of Lag sBag sCo0Os., is illustrated in Fig. 1.3.1. The La/BaO and CoO layers alternate
along the c axis. Co ions is in the center of octahedral. The La® and Ba®" cations were
distributed randomly in the same layer. The difference of size between La’" and Ba®" cations
is very small, so that the disorder of these cations in the same layer is easy to achieve. The
randomly distribution of oxygen vacancies in the La/BaO layer leads to the randomly

distribution of corner- sharing CoOs pyramids (Pyr) and CoOg octahedra (Oct) along the b axis.

Fig. 1.3.1. Schematic crystal structure of (a) A-site ordered LaBaCoOgx and (b) A-site
disordered LajsBagsCoOs..

In this research I am motivated to investigate NTE in the A-site disordered Lag sBag sCoOs.
« for the following reason. Firstly, the isotropic NTE is more important for industry application,
since for the anisotropic NTE, microcracking may occur during repeated thermal cycling. In
contrast to the anisotropic NTE in A-site ordered PrBaCo,0s s+, presented in Fig. 1.3.2, the

NTE in A-site disorder LagsBaysCoOs is isotropic owing to the cubic crystal structure.



Furthermore, tremendous works on the manganites with colossal magnetoresistance, which
originates from the competition between AFM-insulating phase and FM-metallic phase, have
shown that A-site ordering imposes significant effect on the competition strength [4, 59]. From
Tokura’s report [4] A-site disordered can enhance phase fluctuation, even lead to phase
separation, shown in Figl.3.3, which reveals the strong phase competition. Since the NTE in
cobaltite perovskite is related to the competition of AFM and FM, the A-site disordered may
affect the NTE. Therefore, in this research I study the A-site disordered LajsBagsCoOs.x and
compare with the A-site ordered counterpart. By investigating the A-site disordered effect on
the NTE in the cobaltite perovskite, I expect to obtain deeper understanding of the microscopic

origin of NTE in this cobaltite.
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Fig. 1.3.2. Anisotropic NTE in A-site ordered PrBaCo,0s 5+ [3].
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Fig. 1.3.3. The A-site disordered enhances the phase fluctuation [4].

There are extensive investigations on the hole-doping effect to LaCoO; through
substitution of divalent ion 4 (4 = Ca, Sr, Ba) for La [60, 61]. However, the hole doping to
Co’" ion can also be introduced by varying the oxygen content, which has not been widely
exploited. For example, the nominal valence of Co ion in Lag s495C00; 75 is 3+, and holes can
be filled to the band by increasing the oxygen content. In previous report [62-67], the A-site
disordered Lag sBagsCoOs., (x = 0), shows FM transition at Curie temperature (7¢) 180 K. As
the oxygen decreases to x = 0.13, the antiferromagnetic (AFM) correlation develops coexists
with the FM state at low temperature. When the oxygen content is further lowered to an electron
doping side (x = 0.4), it shows pure AFM state with the Neel temperature (7v) above room
temperature. The properties of cobaltite perovskites LagsBagsCoOs., are very sensitive to
chemical compositions (rare-earth element, oxygen content efc.) or external stimulus

(temperature and pressure etc.).

1.4 Research aim

In this work, I expect to search possible NTE in A-site disordered LagsBagsCoOs-, and
investigate the A-site disordered effect on the NTE in the cobaltite perovskite. The A-site



disordered perovskite cobaltite Lag sBag sCoOs., was synthesized by solid state reaction and the
oxygen content was control by annealing the sample under Ar gas at different temperature. In
order to find NTE and study the underlying mechanism of the NTE in these samples, a
combination of X-ray powder diffraction (XRD), neutron powder diffraction (NPD) and the
superconducting quantum interference device (SQUID) magnetometer (MPMS) was used to
investigate the crystal structure and magnetic structure. The NTE is related to the competition
between AFM phase and FM phase. It is important to further study the mechanism of NTE in
LagsBagsCo0O; by changing the competition of FM and AFM by magnetic field. Therefore,
we performed the NPD under magnetic field and investigate the relation of NTE and

magnetism.
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2 Experiment

2.1 Sample synthesis methods

The samples of LagsBagsCoOs;., were prepared by standard solid-state reaction. The
process is similar as the methods described in references [63, 68]. The raw material La,O3 was
pre-annealed at 900 °C in order to eliminate possible traces of carbon dioxide and water. The
raw materials La,O3;, BaCO; and CoO were mixed with the stoichiometric ratio. The mixed
powder was ground adequately and pressed into pellet, followed by heating at 1200 °C in air
for 12 h using the furnace of MSFT-1530 of Yamada Denki, showed in Fig.2.1.1(a).
Temperature increasing and decreasing rate were 2 °C/min. Grinding and heating were
repeated for 3 times. We could obtain the single-phase A-site disordered sample
LagsBagsCoOs., (x = 0.09). The oxygen contents were controlled by annealing the as-
synthesized compound under a flow of pure Ar gas at different temperature using the tube
furnace of Koyo at the Comprehensive Research Organization for Science and Society
(CROSS) user laboratories in Tokai, Japan, shown in Fig. 2.1.1(b). The samples of x = 0.11,
0.13, 0.14, 0.18 and 0.34 were obtained by annealing the attained samples x = 0.09 under Ar
gas flowing for 12 hours at 200°C, 250 °C, 270°C, 350°C and 800°C, respectively. The oxygen
content was determined by analysis of neutron powder diffraction pattern and iodometric

titration method.
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Fig. 2.1.1. Pictures of furnace of MSFT-1530 and tube furnace of Koyo.

2.2 Todometric titration method

Since it is crucial to know the exact value x of oxygen deficit in the samples, we
determined the x by iodometric titration method. lodometric titration method is an analytical
technique in which the Lag sBag sCoOs., samples are dissolved in diluted hydrochloric acid in
the presence of potassium iodide. As a result, the reduction reaction of Co®" or Co*" to Co**
ions take place while the I'ions are oxidized to iodide. The amount of the iodide is
determined by titration with sodium thiosulfate, Na,S,03. The starch which produces a blue
color in a contact with iodine molecules, is used as an indicator for detecting the end of
titration. From the amount of the iodine we can calculate the average oxidation state of cobalt

cations and consequently the oxygen index.

2.3 X-ray diffraction measurement

The phase purity of the samples was checked by X-ray diffraction (XRD) measurements.
The XRD measurements were performed by a Rigaku SmartLab diffractometer with secondary
monochromator using Cu K,; X-radiation with A = 1.540560A, shown in Fig. 2.3.1(a). All the

patterns were collected in a continuous scanning mode. The sample is prepared on a glass

12



holder and fixed on the sample platform, shown in Fig. 2.3.1(b) and (c). Only a small amount
of powder about 1g is necessary. The X-ray generator, detector and the sample holder are in
the same vertical plane. The X-ray generator and detector enable to revolves round the sample

within the same vertical plane.

(a)

| RN GG

(b)

Fig. 2.3.1. Pictures of (a) Rigaku SmartLab diffractometer, (b) sample preparation and (c)

sample installation.

All the XRD patterns of the samples were collected at room temperature. The patterns
annealing at different temperature are exhibited in Fig. 2.1.3. As the annealing temperature

increase, the patterns shift to the low 26, which indicates the lattice constant increases. Fig.

13



2.3.3 shows the Rietveld refinement of the pattern for the sample without annealing (x = 0.09).
The pattern can be refined well by the cubic space group Pm3m with y? = 1.41. All the Bragg
peak of the pattern can be indexed and not any spurious Bragg peak is observed, revealing the

good crystallization of the sample.

@ 6 : : :

= i (111) 1

S 12f ~ §

,.% L i

~— O 8 L _|

>

R : | X 1x=034
z A Jk:::ﬁ:::.‘it x=0.18
o 04 .y T A x=0.14
= : I Jl | N NN xfgﬁ
— Y S Y A ¥ =009

20 40 60 80 100

(b

[E—y
(@)}

[En—y
(\o

<
~

Intensity (arb. unit)
O
o0

1 1
R KR XX
cocooc oo
O—Wh ooph

320 | 324 328
20 (Deg.)

Fig. 2.3.2. (a) XRD patterns of the samples annealing at different temperature, (b) 111

reflection of the patterns.
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Fig. 2.3.3. The observed and calculated patterns of the sample without annealing (x = 0.09) are
shown at the top with the cross markers and the solid blue line, respectively. The vertical green
marks in the middle show positions calculated of Bragg reflections for nuclear. The bottom

blue line represents the difference between observed and calculated intensities.

2.4  Magnetization measurements

The temperature and field dependence of magnetization measurements presented in this
work were conducted by using a dc superconducting quantum interference device (SQUID)
magnetometer (MPMS) at CROSS-Tokai user laboratories, shown in Fig. 2.4.1(b). This system
enables to measure the direct magnetization (DC) of a sample in the temperature range of 2K
to 400K under an external magnetic field which can change from 0 to 1 Tesla. The sample with
100 - 200 mg is filled in a diamagnetic capsule and fixed at the end of a long rod which can
move longitudinally along the direction of the magnetic field, shown in Fig. 2.4.1(a). The
temperature dependences of magnetization measurements were performed under field cooled

(FC) and zero-field cooled (ZFC) mode.
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Fig. 2.4.1. Pictures of (a) sample and sample rod, (b) dc superconducting quantum

interference device (SQUID) magnetometer (MPMS).

2.5  Neutron powder diffraction (NPD)

The neutrons are particles with mass of 1.675 x 10" kg and have a spin S =1/2. The
neutron has no electric charge but a magnetic moment of about -1.9130 py with uy = 3.152 x
10"* MeV/T. Neutrons possess magnetic moments giving rise to magnetic contribution to the
scattering. A weak interaction between neutron (which is a charge free) and nuclei allow studies

of bulk materials. There are two contributions observed in the diffraction pattern [69, 70]:
(1) Nuclear scattering given by the interaction between neutron and nucleus.

(2) Magnetic neutron scattering given by the neutron interaction with the magnetic

moment of an atom.
There are some advantages for neutron [69-72], compared to the X-ray:

(1) With the spin S =1/2, the neutron can interact with the spin of any unpaired electrons
of an atom, which results in so-called magnetic scattering. So it can reveal the magnetic

property of the material, such as magnetic structure and magnetic excitation.
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(2) Unlike X-ray, neutron scattering length are independent of the atomic number. X-rays
interact with the electron cloud surrounding each atom while neutrons interact directly
with the nucleus of the atom. Some light (low Z) atoms contribute strongly to the
diffracted intensity. So Neutron scattering plays an irreplaceable role in the field of
biological and energy materials, which contain the light elements, such as hydrogen,
lithium and oxygen. And also neutron scattering and absorption cross sections vary
from each isotope. It can be used to investigate the isotope, for example hydrogen and

deuterium.

The neutron powder diffraction (NPD) has been used in order to study nuclear and
magnetic structure in cobaltite perovskites LagsBagsCoOs... The neutron diffraction pattern
can provide detail information of the structure of the materials, such as crystal and magnetic
structure, atomic displacement and occupancy. The diffraction pattern can be observed only

when the magnitude of radiation wavelength is in the same order as the atomic sizes. For the
time-of-flight technique (TOF), from the de Broglie relation( A = %, where / is the Planck

constant, m is the neutron mass and v is the neutron velocity ), we can obtain the neutron

wavelength A:

Rt

/1__;
mlL

(2.1)

where L is the flight path and t is the time of flight. The measurement principle of neutron

diffraction is based on the Bragg Equation [73]:
ZdhleinQ = Tlﬂ, (22)

where dj,,; is the inter-plane distance, 4, [ and k are the Miller indices denoting the lattice

planes, 6 is the scatting angle and n is an integer indicating the order of the diffraction peak.

The von Laue condition equivalently describes the diffraction process. In the case of
diffraction (elastic neutron scattering), without energy transfer, incoming and outcoming beam
are of the same absolute value and &; = k. The scattering vector Q is defined by k; + Q = k.

The scattered intensity / is proportional to the square of the scattering amplitude 4,

chfei(G‘Q)'rdV
G

2
)

1(Q) x |A(Q)|* = (2.3)
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where G is the reciprocal lattice vector and n are the Fourier components of the scattering
density n(r). The scattering condition Q = G is analog to Bragg’s law. For the sample with a

certain volume Vz and N unit cells we can get

2

1Q x JAQ = [N f n@eray| = INFG)I, 2.4)

Vz

For neutron scattering the atom form factor is F(G) = ); bjeiQ'r, where b; is the scattering
length. The intensity /(Q) is the function of atomic position. So we can obtain the structure
information by analyzing the position and intensity of the Bragg peak. More detail descriptions

of neutron scattering can be found in references [74, 75].

The high-resolution neutron powder diffraction (NPD) measurement was carried out by
Super High Resolution Powder Diffractometer (SuperHRPD) at Materials and Life Science
Experimental Facility (MLF), Japan Proton Accelerator Research Complex (J-PARC) [76]. As
shown in Fig. 2.5.1., this neutron powder diffractometer has three groups of detectors, called
high-angle bank, 90 degree bank and low-angle bank. These three banks enable to collect
pattern at 150° - 175° with d range of 0.3 - 4.0 A, at 60° - 120° with d range of 0.3 - 4.0 A and
at 10° - 40° with d range of 0.3 - 4.0 A, respectively. The Optimal resolution of SuperHRPD
isAd/d=0.0353 £0.0003% at 20 = 172° [77]. As exhibited in Fig. 2.5.2, compared the Bragg
peaks of Si measured by Sirius diffractometer and SuperHRPD, SuperHRPD has much higher
resolution, which enable us to investigate more complex structures and detect slight structural
changes. The neutron diffraction patterns were analyzed by the Rietveld refinement method

using both Z-Rietveld [78, 79] and FULLPROF [80].

18



Backward bank 9 | Low-angle bank
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Fig. 2.5.2. Si (400) reflection measured by Sirius and Super-HRPD [69].

There are 5 options of sample environment for measuring under different condition,
including auto sample changer (room temperature), 4K-type closed cycle refrigerator (4 - 300

K), Top-loading refrigerator (10 - 300K), high temperature furnace (~950°C) and refrigerator
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of magnet option (0 - 14 Tesla). All the options use the same Vanadium sample can. In this
work the temperature dependence of NPD measurements without magnetic field were
performed by using Top-loading refrigerator, shown in Fig. 2.54. The sample can be inserted
from the top along the vertical direction whilst neutron beam access is in the horizontal plane.
The diameter of Vanadium sample can is 6mm. The sample, usually of the height above 4cm,
is set in the Vanadium sample holder. The sample holder was enclosed after filled with He gas
for thermal conduction at low temperature. Then the Vanadium sample holder was fixed at the

end of a long sample rod, as shown in Fig. 2.5.4.

|| ¢ B

Fig. 2.5.3. Pictures of Top-loading refrigerator.
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(@) (b)

e—

Fig. 2.5.4. Pictures of (a) Vanadium sample holder and (b) sample rod for Top-loading

refrigerator.

The high-resolution neutron powder diffraction measurements under magnetic field were
performed by SuperHRPD with a newly installed refrigerator of magnet option. A liquid
Helium cryostat with the superconducting magnet of Oxford Instruments was recently installed
on SuperHRPD, shown in Fig. 2.5.5. Neutron beam access is in the horizontal plane of the
cryostat. The superconducting magnet is in the form of split pairs with magnetic field vector in
the vertical plane of the cryostat. Sample environment access is along the vertical magnetic
field direction. The measuring temperature range is from 1.5 K to room temperature with
magnetic field up to 14 Tesla throughout the temperature range. The data was collected from
the middle part of the high-angle bank, offering profile collection of -7.5° to +7.5° in the vertical
direction and 150° to 175° in the horizontal direction. By virtue of high resolution (Ad / d =
0.0353 £ 0.0003% at 20 = 172°) of SuperHRPD, we attained high quality neutron powder

diffraction profiles under magnetic-field environment.
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Fig. 2.5.5. Pictures of (a) sample rod and (b) refrigerator of magnet option.
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3 Magnetization and neutron powder

diffraction results

3.1 Magnetization results

The magnetization as a function of temperature (M / T curve) measured under 100 Oe
magnetic field under both zero-field cooling (ZFC) and field cooling (FC) processes for
LagsBagsCoOs. (x = 0.09) are presented in Fig. 3.1.1(a). The large difference between the
magnetization of ZFC and FC process in Fig. 3.1.1(a) and the hysteresis loop in the
magnetization as a function of magnetic field (M / H curve) at 10 K in Fig. 3.1.1(b) indicate
that FM component exists at base temperature. The FC magnetization of x = 0.09 exhibits a
ferromagnetic transition at about 170 K. This Curie temperature is slightly lower than that in
stoichiometric Lay sBag sCoOj3 in which the ferromagnetic transition occurs near 180 K [63,81].
The M / H curve for LagsBagsCoOs. (x = 0.09) (see in Fig. 3.1.1(b)) shows that the
magnetization under 1 T achieves 1.80 x3/Co at 10K.

Fig. 3.1.2(a) show the temperature dependence of magnetization under 100 Oe for x =
0.11. Compared to the M/T curve of x = 0.09, below 130 K the decrease of magnetization under
FC process with decreasing temperature suggests the AFM component occurs at base
temperature. However, the difference between the magnetization of ZFC and FC process
suggests that FM component exists at base temperature. And the hysteresis loop of the M/H
curve (see in Fig. 3.1.2(b)) at 10 K also indicates that FM component exists at base temperature.
So the AFM and FM component coexist in the sample x = 0.11. The FC magnetization of x =
0.11 exhibits a ferromagnetic transition at about 160 K. The M/H curve for LagsBagsCoOs. (x
=0.11) (see in Fig. 3.1.2(b)) shows that the magnetization under 1 T achieves 0.34 up/Co at
10K.

Similarly, the temperature dependence and field dependence of magnetization under 100
Oe forx=0.13,0.14 and 0.18 (see in Fig. 3.1.3, Fig. 3.1.4 and Fig. 3.1.5, respectively) indicate
the AFM and FM component coexist at base temperature. The cusp in the FC curve indicates
the AFM component exists at base temperature. However, the difference between the

magnetization of ZFC and FC process and the hysteresis loop of the M/H curve at 10 K suggest
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that FM component also exists at base temperature. The M/H curves show that the
magnetization under 1 T is about 0.05, 0.04 and 0.02 u3/Co at 10K for x =0.13, 0.14 and 0.18,

respectively.

The temperature dependence and field dependence of magnetization for x = 0.34 under
100 Oe is shown in Fig. 3.1.6. The hysteresis loop was not observed in the M/H curves. This
suggests the ground state is in the AFM state.

The magnetization at 1T decrease from 1.80 xp/Co at x = 0.09 to 0.005 uz/Co at x = 0.34.
All these results indicate that the ground state of sample with high oxygen content is FM and

the decrease of the oxygen content introduces AFM interaction.
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Fig. 3.1.1. (a) Temperature dependence of magnetization for Lag sBaysCoOs. (x = 0.09) under
100 Oe in the ZFC and FC processes respectively. (b) M/ H curve at different temperature.
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Fig. 3.1.2. (a) Temperature dependence of magnetization for Lag sBaysCoOs. (x =0.11) under
100 Oe in the ZFC and FC processes respectively. (b) M/H curve at different temperature.
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Fig. 3.1.3. (a) Temperature dependence of magnetization for Lag sBagsCoOs. (x = 0.13) under
100 Oe in the ZFC and FC processes respectively. (b) M/H curve at different temperature.
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Fig. 3.1.4. (a) Temperature dependence of magnetization for Lay sBag sCoOs., (x = 0.14) under
100 Oe in the ZFC and FC processes respectively. (b) M/H curve at different temperature.
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Fig. 3.1.5. (a) Temperature dependence of magnetization for Lag sBagsCoOs. (x = 0.18) under
100 Oe in the ZFC and FC processes respectively. (b) M/H curve at different temperature.
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Fig. 3.1.6. (a) Temperature dependence of magnetization for Lag sBagsCoOs. (x = 0.34) under

100 Oe in the ZFC and FC processes respectively. (b) M/H curve at different temperature.

3.2 NPD patterns and crystal structure analysis

The NPD patterns of Lag sBag sC0oOs. were collected by SuperHRPD from 13K to room
temperature. The NPD patterns of LagsBagsCoOs;., (x=0.09) were shown in Fig. 3.2.1.
According to the magnetization data, at room temperature the sample is in the paramagnetic

state and only nuclear crystal structure contributes to the diffraction pattern. Therefore, the
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room-temperature pattern of the sample can be described solely by the nuclear crystal structure.
The Rietveld refinement leads to the cubic structure of the space group Pm3m with y? = 1.44,
as shown in Fig. 3.2.2(a). No additional peak or peak splitting is observed at base temperature,
indicating that the crystal structure does not change and remains in one phase with the cubic
structure of space group Pm3m during the whole temperature range. The increase of the

intensity of reflection (1 0 0) upon cooling, suggests the ferromagnetic state with propagation

vector kr = (0, 0, 0).

Fig. 3.2.3, Fig. 3.2.5 and Fig. 3.2.7 show the NPD patterns of Laj sBagsCoOs., (x =0.11,
0.13 and 0.14) measuring from 13K to room temperature. Fig. 3.2.9 shows the NPD patterns
of LagsBagsCo0s., (x = 0.18) measuring from 13K to 543K. At highest temperature the
patterns of all the samples show single phase. The patterns can be fitted well by the cubic
structure of the space group Pm3m with y? =2.10, 1.54, 1.50 and 2.22 for the sample x = 0.11,
0.13,0.14 and 0.18, respectively, as shown in Fig. 3.2.4(a), Fig. 3.2.6(a), Fig. 3.2.8(a) and Fig.
3.2.10(a).

However, as the temperature decreases, the diffraction peak becomes asymmetric and
broader. By merit of the high resolution of BS bank, we can observe the peak splitting initiates
from about 162, 179, 199 and 323 K for the sample x =0.11, 0.13, 0.14 and 0.18, respectively,
as shown in Fig. 3.2.3, Fig. 3.2.5, Fig. 3.2.7 and Fig. 3.2.9. The unusual peak splitting is
occurred in all Bragg peaks, which reveals the appearance of a new phase with unit cell
parameter larger than that for the parent phase. The Rietveld refinements are greatly improved
by using two phases (large-volume (LV) phase and small-volume (SV) phase with different
unit cell parameters ) with cubic structure of space group Pm3m. It can be considered that the
crystal structures of all the samples keep in the cubic structure of space group Pm3m during

the whole temperature range.
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Fig. 3.2.1. (a) NPD patterns and (b) 111 reflection of Lay sBay sC00Os., (x=0.09) sample by high-
angle bank.
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Fig. 3.2.2. The NPD patterns of Lag sBagsCoOs., (x = 0.09) at (a) 300K and (b) 13K refined by
the Rietveld method. The observed and calculated patterns are shown at the top with the cross
markers and the solid line, respectively. The vertical green and purple marks in the middle
show positions calculated of Bragg reflections for nuclear and magnet diffraction, respectively.

The bottom blue line represents the difference between observed and calculated intensities.
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Fig. 3.2.4. Rietveld refinement on the patterns of LagsBagsCoOs., (x = 0.11) at (a) 303K by
one phase and (b) 13K by the model of double phase (LV and SV). The observed and calculated
patterns are shown at the top with the cross markers and the solid line, respectively. At (a) the
vertical green marks in the middle show positions calculated of Bragg reflections for nuclear.
At (b) the vertical green (purple) marks in the middle denote the indices from nuclear (magnetic)
structures of LV phase while the vertical orange (magenta) marks represent the indices from
nuclear (magnetic) structures of SV phase. The bottom blue line represents the difference

between observed and calculated intensities.
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Fig. 3.2.5. (a) NPD patterns of Lay sBag sCoOs., (x = 0.13) sample collected by 90degree bank,
(b) the magnified parts of the patterns at selected d range by high-angle bank.
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Fig. 3.2.6. Rietveld refinement on the patterns of LagsBagsCoOs., (x = 0.13) at (a) 303K by
one phase and (b) 13K by the model of double phase (LV and SV). The observed and calculated
patterns are shown at the top with the cross markers and the solid line, respectively. At (a) the
vertical green marks in the middle show positions calculated of Bragg reflections for nuclear.
At (b) the vertical green (purple) marks in the middle denote the indices from nuclear (magnetic)
structures of LV phase while the vertical orange (magenta) marks represent the indices from
nuclear (magnetic) structures of SV phase. The bottom blue line represents the difference

between observed and calculated intensities.
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Fig. 3.2.7. (a) NPD patterns of Lag sBagsCoOs., (x = 0.14) sample collected by 90degree bank,
(b) the magnified parts of the patterns at selected d range by high-angle bank.
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Fig. 3.2.8. Rietveld refinement on the patterns of LagsBagsCoOs., (x = 0.14) at (a) 313K and
(b) 13K. The observed and calculated patterns are shown at the top with the cross markers and
the solid line, respectively. The vertical green and purple marks in the middle show positions
calculated of Bragg reflections for nuclear and magnet diffraction, respectively. The bottom

blue line represents the difference between observed and calculated intensities.
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Fig. 3.2.9. (a) NPD patterns of Lay sBag sCoOs., (x = 0.18) sample collected by 90degree bank,
(b) the magnified parts of the patterns at selected d range by high-angle bank.

39



(a) T T T T
x=0.18

- 10F 7-543K ; .

5 §

Ne) } '

5 5 B . i : s n

= o L

k= o i

g |4 NS Y

g ok d
I reeerr e I | | I | |
reon e At v

| | | | |
1 2 3 4 5
d(A)
(b) T T T T T
5F x-018

o T=13K }

|| :

g L

2 50 ! ; : £ i

& \ 1 . )

o O IR e | | | | | | 1
Weeeerre e | | | |
MT% e A [ . A o

1 3 4 5
d (A)

Fig. 3.2.10. Rietveld refinement on the patterns of Lag sBag sCoOs., (x = 0.18) at (a) 296K and
(b) 13K. The observed and calculated patterns are shown at the top with the cross markers and
the solid line, respectively. The vertical green (purple) marks in the middle denote the indices
from nuclear (magnetic) structures of LV phase while the vertical orange marks represent the
indices from nuclear structures of SV phase. The bottom blue line represents the difference

between observed and calculated intensities.

3.3  Magnetic structure analysis

In this part, the magnetic transition temperature and magnetic structure are analyzed. The

magnetic transition temperature is estimated from the integrated intensity of magnetic
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reflection. The integrated intensity is calculated by summarizing the intensity of the magnetic
peak and subtracting the intensity of background. The average intensity of background is

calculated by averaging 10 points below and above the magnetic peak.

From the temperature-dependent NPD pattern of x = 0.09, the magnetic reflection (1 0
0) is observed at low temperature. The transition temperature 7c = 160 K for x = 0.09 are
estimated from the temperature dependence of integrated intensity of the magnetic reflection
(1 0 0), as shown in Fig. 3.3.1. The increase of the magnetic reflection (1 0 0) intensity in
Lag sBagsCo0Os. (x = 0.09) upon cooling, indicates the ferromagnetic state with propagation

vector k = (0, 0, 0) initiates from 7 =170 K.

Using the Pm3m cubic crystal structure and magnetic propagation vector k, we carried
out the symmetry analysis for the magnetic structures based on the representation theory. We
first determined the space group symmetry elements, g, which leaves the propagation vector k
invariant. These elements form the little group Gi. Then the magnetic representation of a

crystallographic site can be decomposed in terms of the irreducible representations (IRs) of Gy:
l—‘Mag = vaF#a (1)

where n, is the number of times that the IR I, of order 1 appears in the magnetic representation
Tmqg for the Co crystallographic site (0.5, 0.5, 0.5). According to Landau theory, the magnetic
ordering from a second-order phase transition will condense to a single IR. So the symmetry-
allowed magnetic structures corresponds to the non-zero (n, # 0) IRs of Gy, from which we
can calculated its magnetic basis vectors, y,. The whole calculation was performed using the

program Sarah [82].

We perform the symmetry analysis with propagation vector k£ = (0, 0, 0) for x = 0.09. The
resultant non-zero IRs and the corresponding basis vectors, y, are presented in Table 3.3.1.
Next we carried out the Rietveld refinement using the different combinations of y, so as to
determine the magnetic structure. The result of Rietveld refinement using the different
combinations of y, are listed in Table 3.3.2 and fitted pattern is shown in Fig. 3.2.2(b). Finally,
the simple FM structure with all the Co-ion spins pointing along the same direction was found
for x = 0.09 as depicted in Fig. 3.3.7(a). However, we cannot determine the spin orientation by
neutron powder diffraction (Table 3.3.2). In the NPD pattern of Lag sBaysCoO;., (x = 0.09) at
base temperature we could not observe reflections (1/2 1/2 1/2) and (3/2 1/2 1/2). So there is
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no long-range ordered AFM state at base temperature in this sample. It has been reported that
FM state and small AFM clusters coexist in ground state in LagsBagsCoOs., (x = 0) [81]. In
case of x = 0.09, a short-range ordered AFM state, which cannot be detected by NPD, may
coexist with the long-range ordered FM state at base temperature as well. In order to clarify
whether there is short-range ordered AFM state at base temperature, further experiments are

needed, such as the muon-spin-relaxation experiment.

For the sample x = 0.11, the reflection (1 0 0) intensity of the small-volume (SV) phase
with small unit cell parameter increases upon cooling. This indicates the ferromagnetic state
with propagation vector kr = (0, 0, 0) exist at base temperature. The transition temperature 7¢
= 160 K is estimated from the temperature dependence of integrated intensity of the FM
reflection (1 0 0), as shown in Fig. 3.3.2(a). At base temperature we also observed an
appearance of new small peaks strongly separated from the basic peaks described by space
group Pm3m. The additional peaks appearing at base temperature can be well indexed with 2a,
x 2a, % 2a, supercell where a, is unit cell parameter for the large-volume (LV) phase with
larger unit cell parameter. This indicates that the magnetic structure associated with the LV
phase is G-type antiferromagnetic structure. The superlattice reflections (1/2 1/2 1/2) initiating
at about 170 K upon cooling signify the magnetic ordering with propagation vector k4r = (1/2,
1/2, 1/2). The transition temperature 7y = 164 K is estimated from the temperature dependence

of integrated intensity of the AF reflection (1/2 1/2 1/2), as shown in Fig. 3.3.2(b).

Using the Pm3m cubic crystal structure and magnetic propagation vector of the two
phases, we carried out the symmetry analysis for the magnetic structures based on the
representation theory. The non-zero IRs and the corresponding basis vectors for small-volume
phase with FM (FSV) and large-volume phase with AFM (AFLV) phase are given in Table
3.3.3 and Table 3.3.4, respectively. Next we carried out the Rietveld refinement using the
different combinations of basis vectors so as to determine the magnetic structure. The results
for the refinement are listed in Table 3.3.5 and Table 3.3.6. The whole pattern can be refined
well by the combination of FSV and AFLV phases with y? = 1.89, as shown in Fig. 3.2.4(b).
Finally, the simple FM structure and the G-type AFM structure were found for FSV and AFLV,
respectively, as depicted in Fig. 3.3.7(a) and (b). However, the spin orientation cannot be
identified from neutron powder diffraction (Table 3.3.5 and 3.3.6). In the simple FM structure
all the Co-ion spins point along the same direction, as depicted in Fig. 3.3.7(a). In the G-type

AFM structure, every Co ion aligns antiparallelly with the nearest Co neighbors, as shown in
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Fig. 3.3.7(b). The estimated magnetic moment is around 1.12 pg /Co for the ferromagnetic

phase and 1.23 pg /Co for the antiferromagnetic phase.

For the sample LagsBagsCoOs. (x = 0.13), at base temperature the phase separation of
AFLV and FSV phase are observed in the pattern of high-resolution NPD, as shown in Fig.
3.2.5(a). All the nuclear reflections such as (1 1 1), split while the AF reflection (1/2 1/2 1/2)
coexists with the F reflection (1 0 0) at base temperatures. The magnetic propagation vector
for the AFLV and FSV phases are k4r = (1/2, 1/2, 1/2) and kr = (0, 0, 0), respectively. Using
the Pm3m cubic crystal structure and magnetic propagation vector of the two phases, as shown
in Table 3.3.3 and Table 3.3.4, we also performed the symmetry analysis for the magnetic
structures based on the representation theory. The whole pattern can be refined well by the
combination of FSV and AFLV phases (see Fig. 3.2.6(b)) with y? = 1.92. The F and AF
structure models are shown in Fig. 3.3.7(a) and (b), respectively. The estimated magnetic
moment is around 0.74 pp/Co for the ferromagnetic phase and 1.32 pg/Co for the
antiferromagnetic phase. The transition temperature 7y = 190 K for x =0.11 are estimated from
the temperature dependence of integrated intensity of the AFM reflection (1/2 1/2 1/2), as
shown in Fig. 3.3.3.

In contrast to the samples x = 0.11 and x = 0.13, at base temperature the pattern of x =
0.14 shows only one phase. However, the phase separation of LV and SV phase are observed
in the pattern of high-resolution NPD from about 95K, as shown in Fig. 3.2.7(a). The
superlattice reflections (1/2 1/2 1/2) initiating at about 260 K upon cooling signify the magnetic
ordering with propagation vector k= (1/2, 1/2, 1/2). The transition temperature 7y =260 K for
x = 0.14 are estimated from the temperature dependence of integrated intensity of the AFM
reflection (1/2 1/2 1/2), as shown in Fig. 3.3.4. The whole pattern at 13K can be refined well
by the combination of cubic space group Pm3m and G-type AFM structure with y? = 1.85, as
shown in Fig. 3.2.8(b). The AFM structure models are shown in Fig. 3.3.7(b). The estimated
magnetic moment is about 1.54 pg/Co at 13K. As mentioned above, the magnetization data of
the x = 0.14 sample suggests that existence of FM component. Throughout the temperature
range, we did not observe any ferromagnetic Bragg peak in the NPD pattern, indicating that
there is no long-range ordered FM structure. Therefore, we think the FM state occurs in forms

of short range ordering together with a long-range ordered AFM state at base temperature.

The NPD patterns of LagsBagsCoOs. (x = 0.18) were shown in Fig. 3.2.9. We can
observe the superlattice reflections (1/2 1/2 1/2) in the temperature range from 13K to 323K.
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The temperature dependence of integrated intensity of the AFM reflection (1/2 1/2 1/2) is
shown in Fig. 3.3.5. The transition temperature 7y = 323 K for x = 0.14 are extracted from the
temperature dependence of integrated intensity of the AFM reflection (1/2 1/2 1/2). The
magnetic propagation vector is k = (1/2, 1/2, 1/2). At 13K the NPD pattern can be fitted well
by the combination of cubic space group Pm3m and G-type AFM structure (see the Fig.
3.3.7(a)) with y? = 1.27, as shown in Fig. 3.2.10(b). The estimated magnetic moment is about
1.72 up/Co at 13K. However, the phase separation of LV and SV phase are observed in the
pattern of high-resolution NPD from about 150K, as shown in Fig. 3.2.9(b). All the patterns
can be refined well by the combination of LV phases with G-type AFM structure and LV phase.

The temperature dependence of integrated intensity of the AFM reflection (1/2 1/2 1/2)
for LagsBagsCoO;. (x = 0.34) reveals that the transition temperature 7y is above room

temperature, as shown in Fig. 3.3.6.
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Fig. 3.3.1. The temperature dependence of integrated intensity of the FM reflection (1 0 0) for
La0_5Ba0.5C003_x (X = 009)
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Fig. 3.3.3. The temperature dependence of integrated intensity of the AFM reflection (1/2 1/2
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Fig. 3.3.4. The temperature dependence of integrated intensity of the AFM reflection (1/2 1/2
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Fig. 3.3.7. The F and AF structure models are shown in Figure (a) and (b), respectively. For
clarity only Co is displayed. For clarity only Co is displayed.

Table 3.3.1. The basis vectors of irreducible representations (IRs) for the Co: (0.5, 0.5, 0.5) of

the x = 0.09 sample. The crystal structure is cubic Pm3m and the magnetic propagation vector

kis (0, 0, 0).

IRs Basis Vectors
Vi ((URY

o V2 (100)
Vs (010)
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Table 3.3.2. Refined magnetic moments (ug) for the Co ion of the x = 0.09 sample based on

the basis vectors from Table 3.3.1. Ry, is the magnetic R factor for Rietveld refinement.

Model Vi Vit g2 it yot ys
My 0 1.25 1.02
my 0 0 1.02
my 1.77 1.25 1.02
Mot 1.77 1.77 1.77
Rur (%) 8.40 8.63 8.41

Table 3.3.3. The basis vectors of irreducible representations (IRs) for the Co: (0.5, 0.5, 0.5) of
FSV. The crystal structure is cubic Pm3m and the magnetic propagation vector kg is (0, 0, 0).

IRs Basis Vectors
v 001)

T'o V2 (100)
& (0 10)

Table 3.3.4. The basis vectors of irreducible representations (IRs) for the Co: (0.5, 0.5, 0.5) of
FSV. The crystal structure is cubic Pm3m and the magnetic propagation vector k. is (1/2, 1/2,
1/2).

IRs Basis Vectors
v 001)

I 2 (100)
& (0 10)
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Table 3.3.5. Refined magnetic moments (ug) for the Co ion of AFLV based on the basis

vectors from Table 3.3.3. Ry is the magnetic R factor for Rietveld refinement.

Model Vi Vit g2 it yot ys
My 0 0.79 0.64
my 0 0 0.64
m, 1.12 0.79 0.64
Mot 1.12 1.12 1.12

Rur (%) 31.2 31.1 31.32

Table 3.3.6. Refined magnetic moments (pug) for the Co ion of AFLV based on the basis vectors

from Table 3.3.4. Ry, is the magnetic R factor for Rietveld refinement.

Model Vi Vit g Vit Yot ys
My 0 0.87 0.71
my 0 0 0.71
m, 1.23 0.87 0.71
Mot 1.23 1.23 1.23
Ry (%) 9.80 9.56 9.93

34 NTE in L30.5B30.5C003_x

The temperature dependence of volume and thermal expansion coefficient for
LagsBagsCo0s., (x=0.09) is presented in Fig. 3.4.1. In the whole temperature range the sample

x=0.09 remains in single phase and shows positive thermal expansion.
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The temperature dependence of unit cell volumes (a, x a, X a,), mass ratios and thermal
expansion coefficient for LagsBagsC00Os., (x=0.09, 0.11, 0.13, 0.14 and 0.18) are presented in
Fig.3.4.1 - Fig. 3.4.5. At base temperature, the LV phase with AFM has larger unit cell volume
and the SV phase with FM has smaller unit cell volume. They are from the experiment result.
The average volume is calculated by Vayerage = RLv*Viv + RsyXVsy, where R is the mass ratio
as shown in the Fig. 3.4.2(b), Fig. 3.4.3(b), Fig. 3.4.4(b) and Fig. 3.4.5(b). For the sample
x=0.11, the average volume shrinks as the temperature increase from around 50K to 140K.
NTE is observed in the temperature window of about 100 K. At base temperature, the AFLV
phase has larger unit cell volume and the FSV phase has smaller unit cell volume. The mass
ratio of AFLV and FSV phase is about 69:31. As the temperature increase, the fraction of
AFLV phase decreases while the fraction of FSV phase increases. The transition of AFLV
phase to FSV phase results in the NTE from around 50K to 140K. From the temperature

dependence of thermal expansion coefficient shown in Fig. 3.4.2(c), the largest negative

av
Vxdr

=-4.1 x10° K ! at around 70K. This NTE coefficient

thermal expansion coefficient is f =

has the same order of magnitude as the well-known NTE material, such as ZrW,0Og (f =—2.7 %
10 K" [16-19], ScF3 (8 =4.2 x 107 K ') [21-23], MnF[84]. Moreover, this NTE is
isotropic because the cubic structure is maintained down to base temperatures. The other
samples (x=0.13, 0.14 and 0.18) shows similar behaviors as the samples x=0.11. They show
NTE in the region of coexistence of LV and SV phase. The fraction of AFLV phase decreases
while the fraction of FSV phase increases upon heating. The transition of LV phase to SV

phase results in the NTE in these samples.

Based on the analysis above, the model of NTE is obtained, shown in Fig. 3.4.6. Both of
the LV and SV phases follow the Debye—Griineisen model [85] which characterizes the phonon
contribution. Both of the LV and SV phases display normal positive thermal expansion (PTE)
at finite temperatures. The NTE is origin from transition from LV phase to SV phase with

increasing temperature.

The temperature dependence of average unit cell volumes and thermal expansion
coefficient for the samples LagsBag sCoOs., are presented in Fig. 3.4.7. We found NTE in the
A-site disordered LagsBagsCoO; samples and the largest NTE is occurred around x = 0.13
with the largest £ =-5.7 x10”° K™'. This NTE can be tuned by changing the oxygen content. As
the oxygen content decreases, the temperature window of the NTE Low thermal expansion (or

almost ZTE) is observed in the sample x = 0.18 with a large temperature window from 13K to
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room temperature. Furthermore, since these samples remain in cubic structure, the NTE is
isotropy. This can be a great advantage. Since the anisotropy NTE will cause microcracking
during repeated thermal cycling, the isotropy NTE is more important in the practical use.
However, Most of the NTE materials are anisotropic. Thus these samples give us prospect that

they can be used in future practical applications.
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Fig. 3.4.1. The temperature dependence of volume and thermal expansion coefficient for the

sample Lag sBag sC00Os., (x=0.09).
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Fig. 3.4.2. The temperature dependence of unit cell volumes (a), mass ratios (b) and thermal expansion

coefficient (c) for the sample LagsBagsCoO;., (x=0.11).
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Fig. 3.4.3. The temperature dependence of unit cell volumes (a), mass ratios (b) and thermal

expansion coefficient (c) for the sample Lag sBagsCoOj;., (x=0.13).

53



T T T T j T
(a) 60.0 | O Largevolume  x=0.14 |
L O Average volume 1
- A Small volume
> 59.5F ]
T mesaaab8y" ae®)
g eaaw i
£ i |
3 59.0F ¢ )
> I as® ]
58.5k | L=
100 200 300
T (K)
10F T T T T I H
(©) i x=0.14 ]
[ O Average volume
sk _
o 0°° ;
N § 000 000%° ]
W (Qpoo° |
S ° e '
E i o © i
51 00 ]
-10 L I | l l ! '_-

50 100 150 200 250 300
T (K)

(b)

Mass ratio

1.0F

0.8

0.6

C =] ,
Cx=0.14 K
r0 Large volume-
A Small volume,’*,

FiS N

041 . .
L A \\\
0.2F R N
: a
OO - L -I 1 . -I B
100 200 300
T (K)

Fig. 3.4.4. The temperature dependence of unit cell volumes (a), mass ratios (b) and thermal

expansion coefficient (c) for LagsBagsC0Os. (x = 0.14).
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Fig. 3.4.5. The temperature dependence of unit cell volumes (a), mass ratios (b) and thermal

expansion coefficient (c) for the sample Lag sBagsCoO;., (x=0.18).
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Fig. 3.4.6. The model of NTE for the sample LagsBagsCoOs.,. The blue line and the purple

line is calculated by the Debye—Griineisen model.
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Fig. 3.4.7. The temperature dependence of average unit cell volumes (a) and thermal expansion

coefficient (b) for the samples Lag sBagsCoOs.,.

3.5 Phase diagram of LaysBaysC00;.«

Based on the magnetization data and NPD results, the phase diagram figure is obtained,
shown in Fig. 3.5.1. At low oxygen content, the ground state of the sample is AFM. At high
oxygen content, the ground state of the sample is FM. The sample shows the coexistent of the

AFM and FM at the base temperature near the boundary. The phase separation of AFM and
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FM state or paramagnetic (PM) state was observed in very large range of oxygen content from

2.82 to 2.89.
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Fig. 3.5.1. Phase diagram for LagsBagsCo00Os... T for oxygen content 3.0 is from reference

[81]. AFM and FM represent antiferromagnetic state and ferromagnetic state, respectively. The

shadow area represents the range of phase separation.

3.6  Relation of NTE and magnetic ordering

Fig. 3.6.1 show the temperature dependence of experimental and calculated unit cell
volumes for the sample Lay sBagsCoO;., (x=0.09, 0.11, 0.13, 0.14 and 0.18). The experimental
volume is determined through Rietveld refinement on high resolution-neutron-powder
diffraction data. The calculated volume is based on the Debye-Griineisen model [85] which
represents the phonon contribution. To fit the temperature dependence of the unit cell volume,

the following Debye-Griineisen formula was used:

E(T)> VOOBOO
V=V 14 ———, = — .
°'°< Q — bE(T) ¢ y
1
bZE(B(’),O_l)

where Vj o is the unit cell volume at base temperature and ambient pressure, y is a so-called

Griineisen parameter, By is the bulk modulus, By, is the pressure derivative of the bulk
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modulus and E(7) is the total phonon energy at a given temperature. I can fit the data with the
following parametersVy = 58.25A, 84 = 300K, Q = 0.395*10"7J and b = 1.5. The difference
between experimental and calculated volumes reflects the magnetic contribution. The
volumetric order parameter AV is calculated by subtracting the phonon contribution from the
experimental volume, shown in Fig. 3.6.1(d). The temperature dependence of magnetic
moment is shown in Fig. 3.6.2(a). As presented in Fig. 3.6.2(b), the data can be fitted by the

linear formula:
AV =k x M+ AV,

where k£ = 0.266(3) and AV, = 0.051(4). The volumetric order parameter AV shows a good
linear correlation with the square of magnetic moment M, which indicates that the NTE is
intimately related to the spontaneous magnetic ordering, known as the magnetovolume effect
(MVE) [1, 86]. It is worthwhile to notice that the AV is not 0 when |M| = 0. This may relate to
the short range ordering. Since the short range ordering affects the bonding and leads to the

inharmonious of lattice constant.
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Fig. 3.6.1. The temperature dependence of experimental and calculated unit cell volumes for

the sample Lag sBagsCoOs., (x=0.09, 0.11,0.13, 0.14 and 0.18).

T T T T T T T
(a) 1.5—®®®®®®® x=0.14 -
= (12112172)
®
10 . -
m
5 @
= o
0.5+ ®o -
o
]
@
O-OT | | | | 0 1
0 50 100 150 200 250 300

T (K)

(b)

0.0:r @ A 1 . | . ] —_
0.0 0.2 04 0.6

AV (A

Fig. 3.6.1. (a) Temperature dependence of magnetic moment. (b) The square of the magnetic

moment M as a function of the volumetric order parameter AV.
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3.7  Effect of high magnetic field

We observed strong negative thermal expansion (NTE) in LagsBagsCoOs which is
triggered by changing the oxygen conten. We find this NTE is coupled with the spontaneous
antiferromagnetic ordering, which is known as the magnetovolume effect (MVE). And we
consider this MVE is closely origin from the transition of LV phase with antiferromagnetic
(AFM) to SV phases with the ferromagnetic (FM). Therefore, it is worthwhile to study the
magnetism of LagsBaysCoOs.x under magnetic field which can change the strength of
competition between FM and AFM. In this research, we investigate the crystal and magnetic
structures by the high-resolution neutron powder diffractometer with newly installed 14 T

magnet.

The layered perovskites sample Lag sBagsCoOs., (x = 0.13) was used to perform the NPD
measurement under magnetic field. In this experiment, we first collected the field dependence
of diffraction pattern after zero field cooling (ZFC) at 100 K. Then, the temperature

dependences of NPD measurements were performed under 14T.

From the result in chapter 2, the Neel temperature (7x) of x = 0.13 sample is 200 K, so at
100K the sample is in the AFM state. In the NPD pattern of LagsBagsCoO;., (x =0.13) at 7=
100 K and H = 0, we observed the superlattice reflections (0.5 0.5 1.5), as shown in Fig. 3.7.1(a),
which signifies the AFM magnetic ordering. The magnetic structure has been determined as
the G-type AFM structure with propagation vector k = (1/2 1/2 1/2), in which every Co ion
spin aligns antiparallelly with the nearest Co neighbors, as shown in Fig. 3.7.1(d). It is hard to

distinguish the spin direction because the crystal structure is cubic structure.
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Fig. 3.7.1. The NPD patterns of LajsBaysCoOs., (x = 0.13) around (a) AFM peaks and (b) F
peaks under 0 T and 14 T at 100 K. The NPD profiles of (c¢) The integrated intensity of AFM
and FM reflection as a function of magnetic field. (d) G-type AFM structure model (left) and
FM structure model (right).

Upon applying 14 T magnetic field at 7= 100 K, the magnetic reflections [see Fig. 3.7.1(a)]
(0.5 0.5 1.5) decrease, suggesting that the AFM order is suppressed. Meanwhile, as shown in
Fig. 3.7.1(b), the intensity of reflections (1 0 0) significantly increase under the 14 T magnetic
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field. Compared to Fig. 3.7.1(c), we can conclude that the large volume (LV) phase is related
to the AFM and small volume (SV) phase is related to the FM. According to discuss in section
3.2, the intensity increase in (1 0 0) correspond to a simple FM ordering with all the Co-ion
spins pointing along the same direction [see Fig. 3.7.1(d)]. The integrated intensity of AFM
and FM reflection as a function of magnetic field is presented in 3.7.1(d), which shows the
AFM increases while the FM decreases as the field increase. Therefore, we draw the conclusion
that in x = 0.13 sample, the 14 T magnetic field induces the AFM-to-FM phase transition at 7’
=100 K. We could not determine the spin direction because the spin orientations with respect
to the nuclear crystal lattice from different powder grains are intrinsically inhomogeneous

under magnetic field.
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Fig. 3.7.2. (a) The NPD patterns of LagsBagsCoOs., (x = 0.13) around nuclear reflection (1 1
1). (b) Mass ration of FSV and AFLV as a function of magnetic field at 100 K. (c) Field
dependence of the average unit cell volume. (d) The NPD patterns of Lag sBag sC0oOs. (x =0.13)

collected before increase field and after decrease field at H=0T.

62



In addition to the change of magnetic structure under magnetic field, we also observed that
the crystal lattice is contracted. As shown in Fig. 3.7.2(a) and (b), the ratio of large volume
phase with AFM (AFLV) decrease while the ratio of small volume phase with FM (FSV)
increase as the field increase. This leads to the average unit cell volume decrease as the field
increase. The average unit cell volume is calculated by Vayerage = Ruv*Viv + RsyxVsy, where
R is the mass ratio as shown in the Fig. 3.7.3(b). By fitting the data, the correlation of Vayerage

and magnetic field H is as follow:
Vaverage = 59.025-0.0099*H

At H = 34T, we can get Vayerage = Vsrr= 58.6883 A°. This reveals that the LV phase will
convert into SV phase completely under about 34T magnetic field. Fig. 3.7.3(d) shows the
NPD patterns of Lag sBagsCoOs., (x = 0.13) collected before increase field and after decrease

field at H =0 T. The two patterns overlap with each. This reveal that this process is reversible.
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Fig. 3.7.3 (a) Temperature dependence of the NPD patterns of Lag sBagsCoOjs., (x = 0.13)
around nuclear reflection (1 1 1). (b) Unit cell volume of FSV and AFLV as a function of
temperature under 14 T. (c) The temperature dependence of experimental (blue and red line)
and calculated unit cell volumes. The solid blue line represents the anharmonic phonon
contribution to thermal expansion. (d) Mass ration of FSV and AFLV as a function of

temperature under 14T.

The nuclear reflection (1 1 1) of NPD patterns for Lag sBag sC0Os. (x = 0.13) at different
temperatures are shown in Fig. 3.7.3 (a). The ratio of large volume phase with AFM (AFLV)
decrease while the ratio of small volume phase with FM (FSV) increase as the field increase.
This leads to the average unit cell volume decrease as the temperature increase. The NTE still
can observed initiating at about 170K upon cooling under 14 T. However, compared with the
temperature dependence of the unit cell volume at 0 T, which shows the NTE initiates around

230 K upon cooling, we found that the NTE is suppressed much under 14 T magnetic field.

It has been confirmed that at base temperatures the long-range ordered AFM matrix
coexists with the short-range ordered FM clusters in Lag sBagsCoOs., (x = 0.13). The current
study suggests that upon applying the magnetic field, the FM clusters start to grow in size at
the expense of AFM clusters until the AFM phase disappear thoroughly. The 14 T field does
not suffice to fully flip the AFM spins into the FM ones at 100 K, so additional energy is
required to fulfill the phase transition. For example, at 7 = 160 K and H = 14 T, the AFM

ordering is completely suppressed with the help of thermal energy.

According to our previous discovery, the NTE at x = 0.13 is coupled with the AFM
ordering despite of the existence of FM clusters. The results from magnetic-field study suggest
that the NTE may become less robust when the AFM spins are flipped into the FM structure,
i.e., the MVE is presumably much weaker under FM ordering. From this study, we found that
applying magnetic field can significantly strengthen the FM order, so we are pursuing further

study to specify the magnetic-filed effect on the MVE and clarify the underlying mechanism.

In summary, we investigate the magnetic property of Lag sBay sC0oOs. (x = 0.13) by high
resolution NPD with a newly installed 14 T magnet. By analyzing the NPD data, we find the
magnetic field induces the AFM-FM transition at base temperatures, suggesting the energy of
AFM and FM phases is comparable to each other. We also find that NTE is suppressed under
magnetic field, which reveals that the NTE can be tune by the magnetic field.
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4 Discussion

4.1 Phase diagram in LaysBaysC00;-, and PrysBaysC003.

The phase diagrams of A-site disordered LagsBaypsCoOs;-, and A-site ordered
PrysBagsCo0Os., are shown in Fig. 4.1.1. Compare with the phase diagram of the two samples,
we can see, at low oxygen content, the ground state of the two samples is AFM state. At high
oxygen content, the ground state of the two samples is FM state. Near the boundary of the AFM
and FM state, both of the two samples show the coexistent of the AFM and FM state at the

base temperature.

In PrysBagsCoO;., the phase separation only occurs at around 2.875. However, in
Lag sBay sCoOs-, the phase separation is observed in much larger range of oxygen content from
2.82 to 2.89. And also we can see that the T¢ of the 2 sample is very close. However, the Ty of
LagsBaysCo0Os-, is much high than 7y of PrysBaysCoOs.. The phase diagram shows large
difference between the two samples. It may come from the different radius of La and Pr. It is
also possible from the A-site disordered effect. Further study is necessary to clarify the origin

of the large difference in phase diagram between these two samples.

(a) (b)
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. 300+ .
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Oxygen content Oxygen content

Fig. 4.1.1. Phase diagram for (a) LagsBaysCoOs., and (b) ProsBagsCoOs... AFM and FM
represent antiferromagnetic state and ferromagnetic state, respectively. The shadow area

represents the range of phase separation.
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4.2 AVLV_SV/V in Lao_5B30_5C003_x and PI‘(),5B3(),5C003_X

Compare the phase separation of this 2 samples I found that the relative difference of
volume between the LV and SV in La sBag sC0o0O;-, is much large than that in PrysBag sC0oOs.
. The relative difference of volume between the LV and SV in Lag sBay sCo0Os-, is about 1.2%
while that of Prg sBag sCoOs. is about 0.4%. As mention above, the LV is related to the AFM.
The SV is related to the FM. From the Table 4.2.1, we can see that the difference of volume in
AFM phase between these two samples is much larger than the difference of volume in FM
phase between the two samples. It suggests that the much larger AV.y.s/V in Lag sBag sCoO3-
is mainly from the much larger difference of unit cell volume in the AFM between the
LaysBagsCo0;-, and PrysBag sCo0Os.. On the other hand, from the phase diagram, we can see
that the T¢ of the two samples is very close. However, the Ty in Lag sBag sCoO;-, is much high
than that of PrysBaysCoOs.,. All of these suggest that the much larger AV .57V is related to
the much stronger AFM in Laj sBag sCoOs-,.
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Fig. 4.2.1. The temperature dependence of unit cell volumes for (a) A-site disordered

LagsBagsCo0;., (x = 0.13) and A-site ordered PrysBaysCoO;., (x = 0.125).
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Table 4.2.1. The volume of unit cell 2a, x 2a, x 2a, at 10K.

LV(AFM) SV(EM)
Lao.sBao,5COO3_x 4734 467.7
PI'o_5Bao_5COO3.x 463.3 461.5
Difference 10.1 6.2
400 F | | | | O

0 | | | | | 1
275 280 285 290 295 3.00
Oxygen content

Fig. 4.2.2. Phase diagram for LajsBaysCoOs., (red symbol and line) and (b) PrysBagsCoOs.,
(blue symbol and line). AFM and FM represent antiferromagnetic state and ferromagnetic state,

respectively.

4.3 ﬂ in Lao_5B30_5C003_x and PI’(),5B30,5C003_X

The thermal expansion coefficients of volume £ as a function of temperature for (a) A-site
disordered Lag sBag sC00s., and A-site ordered Pry sBag sCoOs. are shown in Fig. 4.3.1. In both

of the samples the largest f is occurred at around x = 0.13. The largest -f in Lag sBagsCoOs. is
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about 5.7 x 10 K. The largest -f in PrysBagsCoOs. is about 3.6 x 10° K. The S of
LagsBagsCo0O;., is much larger than that of ProsBagsCoOs.,, even though the temperature
window of NTE in LagsBagsCoOs. is much wider than that in ProsBagsCoOs.,. This is
attributed to the much larger AVzy.s/V in Lag sBag sCoOs-.
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Fig. 4.3.1. The thermal expansion coefficient of volume as a function of temperature for (a)

A-site disordered LagsBaysCoOs., and (b) A-site ordered Pry sBag sCoOs..

Table 4.3.1. The NTE property of A-site disordered Lag sBagsC0Os., and A-site ordered

Pry.sBagsCo0s.
x=0.13 Lag sBagsCo0s3- Pry.sBagsCo0s.,
NTE range 50 - 140K 60 — 120K
Largest f8 57x10°K! 4.0x10° K"
AVipsy !V 1.2% 0.4%
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S Summary and outlook

I prepared high quality LagsBagsCoOs polycrystalline samples by solid-state reaction
method and controlled the oxygen content by annealing as-synthesized sample in pure Ar
atmosphere at various temperatures. A combination of X-ray powder diffraction (XRD),
neutron powder diffraction (NPD) and the superconducting quantum interference device
(SQUID) magnetometer (MPMS) was used to investigate the crystal structure and magnetic
structure. The crystal structure and magnetic structure are determined by the Z-Rietveld
refinement. From the temperature dependence of volume, we observed large NTE in the A-site
disordered LajsBagsCo0Os.x. This NTE can be tuned by changing the oxygen content and the
strongest NTE occurs near the boundary between FM and AFM phases in the phase diagram.
The phase separation was observed, which reveal the energy of AFM and FM states is very
close. We found that this NTE is related to the magnetic ordering. The AFM to FM or
paramagnetic (PM) phase transition results in the transition of large volume to small volume
phases, which leads to the NTE. Especially, low thermal expansion (or almost ZTE) is observed

in the sample x = 0.18 with a large temperature window from 13K to room temperature.

Since this NTE is related to the magnetic ordering, it is important to further study the
mechanism of NTE in Laj sBagsCoOs.« by changing the magnetic structure by magnetic field.
We success to change the magnetic structure of LagsBag sCoO;.« by applying magnetic field.
We investigate the magnetic property of LagsBagsCoOs., (x = 0.13) by high resolution NPD
with a newly installed 14 T magnet. By analyzing the room-temperature NPD data, we find the
magnetic field induces the AFM-FM transition at base temperatures, suggesting the energy of
AFM and FM phases is comparable to each other. We also find that NTE is suppressed under
magnetic field, which reveals that the NTE can be tune by the magnetic field.

From the phase diagram of LagsBagsCoO;-, and PrysBagsCoOs.,, the phase diagram
shows large differences in the two samples. It may come from the different radius of La and Pr
or from the A-site disordered effect. I also found that the relative difference of volume between
the LV and SV (AViysi/V) in LagsBagsCoO;-, is much larger than that in PrysBagsCoOs.,.
From the phase diagram and the analysis of the volume in AFM and FM phase between these
two samples, it is suggested that the much larger AV, y.s;/V is related to the much stronger AFM
in Lag sBag sCo0s-,.
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In the future work, the following research plans are being expected to be performed.

Firstly, since the temperature window of the phase transition from LVP to SVP become
larger and move to higher temperature as the oxygen content decreases, it is possible to find
NTE/ZTE above room temperature with large temperature window by further increasing the x
value. And for practical use, ZTE/NTE with temperature window above room temperature is

of importance, therefore, we expect to find NTE above room temperature.

Secondly, in order to clarify the origin of the large difference in phase diagram between
A-side ordered and disordered cobaltite perovskites, a comprehensive investigation of crystal
structures and magnetic structures of the A-site ordered LaBaCo,06-2, samples would be
desired. I expect to establish the phase diagram of LaBaCo0,0¢», and compare with that of
Lag sBay sCo0Os-,. My ultimate goal is to obtain deeper understanding of the microscopic origin

of NTE in this cobaltite.
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