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The concept of visual saliency has been extensively studied via multiple disciplines
including cognitive psychology, neuroscience, and computer vision. Especially, in
computer vision, many research efforts have been devoted toward to investigate salient
object segmentation methods, which aim to localize and segment salient regions/objects
from images and videos. However, existing methods for videos still do not effectively
exploit temporal information, which is crucial to deal with videos.

Here in this dissertation, we investigate video salient object segmentation methods by
leveraging long short-term memory.-Essentially, we study two complementary tasks,
including salient object segmentation and semantic salient instance segmentation. For
coarse segmentation task (i.e., salient object segmentation), we divide a video into small
blocks and then learn spatial and temporal information from the whole video block. On
the other hand, for fine segmentation task (i.e., semantic salient instance segmentation),
we utilize both propagation and re-identification schemes to exploit different timescales
in the temporal domain. Therefore, our work effectively utilizes spatial and temporal

domains for saliency computation.

We investigate region-based and pixel-based approaches for salient object segmentation.
In the first approach, we propose a method for segmenting salient objects in videos
where temporal information in addition to spatial information is fully taken into account.
Following recent reports on the advantage of deep features over conventional hand-
crafted features, we propose the SpatioTemporal Deep (STD) feature that utilizes local
and global contexts over frames. We also propose the SpatioTemporal Conditional
Random Field (STCRF) to compute saliency from STD features. STCRF is our
extension of CRF toward the temporal domain and formulates the relationship between
neighboring regions both in a frame and over frames. STCRF leads to temporally
consistent saliency maps over frames, contributing to the accurate segmentation of the
boundaries of salient objects and the reduction of noise in segmentation.

In the second approach, we present a novel end-to-end 3D fully convolutional network
for salient object segmentation in videos. The proposed network uses 3D filters in the
spatiotemporal domain to directly learn both spatial and temporal information to obtain



3D deep features, and transfers the 3D deep features to pixel-level saliency prediction,
outputting saliency voxels. In our network; we combine the refinement at each layer
and deep supervision to efficiently and accurately detect salient object boundaries. The
refinement module recurrently enhances to learn contextual information into the feature
map. Applying deeply-supervised learning to hidden layers, on the other hand, improves
details of the intermediate saliency voxel, and thus the saliency voxel is refined

progressively to become finer and finer.

We verify the effectiveness of our approaches on publicly available benchmark datasets,
including 10-Clips, SegTrack2, DAVIS-2016. Intensive experiments confirm that our
proposed methods outperform state-of-the-art methods.

Furthermore, we investigate in-depth tasks of salient object segmentation by raise a new
interesting yet chailenging problem of video semantic salient instance segmentation.
We here do not only segment salient regions in a video but also decompose them into
instances and exploit the semantic information of instances. To address the problem, we
propose a new video dataset, namely Semantic Salient Instance Video (SESIV), with
corresponding evaluation measures. Our SESIV dataset consists of 84 high-quality
video sequences with various densely annotated, pixel-accurate and per-frame ground-
truth labels for different segmentation tasks. We believe that our novel dataset will
promote new advancements on video semantic salient instance segmentation. We also
provide a baseline for solving the problem, called Fork-Join Strategy (FIS). FIS is a
universal two stream framework, leveraging advantages of different segmentation tasks
(i.e., semantic instance segmentation for the main stream and salient object
segmentation for the context stream). In FJS, we introduce a novel sequential fusion,
which can deal with overlapping regions of multi-instance segmentation, to frame-
wisely combine the results of the two streams. We also propose a novel recurrent
instance propagation to refine instances in the temporal domain for both mask shape
and semantic meaning. The identity propagation and re-identification of instances are
also introduced in both short-term and long-term memories to maintain both the identity
and the semantic meaning over the entire video. Experimental results demonstrated that
our proposed method is capable of achieving state-of-the-art performance on the newly
constructed SESIV dataset.
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