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Fundamental Frequency Modeling for Neural-Network—-Based
Statistical Parametric Speech Synthesis
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Speech Synthesis

The fundamental frequency (F0) of speech, which determines the perceived relative
highness or lowness of the sound, plays an indispensable role in both the segmental
and suprasegmental aspects of human languages. How to generate natural F0O contours
from linguistic features of a text is one of the cruces in text-to-speech (TTS) systems,
_especially in the TTS system that has been able to synthesize speech with a natural
segmental quality. A TTS system may produce unnatural speech if the generated FO
contour of that speech is incompatible with the prosodic system of the language (e.g.,
an incorrect FO pattern in a tonal language), or if it is bland and monotonous (e.g., an
over-smoothed FO contour). Even though a TTS system correctly plans the prosodic
structure and linguistic specification for the text to be uttered, it may generate an.
unnatural FO contour when the internal FO model fails to fulfill the plan. This problem
is crucial in common TTS systems that use statisticgl FO models, particularly using
the so-called black-box neural networks. This thesis focuses on the neural-network-
based FO models for TTS systems, with the goal to identify potential limitations of
conventional neural F0 models and propose better solutions. Specifically, this thesis
treats ¥0 modeling as a sequential conversion problem where the input linguistic
feature sequence is converted by a neural FO model into an FO contour frame by frame.
Through interpreting and analyzing common neural FO models or models that generate
FO with other spectral features, this thesis identifies three potential limitations: (1)
whether it is appropriate to jointly model FO and other spectral features using a normal
neural network as many TTS back-ends do; (2) whether a normal neural FO model
ignores the temporal correlation of FO contours. If yes, how a model can learn the
correlation; (3) whether it is efficient for a neural F0 model to process linguistic
features frame-by-frame. If not, how a more efficient and interpretable model can be
designed. On issue (1), this thesis conducted experiments using highway neural
networks and found that the network prioritized the high-dimensional spectral
features over the FO0. Analyses on the hidden features further illustrated different
network behaviors in modeling the F0O and the spectral features. The results provide a
rationale to separate FO modeling from spectral feature modeling in order to improve

FO modeling performance. On issue (2), this thesis used random sampling to visualize



the limitation of the conventional neural FO models such as the RNN. It then
introduced the autoregressive (AR) dependency and defined a new model called shallow
AR (SAR) model. Although the model definition is simple, this thesis gives two
interpretations of the SAR, one based on the signal and filter and the other one based
on the framework of normalizing flow. Interestingly, the first interpretation revealed
the issue of model stability and motivated three methods to ensure the stability of the
SAR. On the other hand, the second interpretation allowed us to extend the original
SAR into a more general AR model using an invertible and long-term AR dependency
function. This thesis further identified the limitation of the SAR and proposed a deep
AR (DAR) model. This model uses the non-linear non-invertible transformation in the
neural network to model the AR dependency. The basic idea is to feed back the prévious
FO observation as the input to a uni-directional recurrent layer. To make the model
practical, this thesis proposes gquantized FO representation, a hierarchical softmax
output layer, and a data dropout strategy to train the DAR. As experiments showed,
the DAR outperformed previous models and enabled random FO contour sampling,
which has never been achieved by other FO models. On issue (3), this thesis borrowed
the idea of variational auto-encoder {VAE) and decomposed a neural F0 model into an
FO contour coding part and a linguistic association part. The coding part efficiently
represents the FO contour of a linguistic unit using one codeword, and the association
part directly links the FO code space and the linguistic space for each linguistic unit.
Experiments found that the VAE-based F0 model learned an interpretable FO code
space and achieved a better objective performance than the DAR even though the VAE-
based model was smaller and faster. Although this thesis deals with the F0O and
conducted experiments mainly on the English and Japanese data, it does not assume a
specific linguistic theory about the F0. The proposed methods and models éan hopefully

be applied to other speech corpora and other acoustic feature sequences.



Results of the doctoral thesis screening
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