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The author studied and developed an event builder system using switching network,
which is an essential ingredient of a data acquisition system in a large-scale high energy
physics experiments. Event builder is the collection stage of a whole event data from
many data sources dedicated to each detector element.

Various commercial network switches have been investigated. However, a special
functionality is required to use it in the event builder system which must handle a
coherent data traffic from many data sources to a single destination. Such system can not
be analyzed theoretically. A large-scale simulation has to be carried out for designing and
evaluating the system.

My objectives are to design and build a prototype of an event builder system with
“Global Traffic Control”, and to show its performance predictable and scalable.

This system composed of typically the same number of data source nodes with the
number of the destination nodes where a whole event data is collected. The data in the
source is transferred to the destination through a serial link. A whole event data.are
collected in the destination node from a different source node by changing the link
connection successively. A number of events are collected at the different destination
nodes in parallel. The data transfer and the switching the link connection are controlled
externally by a controller. Then, the data flow in this system can be congestion free even
in the heavy load. No one has studied such system in detail.

In this study, I have analyzed theoretically the event builder system with queuing
theory and built the prototype to study the whole behavior of the system. I show that the
system is congestion free, scalable, and applicable to the data acquisition system in the
KEKB Belle experiment.

The summary is as follows:

LS Modeli ith Queuing T}
I have modeled an event builder with “Global Traffic Control” and analyzed the

system using queuing theory. The results are shown quantitatively on traffic intensity
(p) dependence, the ratio: packet size (S_pkt) / average event fragment size (S_ev/)
dependence, and switch size (number of IO channel; V) dependence of average event
fragment number (L) in an input queue.

1) L is almost independent of N and proportional to D/M/1 system prediction by
queuing theory. 2) This system has a characteristic that L increases rapidly if p exceeds
0.8. According to the larger dispersion of event fragment size, this increase starts from
the lower p. 3) In the case of S_pkt < S_evf, L is not dependent of the ratio: S_pk#/S_evf,
but in the case of S_pkt >> S evf, L is represented as a product of p and S_pkt/S_evf.
Simulation results were in agreement with the calculation results.

)5 Desi f the P E Build

I developed hardware composing the prototype system (Switch, Transmitter,
Receiver and External Controller) and software to control them. Data are transmitted
through the G-link serial line at the rate of up to 1.17 Gbps. The switching overhead
including software one is smaller than 90 psec. I have tested a 2x2-event builder
system. The total throughput to build an event is 10 MB/sec(max.).



3, System Analysis

The comparison of experimental and theoretical results about L was evaluated. 1)
In the large S pkt/S evf, the experiment at result agreed with the theory, but in the
small S pkit/S_evf, experiment was larger than the theory. This difference caused by a
switching overhead becomes remarkable for smaller S pkt#/S evf. Hence L has
minimum value near the point of S pk#/S evf=1. It shows that a packet size should be
the same as that of the average event fragment size for saving buffer memory size.

2) Near the point of S _pkt/S_evf=1, the experiment at result agreed with the theory
if an event fragment size is fix. For the larger dispersion of the event fragment size,
however, the experiment has the larger value of L than the theory. This effect is caused
by the software implementation for easy operation. It does not affect to the result of 1).

Experimental results are almost in agreement with theoretical one on the both 1x1
and 2x2 system. It is considered that this agreement will keep on the larger system
because the switching overhead is independent of the switch size(number of nodes).

4 licati BELLEE .

The maximum event size and the maximum trigger rate of BELLE experiment are
assumed about 30 KB and 500 Hz, respectively. Number of source node and
destination node is 12 and 6-8, respectively. This experiment requires 15 MB/sec of
total throughput. If 12x6-event builder system is constructed, the total throughput is
expected to be 22.5 MB/sec(max.) from this study.

The average event fragment size on this experiment is about 4 KB. If a packet size
is set the same as it, the system will run at the traffic intensity 0.2-0.4. In this case, the
numbers of event fragment (L) in the input queue are 1 and 9 for the average and
maximum, respectively.

In this study, an event builder system with “Global Traffic Control” is analyzed in
detail by queuing theory for the first time. As a result of experiment on the prototypé
system, it is shown that the performance of the system is predictable by the theory and
scalable to the larger system. The performance of the prototype system satisfies the
requirements of BELLE experiment.



(R ORI R)

TREEOMLRTHEFIL, KEBLE IR F—REERICBIT L+ 254 Y EBRF— 0T
DATFLD—HTHL [AXV - ENT] OBFI/O—S - bF T4 vy - aryba— LI
ENDZHFRDAL v F 2y - Ry b T =2 FAWAIEICMTARHIRETHY, FETHERZEHANT
PRI AT ERBFICHBEON—F7 2728 EL, TRo2HOWTOMEIRLIRIELTo T3,
KEKB7 77 b —RLHCD & ) 2 KA IMERFEHOWICERICBW TR, EREBELTOLNOL K
ECHMICRD, o TREBIEHOY TV AF AL o THESNS, o, BhATHRF—
Y EHORANEEE (CPU) Lo THRENE, WbWaA US4y ava—¥% 77—
AL DB S R, BRIAHECEEBEICEZONE, 2F), HE5A XV IMHETEF—FIE
BEHOREBICL o TINEENEN, FRLE—DDARY M ELTRETLEDII, F—F 52—
BOBEREMBREBICEDAZTRITRER LV, ZODICRBEORVWF— I BEXETEZDL-OD
BEAA v F VT Ry NI DNEE R L, FIT, BADAAL v F VT -3y FTI—T D
REL ZDMEZEEM L, REMISSLILV - Y77 5HOWIENXMD bS5V ART LY b AAL v F >
TRy bI— 2 5RELTWVE, ZOAAFVY - 2y T—2 - YAFLAEFHAVWAI LIZL
N, TOARYE - ENT - SATLRAr =57 M), MEEIPSAKBRBICESL AT ADEE
HOBZHICTAB LYo T

ZOF—FPRED/ZDDANRY - ELFOREZRODPEFL LTI, 7 FINET T AT A
POEDTF—FD3y b T =2 « AL v FEBELREONYT7 - AEYDOKEE, A vFEB121
T— I AF—2a VIZESRLRDNY 77 - ABRYDKES, TLEEINIEBONYy POKE
B, FNUIAA v F OB ABHODEDCEERE 2 ENH L, INOEFIOVATFLIIBNTT—
FOUANHE D EETHROTVE, £I T, IOMXTH., HFHTHEGETHY., Bkahs
HREE M T4&BEE RO TS,

F— ¥ OREMBIREEES AT L, T OESHPRMEMS Az TS L—E0HET 5
BEIOWT, bIT 4T ATV T 4 (FYART -8 - L= b ERKENT—F - L—F
D) R, Nr Y FOKBMRUNY 77 4 X2 B8 BOFHELTHOE S FETEE &
Salb—varilloTHELONLT—F EORERTV., MEFL—BEBAL TS, INEE
BEDY AT AANDHEGEITH 72, KEKB7 77 ) —TORETBHE LIN—FI3ZT7 VA
TAERRBEL, EBREITo7,

EERTIE, REBOV T VAT ADPLOTF— 93 ZHO M-V —be ARV PF=FH AL XD
SAFN o TRESE, VMENSADAE) -V a— VETHREENF2— (FBHTH) [E%
Th, Fa—LrDF—%iZ, 1. 4GbpsDYIYTNVEEET 22—, Sz bu—F TH
WMENLPTYANLY L - A4 v FEBALT, FEEVa—VIlE%ENb, —DOOFRIIET S
ETORUBPLDF— 5 IZ—DONEEEV 2 - VOMBLAZEF 2 —ICEREIND L) IHH
S, BREHR (AXYFELVER) 2 Thhb, JEE2 x 20V ATLATITbh, HHFFOES,
AN—=Ty b, EREHFEANCHELTERPOOTEMBLE L (—HLTBY, EEILRA
LOLIWIAFLATHEEZEIELL,

PLEOBIFR I B E TR E S R FE RO E TR E LTORBEIEL, BiZ, Ar—7
Tl ARy - ENSORE, SFEBICL2F0BED Y I2L—Yay, FON-F72TIilE
LZEREVIBMHICLASHICOBO TESRIFEEHY LIFTwa LHIEFL 7,






