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Approximate Bayesian Computation (ABC) is a popular sampling method in
applications involving intractable likelihood functions. Instead of evaluating the
likelihood function, ABC approximates the posterior distribution by a set of accepted
samples which are simulated from a generating model. Simulated samples are accepted
if the distances between the samples and the observation are smaller than some
thresholds. The distances are calculated in terms of summary statistics. Summary
statistics are introduced to reduce the dimensionality of the samples and face the trade-
off between dimensionality and information loss.

In this thesis, I focus on the applications of kernel methods to the ABC to provide an
automatic algorithm which can produce low dimensional summary statistics while
preserving information. As described above, summary statistics play a central role in
the efficiency and accuracy of the ABC methods. It is important that the dimensional
reduction algorithm can achieve the lowest dimension possible without information Iost.
Although a lot of dimensional reduction methods have been introduced to ABC already,
an automatic algorithm with theoretically sound guarantees is still missing.

This thesis introduces a local kernel based sufficient dimensional reduction algorithm
(LGKDR) to solve the above problem. Sufficient dimensional reduction (SDR) is a
classic type of dimensional reduction algorithms that guarantees to find the sufficient
lower dimensional subspace provided that the assumptions of the underlying spaces are
met. In here sufficient means no information lost. As the assumptions of classic SDR
are often too restrictive for real world problems, I instead draw the idea from the kernel
dimensional reduction method.

To provide a principled way of designing the regression function, capturing the higher
order non-linearity and realizing an automatic construction of summary statistics, this
thesis introduces the kernel based sufficient dimension reduction method. This
dimension reduction method is a localized version of gradient based kernel dimension
reduction (GKDR). GKDR estimates the projection matrix onto the sufficient subspace
by extracting the eigenvectors of the kernel derivatives matrices in the reproducing
kernel Hilbert spaces (RKHS). In addition to GKDR, in which the estimation averages
over all data points to reduce variance, a localized GKDR is proposed by averaging over
a small neighborhood around the observation in ABC. Each point is weighted using a
distance metric measuring the difference between the simulated data and the observation.
The idea is similar to role of the distance kernel function.

Another proposal is to use different summary statistics for different parameters. Note



N

that sufficient subspace for different parameters can be different, depending on the
particular problem. In these cases, applying separated dimension reduction procedures
yield better estimations of the parameter.

Three experiments are investigated in the thesis to evaluate the proposed method against
the popular dimensional reduction methods. First a M/G/1 queue model is investigated
to simulate the stochastic process of serving customers in the queue, and a population
genetic model is also studied to inference the parameters that effect thfa genetic variation
within populations, at last a Ricker model that describe the population dynamics of
species are investigated. Each experiment is conducted with two sampling algorithms:

“ vanilla ABC and sequential ABC. The former provides an intuitive overall comparison

and the latter is used to access the generated summary statistics in the extreme situations
where the thresholds of the distance functions are pushed to as small as possible. This
setting makes the latter experiments very time consuming but also provide a useful
assessment on the generated summary statistics, which has not been reported before to
our best knowledge.

The proposed method assumes no explicit functional forms of the regression functions
nor the marginal distributions, and implicitly incorporates higher order moments up to
infinity. As long as the initial summary statistics are sufficient, our method can
guarantee to find a sufficient subspace with low dimensionality. While the involved
computation is more expensive than the simple linear regression used in Semi-automatic
ABC, the dimension reduction is conducted as the pre-processing step and the cost may
not be dominant in comparison with a computationally demanding sampling procedure
during ABC. Another advantage of LGKDR is the avoidance of manually designed
features; only initial summary statistics are required. With the parameter selected by
the cross validation, construction of low dimensional summary statistics can be
performed as in a black box. For complex models in which the initial summary statistics
are hard to identify, LGKDR can be applied directly to the raw data and identify the
sufficient subspace. We also confirm that construction of different summary statistics
for different parameter improve the accuracy significantly.
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