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In information recommendation, the preferences of users and the attributes of items
to be recommended are represented by feature vectors. The items are recommended
based on the similarity of the corresponding feature vectors. Characteristics of users
and items are learned from the rating for items of users, etc. In generf;ll, the amount of
ratings is limited, and extracting effective features from sparse data will be necessary.
Also, for users who newly participate in the system, it is difficult to obtain user
characteristics because the information is limited. The aim of this thesis is to propose

effective models of recommender systems for such sparse data.

We first look into the rating prediction problem, one of the essential tasks in
recommender systems. Rating is another kind of feedback known as explicit feedback.
Different from the implicit feedback, the amount of rating data is limited because it
requires users to provide the ratings explicitly. I first proposed a feature extraction
method that utilizes the data that is easy to obtain, such as the click history recorded in
the log when a user examines an item. In this method, the features of items are extracted
‘based on two sources of feedback: rating data and click data. We show that exploiting
the click data can supplement the shortage of rating.

We further advance this research and proposed a method to analyze the similarity of
items in more detail. The‘proposed model can identify two kinds of relationships
between items, (1) items that can be replaced, such as products of company A and
products of company B, and (2) items that are often purchased together, such as bread
and butter. In this research, the item features are extracted under the assumption that
there is a strong correlation between the items that are positively evaluated by each user.

Finally, we introduce a model to learn the representations of the products based on their
titles to model a collection of shopping transactions. The learned representations can
help identify two kinds of relationships between products: similar products and “also-
buy” products. The proposed model can be used for multiple purposes: next product
recommendation, similar product recommendation, also-buy product recommendation,
and product search by keywords. Because the model learns the representations from
product titles, it can deal with the cold-start problem, the problem of modeling new
products which have not appeared in any shopping transactions,
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