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Syntax—based Preordering for Statistical Machine

Translation
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This thesis focuses on a major yet unsolved machine translation difficulty called a word ordering
problem. Since every language has its own word order, machine translation systems have to translate
one's word order into another, in addition to translation of words. However, practical machine
translation systems do not translate most of word orders due to computational complexity of the
word ordering problem. This makes machine translation between distant language pairs, such as
English and Japanese, inaccurate, because they have exceptionally dissimilar word orders as their
nature. It is therefore the final goal of this study to establish a machine translation system for distant
language pairs, using a practical reordering model that can handle accurate word ordering,

Our challenge primarily involves two types of obstacles we need to overcome. One obstacle is the
computational complexity of the word ordering problem that has given lmits to practical machine
translation systems. Another obstacle is the problem of exceptionally dissimilar word orders in
distant language pairs, such as English and Japanese, which has reduced machine translation
accuracy to date. :

In order to tackle our challenges, we make use of a promising approach called syntax-based
preordering for statistical machine translation. In this approach, we use syntactic parsers that
automatically parse input texts and output parse trees. We then modify the parse trees so that they
represent much similar word orders to translation output than before. After that, the modified parse
trees are used as input to a statistical machine translation system, which automatically learns a
machine translation model from large data sets as similar to real world applications, Since this
approach effectively divides the problem of complex machine translation into a separated reordering
step and a translation step, we can fully focus on our challenges with two novel proposals.

The first proposal is a rule-based approach. We present two rule-based preordering methods named a
two-stage method and a three-stage method. The two-stage method reorders a Japanese parse tree as
similar to English using deep syntax information obtained with a predicate-argument siructure
analyzer. The three-stage method mimics the two-stage method by using little or no syntax. We
eventually demonstrate the state-of<the-art performance in Japanese-to-English translation to date as
a rule-based preordering approach.

The second proposal is a statistical approach. The statistical approach automatically learns
reordering rules, unlike the rule-based approach. We present a simple yet effeclive statistical
preordering method. In this method, we employ a greedy optimization strategy for modifying parse
trees so that the modified parse trees maximize our objective function for reordering. We achieve the
state-of-the-art accuracy in both English-to-Japanese and Japanese-to-English translation.
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