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Abstract

This thesis reports on a method to conduct two-dimensional modeling of a
klystron traveling-wave-type output structure. In the klystron, the input
and output couplers violate axial symmetry. To design a klystron with a 2.5-
dimensional particle-in-cell simulation code, we should make two-dimensional
models for these two parts. An input cavity can be simulated by applying
on RF wvoltage at the gap. For the output cavity, since a traveling-wave-
type output structure is used to reduce the maximum electric field, the port
approximation method is not applicable.

In this report, the output coupler is considered to be a mode converter
between the TE10 mode of the rectangular waveguide and the cavity cell
mode. The scattering matrix is caleulated using a frequency-domain code. In
a particle-in-cell simulation, a finite conducting material is set in the coupler
region so as to match the reflection coefficient of the scattering matrix. The
output powers, which are calculated using the Poynting vector, agree with the
measured values of the KEK XB72K No0.8,9 and the SLAC XL-4 klystrons
within a 10% error.

Using the above method, we designed a new KEK klystron (XB72K No.
10). A bunching cavity is added to increase the RF current. The 27/3 mode
is used for the output structure to reduce the maximum electric field. As a
result of two-dimensional simulations, we obtained the design of a 120MW
klystron.



Chapter 1

Introduction

1.1 Brief Overview of Klystrons

The klystron was invented by R. H. Varian, and the first device was developed
by S. F. Varian in 1937 for high-frequency (GHz) power generation. During
World War 11, many low-power klystrons were manufactured for radar sys-
tems. After the war, M. Chodorow and E. L. Ginzton developed the first
high-power (3GHz,20MW) klystron amplifier in 1949 as an RF power source
for an electron linac. Since then, many high-power klystrons have been de-
veloped and used in many particle accelerators.

Triodes and tetrodes are also used as the RF power source for particle
accelerators. However, these tubes are not suitable for high-frequency oper-
ation because the transit time of the electrons between the electrodes cannot
be made much smaller than the inverse of the operation frequency. For ex-
ample, if one applies a voltage of 10 kV between a gap of 1 cm, the inverse
of the transit time amounts to 3 GHz. Also, the inductance of the leads to
the electrodes reduces the frequency upper limit. Consequently, for practical
use, the upper limit of the frequency for tetrodes is a few hundred MHz.

A klystron amplifier has a simple structure. In a typical klystron am-
plifier, a beam from an “electron gun” is accelerated up to several hundred
keV. The beam then passes through an “input cavity”, where each electron
receives acceleration depending on the phase of the gap voltage. The beam
then passes through idler cavities called “gain cavities”. In the gain cavity,
the RF current of the beam generates the RF voltage, which gives additional
velocity modulation to the beam. The beam then traverses a “drift space”,



where the velocity variations of the electrons in the beam are converted
to density modulation. The bunched beam passes through idler cavities,
called “bunching cavities” or “penultimate cavity”, which provide additional
bunching to the beam. Finally, the bunched beam passes through an “output
cavity”, where the RF energy created by RF current of the bunched beam is
transmitted to the outside through a “coupler”.

With this structure, the transit time of the electron is used to obtain
the density modulation of the beam; this mechanism makes klystrons high-
frequency devices.

Klystrons have been developed by people mainly in the field of particle
accelerators for high-energy physics. This study is also for the high-energy
physics. We briefly describe high-energy physics and particle accelerators in
the next section.

1.2 High-Energy Physics and Particle Accel-
erators

As the ancient Chinese thinker Confucius (5517 — 479 B.C.) said, ‘I would
agree to die in the evening, if I understand the truth of life in the morn-
ing’, every person in the world is eager to understand universal truth and
the meaning of life. Descartes examined it by using the reduction method.
His philosophy has influenced people to examine everything microscopically,
which has helped to science, especially physics. Since many scientific re-
searches have been successful, which means that they have helped people to
do good things, science has been recognized by people and funded. Mean-
while, owing to the origin of science, there have been many scientists who
want to divide materials and to find things which cannot be divided; they
are called elementary-particle physicists or high-energy physicists. To divide
material, they need to hit it with accelerated particles. The energy of such
accelerated particles should be higher to find unknown things. They obtained
funding funded from governments and constructed many high-energy particle
accelerators using a lot of ideas. (One idea is to also accelerate the target par-
ticle, and to collide it against the another accelerated particle; these particle
accelerators are called ‘colliders’. If the target particle and the accelerated
particle have the same mass (m), and the energy of the accelerated particle

is E, the center of mass energy is 1/ 2(mc?)? + 2mc?E. If the target particle




also has kinetic energy of E — mc?, the center of mass energy is 2E.) They
experienced good days from the 1930s to the 1980’s while searching for new
particles. One brilliant effort resulted in the discovery of W and Z bosons
by using SPS in 1983, which verified the unified theory of electromagnetic
and weak interactions by S. Weinberg and A. Salam. Although their aim
was not directly related to people’s daily life, they provided many useful
by-products, such as isotopes, synchrotron-radiation sources, and ion beams
for cancer treatment. Unfortunately, the progress of the high-energy particle
accelerator physics seems to have become slow since the 1990’s. One reason
is that no phenomena which violate the ‘standard theory’ have been found
since the 1980’s. The neutrino-oscillation phenomenon may be the only ex-
ception. Another reason is that the construction and operation cost of parti-
cle accelerators with energies high enough to check sophisticated theories are
very expensive. Besides, the high-energy particle accelerator physicists them-
selves, will hardly help people in the world. In any case, since the particle
accelerator is the only way to make a large amount of high-energy particles,
several machines will be constructed in the future in order to understand the
truth of nature.

1.3 Japan Linear Collider

Proton synchrotrons have presently been taking the initiative in the search
for new particles, because protons can be accelerated with little energy loss by
synchrotron radiation. The particle energy loss(AU) per turn by synchrotron

radiation is § (B(GeV))*
o) (1

where m,, m, p are the electron mass, particle mass, and radius of the particle
orbit in bending magnets, respectively. For a 0.5 TeV proton synchrotron
with p =1 km, AU is 0.5 eV /turn, which can be neglected.

One disadvantage of proton accelerators in the search for unknown par-
ticles is that the proton is a composite particle of three quarks. Accordingly,
any analysis of events is extremely complicated. If one needs a clean result,
one must accelerate elementary particles instead of protons.

The available elementary charged particles are leptons, such as the elec-
tron, muon, and tau. Quarks cannot be used, because they cannot be ex-
tracted from nuclei due to the strong interaction.

AU(keV/turn) ~ 8.5 (%)



If a muon or tau lepton is accelerated, the energy loss is AU = 3.0
keV/turn or 0.04 eV/turn for E = 0.5 TeV, p = 1 kin. One of the difficult
problems in this scheme is how to accumulate a sufficient number of low-
temperature particles.

In this regard, electrons are desirable, because plenty of electrons exist
in materials and a good-quality electron beam can be easily obtained by an
elctron gun. However, since the mass of the electron is small, the energy loss
due to synchrotron radiation is quite large for an electron ring. For example,
if a 0.5 TeV electron is running in a ring with a radius of 1 km, the energy
loss is 5.5 TeV /turn. Even if the radius of curvature is increased to 100 km,
the energy loss is still 55 GeV /turn, which means 10% of the energy is lost
with every turn. To reduce the energy loss, say to AU < 100 MeV /turn, p
should be greater than 5.5 x 107 m, which is nearly the radius of the equater
of the earth. The construction of a TeV electron synchrotron is almost im-
possible. Hence, electrons should be accelerated by linear accelerators. Thus,
the Japan Linear Collider (JLC) [4] program was proposed for TeV-energy
physics.

In this scheme, electrons are to be accelerated to 500 GeV by an 11 km
linac and to collide with positrons having the same energy. The electric-
field gradient is higher (500 GeV [/ 11 km ~ 50 MeV/m) than that of the
existing linear accelerators (~ 20 MeV/m) in order to reduce the cost. To
obtain a higher electric field gradient, JLC proposes to use the C-band (5.712
GHz) or the X-band (11.424 GHz) for the main linear accelerators, because,
according to Kilpatrick [6], the threshold electric field is nearly proportional
to the square root of the frequency. Since these frequencies have not been
used before, RF components at these frequencies are now under development
by KEK and SLAC.

This study is for the development of X-band klystrons. To see the reason
why we chose klystron as the power source, we briefly review the X-band RF
power sources in the next section.

1.4 X-band RF Power Sources for Accelera-
tors

High-power X-band RF power sources have been reviewed by S. H. Gold and
G. S. Nusinovich [3]. According to [3], there are three types:



s Relativistic klystrons
o Gyroklystrons
s Magnicons

Klystrons were briefly discussed in Section 1. The two-beam accelerator
(TBA) is a kind of relativistic klystron. A high-energy (4-10 MeV) electron
beam is reused many times in this device. A small fraction (< 10%) of the
kinetic energy is extracted at each stage, and the beam is reaccelerated. The
advantages of this device are:

e The overall efficiency can be high because the beam is reused.
e The space-charge force is small because the beam energy is high.

¢ Smaller number of electron guns are needed. This may reduce problems
with the electron guns.

One problem with this scheme is how to maintain good quality of the beam
while reusing it. Experiments of the two-beam accelerators for the X-band
were conducted by LBNL; they obtained 180 MW peak power in 25 nsec
pulses. Since it will take time to put this system to practical use, it will
be developed for the future electron collider CLIC (The Compact Linear
Collider Study) by CERN.

The gyroklystron is a kind of gyrodevice. The electron gun of this device
is a magnetron injection gun (MIG), from which a hollow beam with some
transverse velocity is emitted. Then, the electrons of the hollow beam begin
to rotate in a strong axial static magnetic field. The beam couples to the
TEO011 mode. The development of X-band gyroklystrons is under way at the
University of Maryland, where 32 MW of output power has been obtained.

The magnicon uses a rotating TM110 mode to deflect the electron beam.
Since all electrons of the beam are in phase with the field in the output cavity,
the efficiency of the magnicon can be very high. Two groups are developing
magnicons: one at BINP, and the other at NRL. One of the BINP magnicons
has emitted a 46MW, 1usec pulse at TGHz.

Although these devices may become better suited for linear colliders than
the klystron in the future, it takes a longer time to develop them. That is
the reason why we are developing the X-band klystrons for JLC.



Operating Frequency 11.424 GHz

Peak Output Power 120 MW
RF Pulse Width ~ 500 nsec
Pulse Repetition Rate 50 ~ 100 pps
Beam Voltage 550 kV
Beam Current 490 A
Efficiency 45 %
Saturated Gain 53 ~ 56 dB
Focusing Field 6.5 kG
Beam Areal Compression 110:1
Cathode Diameter 72 mm
Max. Cathode Current Density 17 A/em?
Max. Surface Grad. in Gun 273 kV/cm

Max. Surface Grad. in Output Gap 720 kV/cm
Table 1.1: Design specifications of XB72K

1.5 Development of X-band Klystrons for JLC

The development of X-band klystrons, which is called the XB72K series[4, 2],
started at KEK for JLC in 1990. The design specifications of XB72K are
given in Table 1.1. Figure 1.1 shows a schematic view of the XB72K electron
gun and cavities. The electron gun was designed with 1.2 micro perveance.
The gun design has not been changed during the development of the XB72K
series. There are two gain cavities and one penultimate cavity in the (No. 1
through No. 9) klystrons. Four solenocid coils and one bucking coil are used
to obtain a 7 kG axial magnetic field.

‘The output cavities of the XB72K (No. 1 through No. 5) klystrons were of
the single-cell type, without any nose cone[12]. These klystrons were designed
using the FCI 2.5-dimensional simulation code written by T. Shintake[13].

The No. 1 klystron used a short-pillbox-type RF window for each rectan-
gular waveguide. At the test, the RF windows were broken at around 40-50
MW. Since both sides of the window were in a vacuum, the test continued
and the cathode voltage was raised to obtain 90 MW at a 50 nsec output
pulse. After the test, it was found that the surface of the edge of the output
cavity has not been damaged. The edge radius of the output cavity of the
No. 1 klystron was 2mm.



From the No. 2 klystron, the edge radius of the output cavity was changed
from 2mm to lmm in order to increase the efficiency. New long pillbox-type
RF windows were used, and were not broken during a test. After the test,
an autopsy of the No. 2 klystron showed that the output cavity had melted
down. It seemed that the RF discharge in the output cavity was the main
problem for these klystrons. Another example of evidence of RF discharge is
that the threshold output power of the No.2 klystron reached 90 MW at 50
nsec pulse duration, whereas the threshold output power was 40 MW when
the pulse duration was 300 nsec. This was because the threshold of the RF
discharge depends on the pulse duration.

From the experience of the No. 2 klystron test, we come to understand
that the electric field in the output structure should be reduced so as to avoid
a RF discharge. Two requirements are effective to reduce the electric field:

e To make the interaction length in the output structure longer
e To make the bore radius larger

Multi-cell traveling-wave-type structures satisfy these requirements. From
the No. 7 klystron, traveling-wave-type output structures have been designed
and tested.

The existing klystron simulation codes could not be used to design a
traveling-wave-type structure because they use the port approximation method
to simulate the output structure. One method used to simulate the traveling-
wave structure was developed by 5. Kazakov of Branch of Institute of Nuclear
Physics (BINP)[5]. This method was included in the one-dimensional simu-
lation code DISKLY[16] written by V. Teryaev of BINP. The DISKLY code
was used to design the traveling-wave-type structures of the No. 7 through
the No. 9 klystrons.

For the No. 7 klystron, they designed a five-cell structure with an output
coupler at the fourth cell. Since the modes of the fifth cell and the collector
were coupled, the RF output is unstable for pulses longer than 100-200 nsec.

The No. 8 klystron has a five-cell output structure with an output coupler
at the fifth cell. Although the RF output is stable, the output power reached
only 60MW, which was much smaller than 110MW obtained by a DISKLY
simulation.

The No. 9 klystron has a four-cell structure with an output coupler at
the fourth cell. This klystron is also stable. The output power of No. 9 is



around 30MW, which is also smaller than the expected value by a DISKLY
simulation.

Figure 1.2 shows the saturated output power of the No. 8 and No. 9
klystrons.

The large discrepancy in the output power between measurements and
simulations is due to the limitation of a one-dimensional simulation. To
obtain a better simulation of the klystron efficiency, MAGIC2D[8], a 2.5-
dimensional (2D fields and 3D particle kinamatics) particle-in-cell code, was
introduced at KEK in 1997.

Various klystron simulation codes will be listed in the next section.

1.6 Comparison of Klystron Simulation Codes

Table 1.2 compared various klystron simulation codes.

The electron gun is usually designed by using EGUN. This program solves
the Poisson equation with the finite-difference method. It has been reported
that the perveance calculated by EGUN is by several percent smaller than
the measured value[10]. DGUN also uses the finite-difference method to solve
the Poisson equation. In the case of an X-band klystron gun, the perveance
calculated by DGUN agrees with the measured value within a few percent.

The cavities are simulated in many codes by using the port-approximation
method[15]. The ‘port approximation’ is defined in [15] as the replacement
of a full cavity by the RF voltage across the corresponding port. Practically,
a single mode is assumed, and the following equation is used:

(W w 1  2R/Q (1 i
0=-i(G-D) gty G/ T E-Pa). 09

where wwr, G, R, Vi, J, E, P..; are the frequency, the resonant frequency,
the unloaded quality factor, the shunt impedance, the gap voltage, the RF
current density of the electron beam, the RF electric field in the cavity, and
the complex transmitted power from the outside of the cavity, respectively.
The amplitude and phase of the RF electric field are solved using the above
equation and an iteration method. This method saves simulation time be-
cause the steady state is found directly.

A drawback of this method is that it is not applicable to a multi-cell
cavity, such as a traveling-wave-type output cavity, since the excitation of
only a single mode is assumed in Eq.(1.2). To simulate multi-cell structures,

8
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Name Author(s) Dim. Method Gun Multi mode Remarks
EGUN W. B. Herrmannsfeldt 2 FD O % Gun design
DGUN A. Larionov 2 FD Ll % Gun design
JAPANDISK H. Yonezawa, 1 PA X %

Y. Okazaki
DISKLY V. Teryaev 1 PA X (O by Kazakov XBT72K#7-9
ARSENAL V. E. Rodyakin, PAFD (1 &

A. N. Sandalov
FCI T. Shintake 2 PA 5 VAN XB72K#1-5
CONDOR K. Eppley 2 PAFDTD? x () "SLAC klystrons
MAGIC B. Goplen, 23 FDTD k. B XBT2K#10

L. Ludeking,

D. Smithe
MAFIA T. Weiland 23 FDTD >< O

FD: Finite Difference Method

FDTD: Finite Difference Time Domain Method

PA: Port Approximation Method



some codes use other methods. The DISKLY code uses S. Kazakov's method
to simulate a multi-cell structure. FCI uses a method to simulate a 3-cell
structure.

MAGIC and MAFTA are general-purpose time-domain codes, which use a
finite-difference time-domain method. Since these codes solve the discretized
Maxwell’s equations, they can simulate a multi-cell structure without any
approximations. The drawbacks of this method are:

e Time consuming

e Difficult to set parameters exactly, such as the resonant frequencies of
the cavities

Among the codes in Table 1.2, MAGIC is the only one used to simulate
from the electron gun to the multi-cell output structure.

1.7 X-band Klystron Simulation by MAGIC2D

As described in the previous section, MAGIC can simulate almost all electro-
magnetic problems, including an electron gun. A two-dimensional version of
MAGIC (MAGIC2D) was used to simulate klystrons because the CPU speed
of computers are not presently enough to make precise three-dimensional
simulations.

Since the couplers of the input and output structures break the axial
symmetry, these parts cannot be simulated directly by MAGIC2D.

The input cavity can be simulated by applying some RF voltage at the
gap. The saturated output power can be obtained by varying the gap voltage.
However, in order to calculate the gain (output RF power / drive RF power),
the relation between the gap voltage and the drive RF power should be
known. This issue is discussed in Chapter 3.

Making a two-dimensional model of the traveling-wave-type output struc-
ture seems to be difficult because there are many modes near to the operating
frequency, and their contributions to the output power are not negligible. The
main purpose of the present study was to obtain a reasonable two-dimensional
model of the traveling-wave-type output structure.

First of all, we looked at the coupler region locally, and found that if
the cell width is small, the electric field pattern in the cell is almost like
the TM010 mode in a pill-box cavity. We call this the ‘TM0*0 mode’ in

10



this report because the traveling waves of this mode propagate in the radial
direction. The output coupler can be considered to be a mode converter
between the TMO0*0 mode of the cavity cell and the TE10 mode of the rect-
angular waveguide. We defined the scattering matrix of the TM0*0 mode
and the TE10 mode. The scattering matrix was calculated numerically by a
new method which uses a frequency-domain codes.

To conduct a simulation of the output cavity using the reflection coeffi-
cient at the coupler calculated by our new method, we put a material with
finite conductivity in the coupler region and adjusted the inner and outer radii
and the conductivity. The output power was calculated using the Poynting
vector. The details of the procedure are given in Chapter 2.

We made full simulations of the XB72K No. 8, 9 and the SLAC XIL-
4 klystrons using MAGIC2D. The saturated output power by MAGIC2D
agree well with the measured value. The details of the simulation are given
in Chapter 3.

Using the method described in Chapter 2, we designed the XB72K No. 10
klystron. A MAGIC2D simulation shows that this klystron attains 120MW
output power with a low maximum electric field in the output structure. The
design process is described in Chapter 4.

11
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Chapter 2

A Method for Finding
Scattering Matrix

As described in the previous chapter, we need an axially symmetric model
of the output structure to simulate a klystron with general two-dimensional
codes. The model can be obtained with knowledge of the scattering matrix
between the cavity mode and the TE10 rectangular waveguide mode.

A definition of the scattering matrix is given in Section 1.

One method to obtain a numerical value of the scattering matrix is given
in Section 2.

The reflection coeflicient of the cavity cell mode is calculated from the
scattering matrix and the reflection coefficient at the rectangular waveguide.

We then construct an axially symmetric model. We set a finite conduct-
ing material in the coupler region properly so that this model satisfies the
required reflection coefficient. This method is discussed in Section 3.

2.1 Definition of the Scattering Matrix

Figure 2.1 shows the structure of the No. 9 output cavity. For a four-cell
output structure, four TM01 modes make the electric-field and the magnetic
field in the cavity. Figure 2.2 shows the electric field lines of the four modes
in the No. 9 output structure. This figure was plotted by using SUPERFISH.
We observe that the electric field has a small longitudinal variation in each
cell. By neglecting it (8/0z = 0), we obtain the following equation for the

14



electric field of TMO0 modes in the fourth cell:

18 [ 8E, [
e (’}" - ) i (E) E, =0. (2.1)

The dependence of the field on time is assumed to be exp(—iwt). The solution
of Eq. (2.1) is

E. = a1nHO (k) + arou HS (kr),
k= wfe, (2.2)

where H', H®) are Hankel functions[1]. We refer to this as the “TM0*0
mode’ in this report because the waves of this mode propagate in the radial
direction. Since the asymptotic forms of the Hankel functions as |kr| — oo
are

H{" D (kr) = +/2/(wkr) exp(Li(kr — 7/2)), (2.3)

the first and second terms of Eq. (2.2) indicate incoming and outgoing waves
seen from the coupler, respectively.

Two rectangular waveguides are attached to the fourth cell through the
coupler. The TE1( wave propagates in the rectangular waveguide and power
is extracted. The electric field in the rectangular waveguide is

E, = agpcos(mz/a)exp(—ikyy) + agon cos(rz/a) exp(ik,y),
kg = (w/c)? - (n/a)?, (2.4)

where a is the width of the waveguide. Coordinates z, y are shown in Figure
2.1. The first and second terms on the right-hand side of Eq. (2.4) correspond
to incoming and outgoing waves seen from the coupler, respectively.

The coupler can be assumed to be a mode converter between the TM0O*)
mode in the cavity cell and the TE10 mode in the waveguide. Thus, the
scattering matrix(.S) can be defined as

Qrout | _ aiin \ _ { Su Sia Q1in
(a‘Zaut)_S(ﬂ‘zin)_(Sil Szz)(%m)' (%)

What we need to know for the output structure simulation is the reflec-
tion coefficient, 8 = a,,u/@1in, when there is reflection(r) at the rectangular
waveguide. Using Eq. (2.5) and ag, = e, We obtain

5= 511 + TS[;SQ[f{l — ?"5-22]. {Eﬁ}
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The above equation can also be derived in the following way. When the input
wave i, is 1, 5 is the sum of a wave which reflects at the coupler and of
the waves which go through the coupler, reflect in the rectangular waveguide
2n+1(n=0,1,2,---) times, and come back through the coupler:

s =S+ Su() r"*'5%)S = Si + rS128n/(1 — rSn). (2.7)

n=0

In order to calculate s, we have to know r, Sy, S35, and S125,;. In this report,
we assume that the reflection coefficient at the rectangular waveguide is zero
(r = 0). From this assumption, the reflection(s) is Sy;. If there is some
reflection at the DLDS system or at the accelerating structure, r is not 0. In
this case, the output structure should be simulated with reflection(s) which
is not equal to Sy;.

2.2 Calculation of the Scattering Matrix

Since the cross section of the waveguide of the TMO0*0 wave is not constant,
the scattering matrix cannot be calculated directly by the existing codes,
such as HFSS. We have developed a method to calculate it, which is shown
below.

The parameters £, £, are defined so that

£ = ﬂlmf,fﬂlimfz == ﬂszﬂzin~ (2~3}

Using these parameters, Eq. (2.5) becomes

(811 — &1)(S22 — &2) = S128a1. (2.9)

If we know three independent (£, &) pairs for a given frequency(w), Sy;, Sa2,
and 555, at w can be calculated using Eq. (2.9).

The scattering matrix is the relation between the incoming and outgo-
ing traveling waves. A traveling wave can be decomposed into two standing
waves of different phases, and a standing wave can be decomposed into two
traveling waves of different directions, and vice versa. Hence, traveling waves
and standing waves are the same in a sense. We can therefore use standing
waves to calculate the scattering matrix. To create standing waves, both
ends of a TM0*0 waveguide and a rectangular waveguide are closed. A
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frequency-domain code is used to calculate the standing waves and the res-
onant frequency of the system. We need some technique to create standing
waves of different phases in each waveguide, as shown below.

MAFIA[17], an eigenmode solver, is used to calculate three (£;,£;) pairs.
As shown in Figure 2.3, the waveguide is short-circuited by a plunger at
distance y = d, and the dielectric material is set at the center of the cavity
cell.

By moving the plunger, the parameter £ can be varied. Since the electric
field(E,) of Eq. (2.4) is 0 on the plane y = d, & is

€2 = — exp(—2ik,d). (2.10)

By changing the relative dielectric constant(e,) of the material, the pa-
rameter £, can be varied as

‘ kJo(k'b)HY (kb) — k' Jy(k'b) HS (kb)
YT KA (kb)HD (k) — kJo(kb)HO (kb)
K o= Jawle, (2.11)

where b is the radius of the dielectric material, J is a Bessel function. Details
concerning the derivation of Eq. (2.11) are given in Appendix A.

The following equations can be obtained from the energy-conservation
law:

[Sul =[S,
1Suf® + [S12Sa| = 1,
S118% — 51250 = San/Si. (2.12)

The derivations of these equations are shown in Appendix B. These equations
are used to check the validity of the calculation.

Figure 2.4 shows one example of a MAFIA frequency-domain calculation.
We searched the positions of the plunger(d) for given frequency(w) and rel-
ative dielectric constants (¢, = 1,3,5), as shown in Figure 2.5. Using Eq.
(2.9), Si1, S22 and Sj25;; were calculated. The reflection coefficient(S),) is
shown in Figure 2.6.
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2.3 Axially Symmetric Simulation of the Cou-
pler Port

As shown in Section 2, the scattering matrix for the cavity cell TM0*0 mode
and the TE10 mode of the rectangular waveguide was calculated. By using
Eq. (2.6), the reflection coefficient(s) of the TM0*0 mode was calculated from
the scattering matrix as well as the reflection coefficient(r) at the rectangular
waveguide. Since we assume that r is zero, s is Sy; in this report.

Instead of conducting three-dimensional simulations of the coupler port,
we made two-dimensional simulations by MAGIC2D with the same reflection
coefficient(s) by using an axially symmetric finite conducting material, as
shown in Figure 2.7. With this configuration, s is analytically given by

kaH® (kh) - k"BH" (kh)
k'BHE (kh) — kaH® (kh)'
a = HQ(k"g)HS (K'h) — HEY (K"9)HE" (k"h),
B = H (K'g)H"(K'h) - HEY (k") H{ (k"h),
k" = \/{w‘l'ff:}z"f‘fﬁ{]ﬂ'w’} (2.13)

where g, h, o are the outer radius, the inner radius, and the electric conduc-
tivity of the material, respectively. The derivation of Eq. (2.13) is shown in
Appendix C. The parameters (g, h, o) are adjusted to reproduce the same
value of s which was calculated in Section 2 at the operating frequency.
Since this is the (g, h, o) — (Re(s), Im(s)) map, one parameter is free. Con-
sequently, there are an infinite number of choices of (g, k, o), as shown in
Figure 2.8 for a given s.

Figure 2.9 shows the reflection coefficient as a function of frequency when
g=1248mm, h = 10.57mm, ¢ = 2.5 /0 m.

2.4 Summary

A two-dimensional model of the output coupler was developed by assuming
that the coupler is a mode converter between the cavity mode and the TE10
mode of the rectangular waveguide. The scattering matrix is defined as the
mode conversion coefficient of these modes. This matrix is numerically cal-
culated using the MAFIA eigenmode solver. A finite conducting material is
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set properly in the coupler region so that the model satisfies the required re-
flection coefficient. This method is empirically justified in the next Chapter.
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Figure 2.3: Configuration for a MAFIA frequency-domain calculation
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Chapter 3
MAGIC2D Simulation

We described a method for creating an axially symmetric model of the
klystron output structure in the previous chapter. In this chapter, this
method is evaluated by comparing the measured output power and the simu-
lated one with the X-band klystrons, especially with the KEK No. 9 klystron.

We used MAGIC2D for the simulation. Due to the limitation of the
grid number in the code, we divided the whole klystron structure into three
parts (the electron gun, the bunching section, and the output structure) and
simulated them from upstream. The separation is convenient if we change the
parameters of the downstream parts, because we do not need to recaleulate
the upstream part.

In Section 1, we briefly describe the simulation procedure of the XB72K
electron gun.

The simulation procedure of the bunching section of the XB72K No. 9
klystron is described in Section 2.

The simulation of the No. 9 klystron output structure is described in
Section 3. There are an infinite number of choices of the parameters of the
finite conducting material for a given reflection coefficient. The dependence
of the output power on these parameters are discussed. The output powers
by MAGIC2D are compared with the measured values.

For the input cavity, the relation between the gap voltage and the drive
power should be known to calculate the gain. This issue is discussed in
Sections 2 and 3.

29



3.1 Electron Gun

S. Michizono[10] simulated an electron gun. Since electrons are emitted from
the surface of the cathode meshes in the MAGIC simulation, the roughness of
the electron emission surface of MAGIC is greater than that of EGUN, which
causes a large irregularity of the electron flow around the emission region.
He made two simulations to reduce the roughness on the cathode surface. A
‘large-area’ simulation was made at first with a coarse mesh to obtain the
voltage distribution on the gap between the wehnelt and the anode. Then, a
‘small-area’ simulation with a fine mesh was made with the gap voltage dis-
tribution by the ‘large-area’ simulation. In this simulation, the mesh sizes at
the cathode were carefully chosen so as to make the cathode surface smooth.
The simulation time step was chosen to be 1/360 of one period. Figure 3.1
shows the particle trajectories by the ‘small-area’ simulation. Electrons and a
space-charge wave were ‘exported’ at the right-hand side of the geometry, and
saved to some files. These files were used in bunching-section simulations.

The simulated results were compared with the measurements and EGUN
simulations. He found that the perveance of the gun by MAGIC2D agreed
with the measured value better than that by EGUN.

3.2 Bunching Section

The bunching section of the XB72K No. 9 klystron was simulated by S.
Matsumoto[9]. As shown in Figure 1.1, there is one input cavity, two gain
cavities and one penultimate cavity in this klystron. Particles and the field
were imported from files which were created by the electron-gun simulation.
Transmitted particles and the field were exported and saved to the files for
the output-cavity simulation. Since some drive power is applied to the input
cavity, the simulation methods for this cavity and for the other cavities are
different. These methods are described below.

3.2.1 Input Cavity

In the input cavity, several hundred watts of RF waves modulate the velocity
of the electron beam. Unfortunately, there is no direct method to simulate
the input cavity in MAGIC2D. Thus, we applied some RF voltage at the
gap to emulate it. In order to calculate the gain, we had to find out the
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Resonant Frequency 11.424 GHz

Beam voltage 550 kV

Beam current 480 A

Qo 5961

Qezt llﬂ

R/Q(r = Omm) 157

R/Q(r = 3mm) 120 Q2

R/Q(r = 5.6mm)  610Q

Q' (r =3mm) 0.00572 + 0.000414

Table 3.1: Parameters of XB72K first cavity

relation between the gap voltage and the drive power. We used the method
shown in Appendix D to estimate the gain. The parameters for the first
cavity are given in Table 3.1. The beam from the electron gun has hollow-
like distribution with about a 3mm radius. According to Eq. (D.23), the
relation between the gap voltage (V) and the drive power (F;,) is

V,(kV) = 2.4 x /Pn(W)/300. (3.1)

3.2.2 Gain Cavities and Penultimate Cavity

The resonant frequencies of the cavities are shifted from the operating fre-
quency, as shown in Table 3.2. In the simulation, these were tuned by small
changes in the cavity outer radii. The unloaded quality factor of the cavities
was infinity in the simulation. This was not a problem for this case, because
the quality factor due to the electron beam @ = 1/Re(1/Qs) was far less
than the unloaded quality factor(Qp). Table 3.2 gives the quality factors of
all the cavities calculated by using SUPERFISH. In this table, the mate-
rial of the cavities i3 copper. If stainless steel is used, the unloaded quality
factor(Qs) becomes smaller by a factor of 6. In that case, the effect of Q)
must not be neglected.

The simulation time of this section depends on @y. The damping time(r)
based on linear theory is

T 1 ~ @
To 7(1/Qo+1/Qy) =’

(3.2)
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cavity No. Af(MHz) Qo @

1 (input}) 0 5961 175
2 (gainl) +12 4393 203
3 (gain2) +26 6312 182
4 (penultimate) --376 8639 179

Table 3.2: Quality factors of the cavities of XB72K

where Tj is the period of one RF cycle. A typical simulation time was around
200 RF cycles, which is close to ().

3.2.3 MAGIC2D Simulation of Bunching Section

We divided the bunching section into two parts because of a limitation of
the number of grids of MAGIC2D. Figure 3.2 shows the beam trajectory
in the first part of the No. 9 bunching section. Figure 3.3 shows the beam
trajectory in the second part of the No. 9 bunching section. Figure 3.4 shows
the normalized RF current in the No. 9 klystron. The maximum value of
I,/ Iy was around 1.2, which was much smaller than 1.55 of the SLAC XL-4.

3.3 Output Structure

The two-dimensional model which we are using was described in the previous
chapter. The reflection coefficient(s) at the cell is assumed to be S}, because
the reflection coefficient(r) in Eq. (2.6) is ideally zero. The parameter Sy, is
0.80/64° at 11.424GHz for the XB72K No. 9 structure. There are an infinite
number of choices for the outer radius(g), the inner radius(h), and the electric
conductivity(o) of the finite conducting material for a given s = Sy;, as shown
in Figure 2.8.

In a sense, h and ¢ are considered to be essential parameters and g to
be a provisional parameter, based on an analogy of resonant cavities. This
is not true for this case because the electric conductivity(e) is small. In our
case, the skin depth(d) is

= 1.5mm (3.3)



S 7 g h Fou Emax (E;’B)ma.zmm 8

(1/Qm) (mm) (mm) (MW) (MV/m) (MV/Tesla m)
0.8/64° 2.5 1248 10.57 83.8 97.5 308.7/96.2° 0.87.57.7°
0.8£64° 13.3 1264 1145 89.5 98.8 311.4£97.0° 0.86/58.3°
0.8/64° 24.1 1281 11.71 915 99.1 320.1£98.3° 0.83£60.4°
0.8/64° 30.3 13.00 11.83 93.1 94.5 323.4£100.5° 0.79/61.2°

Table 3.3: MAGIC2D simulation results for No. 9 klystron. Beam voltage is
550kV.

when ¢ = 10/ m, which is much larger than the values for the cavities.
Since the skin depth is the penetration depth of the electromagnetic field
into the material, the field at r = g is not negligible.

On the other hand, the skin depth should be larger than the mesh size
50 as to make a reasonable simulation. In our case, the mesh size is around
(0.2mm, which satisfies the above requirement.

We made simulations with some parameter sets. We derived the output
power using the Poynting vector below the finite conducting material. Some
formulae are collected in Appendix E. The result is given in Table 3.3. The
output power was varied by about 10%, whereas the maximum electric field
was varied by about 5%. We observed the electric field and the magnetic
Aux density at r =8.2mm. The ratios of the electric field and magnetic flux
density (E,/B;) are also given in the table. The analytical value of E. /By
at r =8.2mm is

B, _iHy (kr)+ sHy (kr)
By cH(kr) + sHY (kr)

= 336/100°MV /m Tesla. (3.4

The reflection coefficient(s) in the simulation was estimated from E, /B, and
Eq. (3.4). It can be seen from the eighth column of Table 3.3 that the values
of s are dependent upon the choice of ¢. For the No. 9 output structure, a
large o seems to be preferable, since the reflection coefficient(s) is close to
the desired value (s = 0.8/64%).

We think that the discrepancy in the reflection coefficients is due to two
reasons. The first reason is the numerical error. Since the mesh size is
0.2mm in this case, we have only 5 or 6 mesh lines in the r direction. This
situation can be improved by reducing the mesh size, but the time step should
be reduced in that case in order to satisfy the Courant stability criterion:
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vAt < 1/,/1/(Ar)? +1/(Az)2. The derivation of this criterion is shown in
Appendix F. Thus, if one needs to reduce the mesh size, one has to reduce the
time step and perform a full klystron simulation again. It is difficult to do so
because of the limitation on computer resources. The second reason is that
the field in the fourth cell is not pure TM0*0. In any case, the output power
is almost the same if ¢ > 10/0dm. We chose (¢ = 24.1/Q0m, g = 12.81mm,
h = 11.71mm).

Figure 3.5 shows the beam trajectory in the No. 9 output structure.

Figure 3.6 shows the saturated output power as a function of the cathode
voltage. There were two measurements. The difference in the two measured
values was a few percent. The saturated power by a MAGIC simulation varies
with the choice of the finite conducting material. If we choose a material with
g = 24.1/Qm, the output power would coincide with the measurement within
10%.

Figure 3.7 shows the output power vs. drive power for the No. 9 klystron.
In this measurement, the focusing field was changed from the design value
so as to optimize the output power. If we use the relation of Eq. (3.1), the
curve by MAGIC simulation does not agree with the measurement. Since
the shapes of the curves are similar, they agree if another voltage-power
coefficient is chosen. Curves with a coefficient of 3.43kV/300W are also
shown in Figure 3.7. It can be seen that the measured values are better
fitted with this coefficient than with the calculated value.

We thought that this discrepancy is due to the following reasons:

s The resonant frequencies of the cavities in MAGIC2D simulation are
different from the design values.

e The static magnetic field by the solenoid coils in the simulation is dif-
ferent from the actual field.

We changed the outer radii of the idler cavities or the static magnetic field
slightly, and conducted simulations. The results are shown in Figure 3.8. If
the outer radii of the idler cavities are increased by 0.01mm, the resonant
frequencies are decreased by about 10 MHz. In this case, the curve shifted to
the left. This is reasonable because the original resonant frequencies of the
gain cavities are shifted from the operation frequency by +12 MHz and +26
MHz. If the outer radii of the idler cavities are increased by 0.05mm, the
resonant frequencies are decreased by about 50 MHz. In this case, the curve
is shifted to the right; this is also reasonable. From these calculations, we
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thought that the resonant frequencies of the cavities were set with an error
of 10 MHz order or smaller. The dotted curve in the figure shows the case
when the static magnetic field by the solenoid coils are reduced by 2%. The
curve is not very much different from the original. From the above data, we
could not find any reason for the discrepancy.

We recently found that the measured microperveance of the electron gun
is 1.4 (design value is 1.2), because the XB72K electron guns were manufac-
tured at the factory with the geometry of the hot design. We think that the
discrepancy of the gain is due to the perveance difference. We should check
it sometime in future.

Figure 3.9 shows the saturated output power of the XB72K No. 8, 9 and
the SLAC XL-4 klystrons. For these three klystrons, the saturated output
powers by MAGIC2D simulations agreed with the measured values within
10%.

S. Matsumoto made a three-dimensional simulation by MAGIC3D with
a virtual electron beam, and found that the output power is almost the same
as the value calculated by our method. This result supports our method.

3.4 Summary

The model described in the previous chapter was evaluated empirically by
comparing the output power with the measured value. The choice of a finite
conducting material is important for obtaining a reasonable output power.
The saturated output powers by MAGIC2D agreed with the measured values
within 10% for the XB72K No.8,9 and the SLAC XL-4 klystrons.

The relation between the drive power and the gap voltage of the input
cavity was calculated analytically. Although the gain curves of the simulation
and the measurement were similar in shape, the voltage-power coefficient of
the input cavity was different from the calculated value. This issue should
be investigated sometime.
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Figure 3.1: Particle trajectories of the XB72K No.9 electron gun by a
MAGIC2D ‘small-area’ simulation. The applied voltage and beam current
are 530kV and 490A, respectively.
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Chapter 4
Design of No. 10 Klystron

Our simulation method is described in the previous chapter. We next discuss
the design a new klystron with our method. We examined the MAGIC2D
simulation output of the No. 9 klystron and found that the bunching section
and the output structure could be improved.

At the entrance of the output structure in the No. 9 klystron, the first
harmonic of the normalized RF current is around 1.2, which is lower than
1.5 ~ 1.6 of the SLAC XI-4 klystron. We therefore redesigned the bunching
section so as to be [, /Iy > 1.5, as described in Section 1.

The maximum electric field in the output structure of the No. 9 klystron
was 98MV/m at 550kV by MAGIC2D. If this structure is used for the No.
10 klystron with a larger RF current, the maximum electric field may exceed
100MV /m, which has a risk of an electric discharge. We thus designed a new
output structure with a lower maximum electric field. The design process is
described in Section 2.

4.1 Design of Bunching Section

We considered two parameters, the first harmonic of the normalized RF cur-
rent (I;/Iy), and the bandwidth, to improve the performance of the bunching
section.

If the first harmonic component of the normalized RF current is higher,
more electrons can be in phase with the electric field in the output structure,
and the efficiency becomes higher. An ideal situation is a train of perfectly
bunched electrons at the output cavity (I,/Ip = 2, Ap/p = 0). In this case,
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we can make the efficiency 100% by using a good output cavity. This situation
is impossible because: 1) the voltages in the cavities are sinusoidal (not saw-
like shape) with time, and 2) the longitudinal space-charge force makes the
bunch length longer. To make a saw-like voltage shape, second-harmonie
cavities are used in some klystrons. We did not take this way because the
cut-off frequency of the beam duct (r = 4.6mm) for the TM01 mode is 24.9
GHz, which is near to the frequency of the second harmonic. Instead of using
the above method, we made long drift space between the gain cavities and the
bunching cavities. After traversing the gain cavities, the electrons at the edge
in phasespace go rather slowly to the focus because the modulation voltage
is sinusoidal. Before they reach the nearest points to the focus, the other
electrons reach their nearest points. At the nearest points, they exchange
longitudinal momentum due to the longitudinal space-charge repulsion, and
the longitudinal momentum spread becomes small. At the same longitudinal
position, the electrons at the edge in the phasespace are still on the way to
the focus. By placing the bunching cavities there, the center electrons are
forced to stay around the focus, whereas the edge electrons are accelerated to
reach the focus, and a high RF current can be obtained at the output cavity.
By the above method, the effect of any nonlinearity of the modulation voltage
can be reduced. The length of the drift space should be around a quarter of
the space charge wavelength [7],

A - kA 2
2 _ VI"’g \"’51/”1, (ﬁw{.}ﬁ—;f {5, (4.1)
0

where g = 2In(beam tube radius / beam radius). Even though we took the
above way, we could not obtain I; /Iy = 2, because of the longitudinal space-
charge repulsion. Practically, in case of the SLAC XL-4 klystron, the max-
imum normalized RF current is around 1.55 by the MAGIC2D simulation.
We tried to reach this value. At the same time, we should reduce the mo-
mentum spread to obtain an efficient interaction between the beam and the
electric field in the output cavity.

The bandwidth of our klystron should be wide enough to quickly respond
when we invert the RF phase for the pulse compression. Assume that we
shift the frequency by Af and wait for time T. Then, the equation for the
phase inversion is 2m(f + Af)T = 7 + 27 fT. From the above equation, the
response time(7") is estimated to be 1/2Af. Since the response time is also
limited by the damping times of the cavities ( 7 ~ @Q,Ty/w), T should be
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case B gain  total length bunch quality
f2 ~ +50MHz, f3 ~ —50MHz | larger shorter good
fa ~ —60MHz, f3 ~ +50MHz | smaller longer better

Table 4.1: Comparison of the two cases for stagger detuning

around these values to obtain the optimized performance. In our case, since
the damping time of the cavities is around 10 nsec, Af is 50 MHz.

Based on the above considerations, we modified the bunching sections
from the No. 9 as follows:

» One bunching cavity was added to increase the RF current.
¢ Distances between cavities were changed to increase the RF current.

o Frequencies of the gain cavities were changed to make the bandwidth
of the klystron £50 MHz by stagger detuning.

Since the typical full simulation time of the bunching section is about
one or two days, it is difficult to design it by MAGIC2D alone. The one-
dimensional simulation code DISKLY was therefore used for a rough design.
It takes a few minutes to run one DISKLY job on a PC.

The parameters were roughly determined by DISKLY. The criteria were
1) Iy/I > 1.5 at 11.424GHz, 2) I, at 11.424GHz + 50MHz is greater than
90% of I, at 11.424GHz, 3) the electric field strength should not exceed
40MV/m. The value of 40MV/m comes from the gap voltage of the No. 9
penultimate cavity by the DISKLY simulation. The following variables were
changed: 1) the distances between cavities and 2) the resonant frequencies
of the cavities. Since we did not encounter any beam instabilities at the idler
cavities during the No. 1 - 9 klystron experiments, we decided to reuse their
shapes, except for the outer radii for frequency tuning.

The resonant frequencies of two gain cavities should be 1) fo ~ +50MHz,
fs ~ —50MHz, or 2) f; ~ —50MHz, f3 ~ +50MHz to make the klystron
wide-band. We tested both cases by DISKLY. Comparisons of the two cases
are tabulated in Table 4.1. If the beam traverses the cavity with the resonant
frequency being lower than the operating frequency (capacitively detuned),
the beam will at first be debunched, and then be bunched again. Therefore,
for case 2), the RF current at the third cavity is low, and the induced voltage
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cavity number  freiy; (GHz) Jfrariio (GHz)
4 (bunchingl)  14.435 16.548
5 (bunching2) 14.729 16.847

Table 4.2: Resonant frequencies of the transverse modes of the bunching
cavities

of the third cavity is also low. This makes the gain of case 2) small. To make
the induced voltage higher, one should either increase R/Q of the cavity
or add cavities. The R/Q value can be increased by using the reentrant
structure. Since we decided to reuse the design of the XB72K cavities, we
could not change R/Q. Since the total length of the bunching section is
limited by the existing setup of the XB72K test stand, we could not add any
additioned gain cavities. We thus decided to choose case 1).

We made simulations by MAGIC2D with the parameters determined by
DISKLY. The original parameters by DISKLY were Az = 190,40,40,120,40mm,
Afr = 0,450,-40,+400,+500MHz. The power from the output structure
(XO+#54) was 116MW.

We varied the resonant frequencies of the bunching cavities and compared
them with the original design. Figure 4.1 shows the result. In this case the
original design was the best.

We varied the distance between the second gain cavity and the first bunch-
ing cavity, and compared them with the original. Figure 4.2 shows the result.
We chose 16cm, which is close to a quarter of the space-charge wavelength,
Ap/4 = 15 cm.

For actual klystrons, we sometimes encounter oscillations and beam in-
stabilities. Sometimes the coupling of transverse modes between cavities is
believed to be the origin of the instabilities. To avoid the risk of instabilities
by the transverse modes, we tried to separate the resonant frequencies of the
transverse modes of the bunching cavities as much as possible. We changed
the edge radius of the first bunching cavity from 1mm to 2mm. The resonant
frequencies of the TE111 and the TM110 modes were calculated by using the
MAXWELL code, as shown in Table 4.2.

The parameters of the No. 10 klystron bunching section are tabulated in
Table 4.3. Figure 4.3 shows a schematic view of the No. 10 klystron bunching
section.

The DISKLY output is shown in Figure 4.4 The dependence of (I} /Iy)maz
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cavity number =z (mm) Af (MHz) @Q» R/Q(Q)

(r = Omm)
1 (input) 190 -20 5880 160
2 (gainl) 230 +45 4400 75
3 (gain2) 270 -45 6300 121
4 (bunchingl) 430 +300 8800 210
5 (bunching2) 470 +500 8660 211

Table 4.3: Parameters of No. 10 klystron bunching section

on the operating frequency is shown in Figure 4.5.

Figure 4.6 and Figure 4.7 show the beam profile in the first three cavities
and two bunching cavities, respectively.

Figure 4.8 shows the normalized RF current by a MAGIC2D simulation.

Since one cavity was added and the distances between the cavities was
made to be longer so as to increase the RF current, the length of the iron yoke
for focusing the magnetic field should be increased by 4cm. We calculated
the static magnetic field in the new focusing magnet system using POISSON.
The currents of the four solenoid coils and the one bucking coil were changed
so that the focusing magnetic fields of the no. 1-9 klystrons and the no. 10
klystron are the same around the gun region. The focusing magnetic field is
shown in Figure 4.9. The magnetic flux density at the cathode is 41 Gauss.

4.2 Design of Output Structure

The following requirements should be satisfied for the output structure:
e The output power is 120MW or larger at 550 kV.

¢ The amplitude of the electric field should be low so as to avoid any RF
discharge.

The threshold electric field for a RF discharge depends on many param-
eters, such as the frequency, a geometrical structure of the gap, cleanness of
the surface, and vacuum pressure. W. D. Kilpatrick[6] studied the frequency
dependence of the threshold electric field for continuous waves and obtained
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the following equation in 1957:
f=16x1072E} ., exp(~8.5/E c), (4.2)

where the frequency is in GHz and the threshold field is in MV/m. The
above equation can be modified to

Binew(MV/m) = 1/f(GHz)/1.6 x 10-3 exp(4.25/ Eun )

> Ep ez = 25v/f(GHz). (4.3)

Some accelerator physicists use Ey, o2 to design RF structures. In our case,
Eihew = 89 MV/m. Since the several techniques has been improved since
1957, it is possible to exceed the Kilpatrick limit by a factor of 2 or more.
Also, the threshold electric field is increased by pulsed operation. P. B.
Wilson [19] showed a breakdown formula for short RF pulses based on the
power flow at breakdown in a S-band resonant ring at SLAC,

Ey = Fyyou2 [1 + Ei“:"%:(i?) : (4.4)
In our case, if the pulse duration is 1.5 p s, Ey, = 430 MV/m. In the design of
the X-band relativistic klystron output structure, G. A. Westenskow and T.
L. Houck [18] used 80 MV /m at 50 nsec as the design limit. They explained
that the reason of the low value is a poor vacuum, and claimed that they can
reach 150 MV/m in the future.

As described above, the threshold electric field varies from 80 MV/m to
430 MV /m. Since their values do not contain any effect of the geometrical
structure, we do not know whether they can be used or not in our case.
Hence, we decided to use the maximum electric field in the SLAC XL-4
output structure calculated by MAGIC2D as the design limit. The simulated
performance of the XB72K No.9 and the SLAC XL-4 output structures are
given in Table 4.4. We decided to design the output structure with the
maximum electric field of less than 100 MV /m.

To design the traveling-wave-type output structure, the following param-
eters should be fixed: 1) number of cells, 2) cell widths and the phase differ-
ence between cells, 3) reflection coefficient at the coupler, and 4) radii of the
irises and the cells.

If the number of cells is larger, the interaction length becomes larger
and the amplitude of the electric field can be lower. However, since the
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output mode beam  output maximum typical

structure voltage power electric cell width

(kV) (MW) field (MV/m) (mm)
XBT™2K No. 9 w/2 5350 84 98 4orb
SLAC XL-4 «/2 450 72 104 3

Table 4.4: Performances of the XB72K No.9 and SLAC XL-4 output strue-
tures calculated by MAGIC2D.

structure is more complicated, there should be more unwanted deflecting
modes inside the output structure. The No. 9 output structure has 4 cells
and the maximum electric field was 98 MV/m at 84 MW by MAGIC2D
simulation. If we reduce the number of cell to 3, the maximum electric field
may exceed 100 MV /m. If we add one cell to the No. 9 output structure, we
would have more unwanted modes. Hence, we chose 4-cell structure.

For the cell width, we considered the following. For simplicity, we as-
sumed that the electron bunch sees a constant longitudinal electric field of
—F while it is in the output structure. If the transverse motion is neglected,
the equations for the electron motion are:

el
12) = r- 2
B = VI-17
@) = [ %= TeB- -, (45)

where 7y is the relativistic factor at the entrance of the cavity, z is the
longitudinal distance from the entrance of the cavity, -+ is the relativistic
factor at z, and £ is the time since the electron entered the cavity. In our
case Yo = 550/511 + 1 = 2.076. We assume that the synchronized electron
loses 80% of its energy in the cavity. At the exit of the cavity (z = z.4),
VYezit = 1 +0.2(70 — 1) = 1.215. We consider a four-cell structure with a
phase difference between cells of ¢. The value of ¢ is 7/2 for the output
structures of the XB72K No. 9 and SLAC XL-4. The interaction time is
t = 4Ty¢ /2w, where Ty is one period. If ¢ is larger, the interaction time
become longer. This means that the widths of the cavity cells can be made
longer. We decided to choose ¢ = 2m/3 > /2. Then, the interaction time is
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place t(ps) 7 Az (mm)

entrance of the cavity 0 208 0

exit of the cell 1 292 183 7.1
exit of the cell 2 584 160 7.10
exit of the cell 3 875 140 6.50
exit of the cell 4 116.7 1.22 5.57

Table 4.5: Length of the cells calculated using Eq. (4.5).

t = 4T5/3 = 116.7ps. By substituting this into Eq. (4.5), we obtain

3
;’;f{\/q«n —1- /72y - 1) = 16.49MV/m. (4.6)

The total length of the cavity is

me?

Zpzit = E{Tﬂ = 'Tex;'g} = 26.68mm. [:4?)

Using Eq. (4.5), z at the exit of the cells can be calculated as shown in
Table 4.5. If we assume that the width of the iris is 2mm, the width of
the cell 4 should be shorter than 3.6mm. This is not desirable because the
electromagnetic power from the 1-4 cells is concentrated in this region. We
chose 4,4,4,5 mm and 2mm for the widths of the cells and the iris, which
are the same as the values of the No. 9 structure. The total length of this
structure is 14+4+2+4+2+4+2+5+1=25mm, which is almost the same as
the value of Eq. (4.7). There may be two other possibilities:

e Use a backward-wave. The energy flows to cell 1. An output coupler
can be installed on cell 1.

e Install a coupler to every cell. Then, the power is not concentrated on
one cell. The powers from the couplers are combined somewhere.

We did not examine them this time.

The amplitude of the reflection coefficient of the TM0*0 mode, defined in
Chapter 2, was 0.8 for the XB72K No. 8, 9 and the SLAC XL-4 klystrons.
If this value is high, the coupling between the inside and the outside of the
structure is reduced. Hence, the output power is reduced or the amplitude
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of the electric field in the structure is increased. If this value is low, the
coupling between the inside and the outside of the structure is increased, and
the output power is easily affected by the reflection from the downstream of
the rectangular waveguide. We chose 0.8 for the No. 10 klystron.

"To determine the radii of the irises and the cells, we assumed the following:

e There is no energy flow to the previous cell.

¢ An electron bunch loses the same power, P/4, at each cell.
o The cell length is 2z = 6mm for all cells.

e The stored energies in the cells U are the same.

¢ The dispersion curve of the TM01 modes is sinusoidal.

From the second assumption, the energy flow through irises 1,2,3 are P/4,
2P/4, 3P/4. The average energy flows in cells 1,2,3,4 are (0 + P/4)/2 =
P/8,(P/4+2P/4)/2 = 3P/8,(2P/4+3P/4)/2 = 5P/8,(3P/4+0)/2 = 3P/8.
The group velocities(v, ) for cells 1,2,3,4 are 2P/8U, 3zP/8U, 52 P/8U, 3zP/8U.
In the last cell, the quality factor(Q) can be approximated as

wa
R cln|s|

=~ 10, (4.8)

where a is the outer radius of the 4. The derivation of the above equation
is shown in Appendix G. Since @ = wU/P, the group velocities for cells
1,2,3,4 are wz/8Q, 3wz/8Q), 5wz/8Q, 3wz/8Q. From the third assumption,
frequency(f) is

W=+ 222 g, (49)

where fy is the frequency of the 0 made, and f, is the frequency of the «
mode. The group velocity(v,) is

L p A
Ui o Zﬁqu\f’ wzsing( fx — fo). (4.10)
Hence, fo and f, are
= e T g2
fo Sz g
Bo= F+ateon?, (4.11)



Frequencies fj, fr were calculated using SUPERFISH for each cell. The outer
radii and the iris aperture were varied so as to fit the 0-mode and the m-mode
frequencies to the above value.

Figure 4.10 shows the trajectory of the electron beam in this output
structure, XO#0, by a MAGIC2D simulation. It can be seen that the radius
of the first iris is smaller than the beam-duct radius. This causes electron
interruption, and too much interaction occurs between the electromagnetic
field in cell 1 and the electron bunch.

We thought that XO#0 was failure because the pure traveling wave was
assumed. We decided to allow backward wave, and set the radii of the irises
larger. We assumed that the group velocity(v,) is kept constant for all cells,

g = % - % = 4.3 x 10"m/s. (4.12)
By using Eq. (4.11) and SUPERFISH, structure was fixed. Figure 4.11
shows the trajectory of the electron beam for this structure (XO#45). The
output power from XO#45 was 119MW, which is almost sufficient for our
requirement. Electric fields are observed at the points shown in Figure 4.11.
The phases of the longitudinal electric fields in the cell 1 and 4 were almost the
same, which means that this structure operated with ¢ = 27/3, as expected.
The electric field at iris 3 (point 7) was high, as shown in Figure 4.12.

We made small changes to the XO#45 structure. Figure 4.13 shows the
output power as a function of the radius of the irises. The radius of the
irises of XO#45 is 7.6mm, which is the optimal value. Figure 4.14 shows the
output power as a function of the argument of the reflection coefficient s.
The argument of the reflection coefficient of XO#45 was 73 degrees, which
was the optimal value. We also changed the radii of the aperture of the irises
individually and ran MAGIC2D simulations, finding that the output powers
by modified structures are the same level as or smaller than the output power
by XO#45.

The shortcoming of XO#45 is the electric field at iris 3 is high. We
changed the corner radii of the iris 3 and of the exit of the cell 4 from 1lmm
to 1.6mm (XO#87) in order to avoid the concentration of the electric field,
and ran the MAGIC2D simulation. Figure 4.15 shows the electron-beam
trajectory in the XO+#87 output structure. The output power was 122MW.
Figure 4.16 shows the electric field distribution in the XO#87 output struc-
ture. Electric field strength at iris 3 in XO#87 was reduced from XO#45.
The highest value is 88MV /m at iris 3, which is sufficient for our purpose.
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The resonant frequency of TE111-like mode of XO#87 was 11.284GHz,
which is close to the operating frequency (11.424GHz). We decided to shift
the frequency of the TE111-like mode to at least 200MHz below 11.424GHz.
The resonant frequency of TE111-like mode largely depends on the radius of
the aperture of irises 2 and 3. We changed the aperture radii of irises 1,2,3
from 7.6mm to 7.4mm,7.6mm,7.8mm, respectively (XO#105). The resonant
frequency of TE111-like mode is 11.201GHz for XO#105. Figure 4.17 shows
the electron-beam trajectory in the XO#105 output structure. The output
power was 128MW with the particle distribution from the new bunching
section. Figure 4.18 shows the electric field distribution in the XO#105
output structure. The highest electric field amplitude was 82MV/m at iris
3.

This output structure (XO#105) was built by TOSHIBA. They measured
the scattering matrix between the two output ports by a network analyzer
before brazing. They calculated the field distribution by HFSS and observed
that a considerable amount of electric field of the TE111-like mode exists at
the operating frequency. We decided to shift the frequency of the TE111-like
mode to 500MHz below 11.424GHz. We changed the aperture radii of irises
1,2,3 to 7.6mm, 8.6mm, 7.8mm, respectively (XO#105m29). The resonant
frequency of TE111-like mode was 11.201GHz for XO#105m29.

TE111-like mode may be excited by two mechanisms:

o The transverse displacement of the electron beam.

e Unbalance of the reflection waves from two output rectangular waveg-
uides.

The kick angles were estimated for the X0O#105 and XO#105m29 structures
(see Appendix H).

Figure 4.19 shows the electron-beam trajectory in the XO#105m29 out-
put structure. The output power was 120MW. Figure 4.20 shows the electric-
field distribution in the XO#105m29 output structure. The highest electric-
field intensity is 85MV/m at iris 3. Figure 4.21 shows the output power of
the No. 10 klystron as a function of the drive power of the input cavity. The
relation between the gap voltage and the drive power was discussed in the
previous chapter. If we assume 3.4kV/300W, this klystron saturates when
the drive power is 400W. Figure 4.22 shows the saturated output power of
the No. 10 klystron as a function of the cathode voltage.
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4.3 Summary

We designed the KEK XB72K No. 10 klystron. A bunching section with
Ii/I; > 1.5 at the entrance of the output structure was designed by using

DISKLY and MAGIC2D. An output structure with 120MW at 550kV was
designed by a simple empirical method.

This klystron was manufactured at TOSHIBA Corporation. We will test
it from January, 1999.
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Chapter 5

Conclusions and Summary

For the stable operation of klystrons, the amplitude of the electric field in
the output cavity should be small. In the X-band (11.424GHz) klystron for
next linear colliders (JLC/NLC), the use of a multi-cell output structure is
one the way to reduce the maximum electric field.

The ‘Port approximation method’ is a powerful klystron simulation tech-
nique used to skip the transient state. This method has been used in most
klystron simulation codes. Unfortunately, applying this technique to a multi-
cell cavity is not easy, because there are many modes around the operating
frequency in the cavity.

S. Kazakov found a method to simulate a multi-cell cavity. A one-
dimensional klystron simulation code, DISKLY, treats the multi-cell output
structure by his method. This code had been used to design the XB72K No.
7-9 klystrons. It has been found that the measured output powers are far
smaller compared to the simulated values. We think that the discrepancy is
because the DISKLY code is one-dimensional.

MAGIC2D is a two-dimensional multi-purpose time-domain particle-in-
cell simulation code developed by MRC. Since it solves Maxwell's equations
directly, it can treat the multi-cell output structure. On the other hand,
it takes much time (typically one or two days) to do a full simulation of a
klystron. This code was introduced at KEK in 1997,

Since the output coupler does not have axial symmetry, the output cavity
cannot be simulated by MAGIC2D directly. Though the output cavity can
be simulated by three-dimensional codes, such as MAGIC3D, without any
assumptions, these codes need so much computer resources that it is presently
very difficult to design a new klystron with them. It may take about one
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month or so to make a full klystron simulation with a coarse (0.5mm) mesh.

In order to conduct two-dimensional simulations of the multi-cell output
structures, we have developed a two-dimensional model of the output coupler.
A scattering matrix was defined as the relation between the traveling waves of
the cavity cell mode (we call this the TM0*0 mode) and the traveling waves
of the TE10 mode of a rectangular waveguide. Since a traveling wave can
be decomposed into two standing waves with different phases, the scatter-
ing matrix can be calculated by using standing waves. A frequency-domain
code was used to create the standing waves, and the phases of the standing
waves were shifted by changing the boundary condition of the waveguides.
We searched three independent pairs of the phases of the standing waves of
the TMO0*0) mode and the TE10 mode for a given frequency. From three
pairs of phases, we calculated the scattering matrix for given frequency. The
reflection coefficient of the TM0*0 waves was calculated from the scattering
matrix and the reflection coefficient of the TE10 waves. In the MAGIC2D
simulation, a finite conducting material was set at the coupler region, the
parameters of which were adjusted so as to satisfy the reflection coefficient
of the TM0O*0 mode.

Our new method was empirically justified based on comparison of the
saturated output power between the measurement and the simulation. The
saturated output power agrees within 10% between them, which is much
better than the one-dimensional simulation code DISKLY.

Using the above techniques, we designed the XB72K No. 10 klystron.
We changed the bunching section and the output structure from the No. 9
klystron.

For the bunching section, one bunching cavity was added to increase the
RF current at the output structure. Furthermore, the resonant frequencies of
the gain cavities were changed so as to obtain a wide-band response (stagger
tuning).

For the output structure, we tried to reduce the electric field by using
the 2m/3 mode. At first, the parameters of the structure were chosen by
using simple equations. Then, we used the ‘cut and try’ method to improve
the performance of the output structure. By the MAGIC2D simulation, the
saturated output power of the No. 10 klystron was found to be 120MW at
550kV. This klystron will be tested in January, 1999.
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Appendix A

Derivation of &

The configuration is shown in Figure 2.3. In a dielectric material, the electric
field is

Ea = Jo(k'r),
E = Jew/e (A.1)
In the region between the material and the coupler, the electric field is
Eo = a(H(kr)+&HE (b)),
k= wle (A.2)

At the boundary (r = b), the longitudinal component of electric field and the
azimuthal component of the magnetic field should be continuous:

Ezl(?‘=b} — ZQ{TEE‘L
=ty = Ly (A3)

By solving the above equation with &, we obtain

_ kJo(K'0) H (kb) — k' Jy (K'b) HS" (kb)

= k' Jy (k'0) HP (kb) — kJo(k'B)H® (kb)
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Appendix B

Energy Conservation and

Scattering Matrix

From the energy-conservation law, one can obtain
dA € R1 vﬂlin;ﬂ"}!in S C'I

|a1in]® + Alaaim|® = |S1181i + S1202i|% + A]S2101in + S2202in|>(B.1)

By eliminating ayn, @2in, One obtains,
1 = [Suf*+ AlSy [,
A = |Siaf* + A|Sxl?,
0 = S[]S:2+ASQ1S£2.
If we define Ct.i;.'? qbij as
Sij = aijexp(ey), oy > 0,
Eq. (B.2) becomes,
a = g,
ﬂ’f1 +ajpay = 1,

dut+dn = oo+ + (2n+ 1w

These equations can be written in another form:
ISul = [S2l,
|51 [? + |S128u] = 1,
SiSe2 — S128n = Su /S,
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Appendix C

Derivation of Equation (2.13)

In the vacuum region (r < h), electric field is

By = H(kr)+sHS (kr),
k = wle. (C.1)

In the material (h < r < g), electric field is

E = EH{ (K'r)+nHg (K'r),
B = \/(w/e)? + ipgow. (C.2)

Boundary conditions are:

E,,l(“r = h} S Ezg(r = .’1},
Pir=n) = Lagop)
Ea(r=g) = 0. (C.3)

Solving the above equations, one obtains,

kaH" (kh) — k"BHS (kh)
k"BHS (kh) — kaH® (kh)’
a = H(k"g)Hy (k"h) — HEY (kK" g)HS (K"h),
B = Hy(K'g)H(k"h) — Hy” (K"g)HL" (K"h). (C4)




Appendix D

Relation between the Input
Power and the Gap Voltage

According to Eq. (5.4) of the reference [14], the cavity impedance(Z) seen
from outside is

_'z_ ~ ]-ere::t
Zo _i{wﬂ-‘"r - {‘-’r;‘llu-'] + 1.IJJQ'D ¥ L“I:E f‘ﬂ’,j Eﬂ.l

(D.1)

where, Z is the characteristic impedance in the waveguide, .., is the exter-
nal quality factor of the cavity, w, is the resonant frequency of the cavity, Qo
is the unloaded quality factor of the cavity, U/ is the stored electromagnetic
field energy in the cavity, J is the current density (peak value), and E is the
electric field (peak value). The variable P, is defined as

1 Lo
B=3 f avJ. B~ (D.2)

Assume that the radial component and azimuthal component of the veloc-
ity (vr,vs) are much smaller than longitudinal component (v.). Then, the
current density(J) is

8

Linsti=Y gﬁrm{z}t’i{r —1)8(z — (L), (D.3)

i=l

where v; is the z component of the i-th electron velocity, N is the number of
electrons in one period. By making a fourier transform of the above equation,
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J. becomes

T
Tilreasid). = % fu * dbexpliwthulr 2,1

2¢ Y ;
= = > exp(iwt;(2))8(r — r;)/(27r)
(1] i=1

— 2 (expliwti(2)d(r — r)/@7r));, (D)
where Iy = eN/T} is the beam current. Then, B, is
Po=1o [ dz(By(r, 2) explivti(2),. (D5)

The motion of the electrons in the electric field (Re(E, exp(—iwt))) is
-
t; = i ; it s 1
(0 = 6O+ [ d/u(2)

me EE‘ = eE, = eRe(E,(r;, 2) exp(—iwt;(2)))
vi(2)/ = 1-1/4¥(2), (D.6)

where - is the relativistic factor. Using the above equations, the velocity of
the i-th particle is
dv; ¢ dy _ .
E W= U{?’s d.z mﬂ;";’; RE {Ez(rir .Z:] exp{_wt‘l{z)}] ¥

: de
‘-F‘Ui(»g} = Ui{ﬂ}‘l'mfﬂ TJ;{:Z")’;' [3:]

If the modulation by E. is small, a 0-th order approximation for (v, ;) is

Re (E;(ry, 2') exp(—iwt;(2')) (D.7)

v{z) = wg,
ti(2) = 6(0)+ z/vo. (D.8)

Substituting the above equations to the right-hand side of Eq. (D.7), we
obtain a first-order approximation for (v, t;),

hilay = vn-i-m:;ﬂgﬂe (Exp{—iwt‘-[ﬂ}) fu § dggz(n,zr}exp(fmrm)),
ti(z) = (0) +§ﬂ = ﬁgﬁ x

Re (exp{—iut;{ﬂ}] j; "4z fﬂ * 4 B (e, ) exp{—z-wf;un;) (D.9)
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Substituting the above equations to Eq. (D.3), we obtain

B = 1o [ de < Bi(ri2) explis(t0) + 2/m)

=0

1 - ﬁum.ﬁe(exp{—wn[ﬂj} P

/ " [ a2 Eutri, ) expl(~iw? /)] >
= Iy fm dzexp(iwz/vg) < E}(r;, z) exp(iwt;(0)) >

_wml'::;u j:_:dz < EZ(r;, z) expliwz fug) exp(iwt;(0)) Re|

exp(—iwt;(0)) fﬂ d? [ﬂ d2" B, (rs, 2") exp(~iwz" Jvg)] > (D.10)

In this case, a DC electron beam enters the cavity. The distribution of the
parameter ¢;(0) should be uniform. Using

< expli) Relexp(—i) A] >o= 2 (D.11)

2 ¥
Eq. ( D.10) becomes

B =1 La:o dzexpliwz/vg) < E;(ry, z) exp(iwt;(0)) >

ielyw =] % i &’ >
" 2mudnd J- dz -/;m o .[—m e
< E;(ry, ZJE (ri, 2") expliw(z — 2") /wo)] >

= Iy f_u:u dzexpliwz/w) < E;(ri, z) expliwt;(0)) >

telgw
= df d?(z — #)

< Ej(ry, 2) By (ry, 2') expliw(z — 2')/u)] > . (D.12)

In this equation, the origin(0) is moved to —oo. The first term of the right-
hand side is dominant when the electron beam is bunched. This term is 0
for the input cavity. The second term of the right-hand side corresponds to
the beam conductance and susceptance.

Variable @, is defined as

1 _ second termofP, P, V? 2 25 R
Qs w U o U 2P V2

O %ﬁﬁ) ,  (D.13)
g
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where P, is the cavity wall loss, V, is the gap voltage, R = V2/(2P,) is the
shunt impedance, Qo = w,U/P, is the unloaded quality factor. Variable Q)
can be calculated from a frequency-domain code like SUPERFISH.

If the electric field distribution is

E—{E 0<z<d

0 otherwise, (D:24)

@ is caleulated analytically as

3 (R) L 1 (sin{ﬂgﬂ] . icm(ﬂgﬂ}) (sin{ﬂgjz} _ s &)
Qb \Q Vo vo(7o + 1) B,/2 0,/2 C : 1;)

0,/2 2
where Vy = mc*(y, — 1) /e is the beam voltage, 8, = wd/vo. In this equation,
gap voltage(V,) is defined as —Ed.

The reflection coefficient r from the cavity is

_Z[Z =1 _1/Qex —i20f/fr —1/Qo—1/Qs
Z[Zo+1  1/Qet +2Df/f, +1/Qo+1/Qs’

where Af = f, — f.
If Qeze is optimized so as to minimize r,

1 |[2Af 7 )2
QMM—M 7+ Im ) (QG-FRE (D.17)

If Af is optimized so as to minimize r,

(D.16)

Afop = o — f=—%fm5;- (D.18)

The reflected power(F,) and transmitted power(F,) are
= [rl*Pin, Pe = (1 = |r|*) Pin, (D.19)

where Py, is the input power. The transmitted power(F,) is the sum of the
cavity-wall loss(P,) and power transfer to the beam, P, = ReP,,

P,=P,+DP, (D.20)



From the definitions of Qy and @,

1 1
Pw ‘Pﬁ=a.RE5;. (Dzl)
Then, F, is
= 4Re(1/Qs)/Qext
By = Pqn (l.r‘rQe:z:: + 1!@0 + R&{lf@b]}? 4 l:?"&f,"fr o IM{I!“QEJ}E' [DE?}

The gap voltage(V}) is

i :\ISP (5) 1/Qest o
¢ e % [L-’Qm+1;’Qo+RE{1an}}“+(Zﬂfffﬁrfﬂ'&(lf?al}z}
D.23
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Appendix E

Some Formulae for Poynting
Vector

The poynting vector, S, is defined as E x H. If the material is isotropic, the
following equation is obtained:

a1 oo o g P
Eﬁde{H-B+E-D}+deE-J+fdA-S={}. (E.1)

From the above equation, we can consider the Poynting vector to be the
energy flow density. In stable operation of the klystron, the electric field(E)
and the magnetic field(H) are periodic functions of time with period Tj.
These fields are expanded to the following Fourier series:

E = 3 Eexp(~inut)

n=—0
]

H = Z H,, exp(—inwt), (E.2)
n=—0o0
where w = 2 /Ty. Since the fields are real, we can derive E_, = E! and
H_, = H. The components E, and H, are

E, = < Eexp(inwt) >,,
H, = < Hexp(inwt) >,;. (E.3)
Multiplying £ by H, we obtain
oo o
S= Y exp(—inwt) Y EnH: .. (E.4)
T=—00 m=—_00
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By taking the average of S with time, we obtain

<S>=5%= i EnH, . (E.5)

mM=—00

Since the first harmonics of the fields Ey, H,, E_,, H_; are much larger than

the other harmonics in the cavity, Sp can be approximated as Sy ~ 2Re(E; H}).

The second harmonic of S is
]
Sa = Z EmH:n_g =~ E H,. {Eﬁ]
M=—00

Thus, if E; has the same phase as H;, the energy flow can be estimated from
Ss. In general, this is not true.
The electric field and magnetic field of TM0*0 are

E; = Re[(E.H{"(kr)+ EyHg” (kr)) exp(—iwt)]
Hy = —Reliceo(EoH" (kr) + ByH (kr)) exp(—iwt)] .  (E.7)

The poynting vector, < S, >, for this wave is

<S> = —<EH; >

=~ Re[(BuHE (kr) + BuHE () Giceo) (B3 H (k) + By (D (k)

—irE
& f 2(|Eal? = | B (HE (kr) HP (kr) — HED (kr) HEO (k)
2 21
TWr )
The energy flow(FP) is
P=2mrd < 5 >= 2o (B - 1BP) €9)

where d is the width of the cell.
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Appendix F

Derivation of Courant Stability
Criterion

We will derive the Courant stability criterion for TMO0 waves. Maxwell equa-
tions for TMO waves with the cylindrical coordinates (r, ¢, ) are

oH, _ OE, _OF,
e T 3z * or’
OB _oH,
aﬂf = aﬁ‘z '
B, _ 1

Substituting the difference quotients for derivatives, we obtain the following
equations:

HyP' (e +1/2,0141/2) = HY(k+1/2,1+1/2)

Il

At
“& ——(EMk+1,14+1/2) - EF(k, 1+ 1/2))
+ﬁ—(£ﬂ(&+ 1/2,1+ 1) — E™k +1/2,1)),
Er(k,I+1/2) = EP'(k,l+1/2)
At

— Y2k 4 172,01+ 1/2)

—Hy Pk~ 1/2,1+1/2)),
Hk+1/2,0)

EX(k+1/2,0)
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m (+1/2)Hy ™2k +1/2,1+1/2)
~(1-1/2)H; Pk +1/2,1 - 1/2))
~ Bpi(k+1/2,1)
%{H;_W(k +1/2,141/2)
~H 0.0 — 1), (F.2)

where ET'(k,l+ 1/2) is the radial component of the electric field at (z =
kAz,r = (I+1/2)Ar; time = nAt), and so on. We assume that a plane wave
propagates in space as follows:

HyPY 2 (k+1/2,14+1/2) = H;"2exp(ikkAz + ilk, Ar),
EM(k,14+1/2) = Elexp(i(k —1/2)k.Az + ilk,Ar),
EXk+1/2,0) = EMexp(ikk.Az+4(l— 1/2)k.Ar), (F.3)

Substituting the above equations into Eq. (F.2), we obtain

e 4P At k.Az  4vPAd? ke Ar
n+1/2 n=1/2 T LT i
H = H (1 - W 7 sin® r}]
RAt | kL Az 2048 | k.Ar
En—l d E'n—l . r
¥ b Bln = + &, ZAF sin 5
g n—1/22tAt | k. Az
E:.‘ = E: . Hlii / ESIH 5 i
—1/2 21t k.Ar
_  pn—l 142 i K
E: == Ez *+ !'I; E‘ s 7 {F4)
where v = 1/, /€. The above equations are rewritten with a matrix A.
fﬂ = A-'fn—-l;
1 0 — 28t gjp Kl
A = 0 1 Z‘Z*bm%
i:és: sin gﬁgg i;iu sin _,._qh; it 4t£zaﬂt= sin? kmz - quﬂm WAL 2
{Fa5}

where 7, = (E?, E?, Hy ''/*)T. Eigenvalues X of the matrix A are,

A=lL1l-ax/(l-a)-1, (F.6)
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where
sin®(k,Az/2) : sin”{k,&rﬁ)

Az? Ar? )
The absolute values of the eigenvalues A should be 1 (0 < a < 2) for any
ks, ke in order that the simulation be stable. Thus, we find

vAt "_: 1: i
V(1/Az2)2 + (1/Ar)?

a = 202At%

(F.7)

This is the Courant stability criterion for TM0 waves.
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Appendix G
Derivation of Eq. (4.8)

Assume that there is a TM0*0 wave on axis in a pillbox cavity. This wave
propagates in the radial direction with velocity ¢. At the coupler(r = a), this
wave is reflected with reflection coefficient s. The wave returns to the axis.
Thus, the wave is reduced by the factor |s| in a round-trip time of 2a/¢. On
the other hand, The amplitude reduces as exp(—wt/2Q) with time, where w
is the frequency and () is the quality factor. We thus find

|s| = exp(-wa/(Q¢c)). (G.1)

Rearranging the above equation, we obtain

wa
cln|s|

i (G:2)
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Appendix H

Estimation of the Kick Angle
by the TE111 Mode in the

Output Structure

In our case the velocity of the electrons is about 0.8¢ at the entrance of the
output structure, and about 45% of the electron energy are converted to
RF energy. For simplicity, we assume that the velocity(v) of the electrons
does not have any transverse component and that v depends only on the
longitudinal position(z). Dipole wakefunctions W), W, are defined as

| oo : d
—“’I‘"{tg}ﬂfuﬂi = —-["mdzEz[:{:,z,t=ta+f ﬁ},

4

Welto)ze = gf:: %{E; - ﬂl:z]By}{:.I, Zt =t + fz %},{Hl]

where zg, z are the transverse displacements of the leading particle and the
trailing particle, respectively. Using the equation 9E,/dr = 8E,/0z +
dB,/ot, we obtain

g f= z dz
Ef_mdzEz{:c,z,Eztunl-f ;[—a]

= (8E, 0B, B : dz
Lde( s '?a'i—) (I,Z,t—f{;‘}‘[ ‘u{z}}

o0 1 8E, 0B, = : dz
=t f dz(—-u{z} o, + atﬂ)[z,z,t—tu-l-/ -u[:»:}}

It

=20
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8 o dz gz
= 'aT.;.f E{E,—u{z}ﬁu}(x1z,t=tu+f - E2)

—oo U

From the above equation we find the Panofsky-Wenzel relation:
Wi(to) = L, (t0) H.3
1) = 2 g3-Wa(to)- (H.3)
The impedances of the wake functions are defined as

Ziw) = [ dwy(t)explist),
Zuw) = —i [ diW,(t) exp(iwt). (H.4)
From the Panofsky-Wenzel relation we obtain
Zy(w) = %zm{u}. (H.5)

Based on an analogy of the impedance of a monopole field, Z is
Ry
1 — iQo(w/wy — wyfw)’
2
o _ BB nt=to+ [ f5)dz]
= 2P d

where (Jg,w,, P are the unloaded quality factor, the resonant frequency of
the dipole mode, the wall loss, respectively. The impedance Z; is

Rew, Jw

2y

(H.6)

Ze = 1— 1@0{“;&?? — wr,rlrW) ¥
R, = | Balz, st =to+ J* uﬁ;]iiziﬂ
B 2Pw,
. ﬁ * - z = 2
" 3ur o L B (_““’f @) (H7)

The shunt impedances divided by the unloaded quality factor RE./Q for
XOUT#105 and XOUT#105m29 are shown in Figure H.1.

The TEL11 mode is excited if the electron beam traverses the cavity with
some tansverse displacement, or if the reflection coefficients at the two ends
of the rectangular waveguides are different.
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0.4

X0#105
- X0#105m29
0.2

TE111 mode

(w/v) b/4

Figure H.1: Transverse shunt impedances of the TE111 modes of XOUT#105
and XOUT#1056m29.
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If an electron beam having a current I exp(—iwt) traverses the cavity with
the tansverse displacement(zg), the transverse momentum(Ap,) is

1
Bpe =~ f el exp(—iwt)Wa(t)zodt = —ielzoZi(w)/c.  (H.8)

The transverse kick angle(z') is

I’I E {ﬁ?}:}mn 5 21 {Rz."rQD)Iﬁ g
p pefe J(1/QL)? + (2Af/ f)?

From a HFSS calculation, the loaded quality factor(Q;) is about 160. The
current(I'} is 490 A. The cathode voltage is 550 kV. If the efficiency is 50%,
the average electron beam energy at the collector is 275 kV. In this case
pefe = 600 kV. For XO#105, Af = 200 MHz, R./Q < 4208)/m. For
XO#105m29, Af = 500 MHz, R./Q < 22400/m. We assume that the
transverse displacement of the beam zg is 1mm. Substituting these values to
the above equation, we obtain

(H.9)

. { 19mrad  (XO#105)

4.2mrad (XO#105m29). (H.10)

There are some reflections from the RF windows and the dummy loads.
The reflection was estimated to be at most 0.16. If the output power is 120
MW, reflected power(F;,) is less than 3 MW. The transmitted power( F;) into
the output structure is estimated to be

= i 93kW (XO#105)
A T QeI 77 5{ 15kW  (XO#105m29). (H.11)
The transverse kick is
¥ < E\/QPE(RJQ}QM
< = =
17mrad (XO+#105) (H.12)
= 1 5.0mrad (XO#105m29). :

For XO#105m29, the kick angle is so small that the electrons may not hit
the wall until they reaching the collector.
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