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Traffic engineering is an important issue for network operation. It is essential for
most networks since it enables network operators and service providers to ensure
efficient use of network resources and proper network performance for applications
and services. Traffic engineering adapts the routing of traffic based on the network
conditions and optimizes traffic demand and capacity such as big flow migrations,
fine-grained QoS control, anomaly elimination. Therefore, it requires integrating of
traffic monitoring and control capabilities in the network. However, in the past and
current networks, network monitoring and control are conducted independently, and
current monitoring techniques require separate hardware deployment or software
configuration, making it hard to implement traffic engineering and other network
management applications.

Different monitoring techniques are used for monitoring networks such as sFlow,
NetFlow, Simple Network Management Protocol (SNMP), and other telemetry tools.
Though SNMP is integrated in most network devices, it limits counters to aggregate
traffic for the whole switch and each of its interfaces, disabling insight into
flow-level statistics necessary for fine-grained traffic engineering. While
packet-sampling tools like sFlow and NetFlow mostly require separate hardware
deployment for the flow collector and they are not integrated with existing control
protocol/APIs in the networks. Therefore, existing monitoring techniques remain
inflexibility and drawback to meet traffic engineering requirement.

Recently, Software Defined Network (SDN) has been introduced to solve the
drawbacks of network control and monitoring in current networks. SDN in general
and OpenFlow as its current implementation instance in particular, provides a
centralized visibility with global network and application information., a
programmability without a need to handle individual network elements, and a traffic
flow based controllability with flow table pipelines in OpenFlow switches making
flow management more flexible and efficient. With these supports, traffic engineering

mechanisms can be implemented flexibly and intelligently in OpenFlow compared to



conventional approaches.

For traffic monitoring functionality, OpenFlow employs a default monitoring
mechanism that records statistics of flows using forwarding flow tables. This
monitoring mechanism may not ensure an effective performance for fine-grained
monitoring (i.e., monitoring network traffic with high granularity) due to two main
reasons: (1) installing larger number of fine-grained rules without coarse-grained
forwarding rules increases cache misses, which results in additional latency that
decreases the performance of the switch as it may send a Packet-In message to the
controller to ask for a forwarding rule and wait for controller’ response; (2) installing
larger number of flow entries make the sizes of flow tables greater, which increases
the latency due to the lookup process for matching incoming packets with the flow
entries. Therefore, an effective monitoring method with better performance at switch
is critically essential to improve traffic monitoring in OpenFlow for fine-grained
traffic engineering.

In addition, in most OpenFlow based networks, a number of selected OpenFlow
switches for monitoring tasks independently monitor traffic flows. These switches
may consume huge resources (e.g., throughput, CPU, memory usage) to perform
monitoring tasks. When monitoring a network in a distributed scenario, for each flow
that traverses through multiple monitoring switches, the switch along the flow path
records almost the same statistics of the flow. This introduces a duplication issue of
flow monitoring as a single switch in the flow path is enough to monitor the flow
statistics. This duplication results in redundant flow-based monitoring rules in
switches that consume significant resources of the switches and the network, and may
cause serious problem to the performance of the switches and the network due to their
limited resources. Therefore, a distributed monitoring capability that can distribute
the monitoring load over multiple monitoring switches in the network and eliminate

duplication is critically essential for monitoring in distributed scenarios.

In this dissertation, we propose a systematic approach that integrates fine-grained
traffic monitoring capability to a capable traffic control platform, i.e., OpenFlow, for
traffic engineering applications. Our approach concentrates on both solving the
monitoring performance limitation at OpenFlow switch (i.e., OpenFlow software
switch in particular), and enabling a distributed monitoring capability at controller for
flexible and low overhead flows monitoring that operates independently from the
forwarding functionality in the switch. In the proposed method, network flows
statistics are actively monitored based on monitoring match fields (e.g., 5-tuple match
fields) that can be defined by controller applications. Traffic flows are forwarded
based on flow entries of flow tables while their statistics at a fine-grained level are
monitored at a monitoring module that is independent from the forwarding tables. The

approach ensures network flows are monitored at switch with low overhead



independent of the forwarding functionality of the switch, and applications use such
flow data statistics via extended OpenFlow APIs. As a result, the proposal decreases
the monitoring overhead in the switch even for monitoring large number of active
flows.

Furthermore, for distributed monitoring scenarios, we propose a distributed
monitoring method that eliminates the redundant monitoring rules. and distributes the
monitoring load over multiple monitoring switches in a balancing fashion. The
proposed method detects duplicated monitoring rules and for each duplication, it
selects a switch with highest availability among the switches along the path to monitor
the flow and eliminates the redundant monitoring rules in the other switches in a
balancing fashion. The switch selection is adaptive based on the available status of the
switches, which is frequently updated in each statistics query time of the controller.
The proposed method decreases the number of monitoring rules per switch, therefore it
decreases the monitoring load of the switches and the entire network.

We implemented our proposed methods as a monitoring platform integrated to
OpenFlow called SDN-MON. We also designed and implemented a dedicated protocol
for the communication between the switches and the controller for exchanging
monitoring control messages and transmitting the monitoring data. The designed
protocol is implemented with OpenFlow based formats to integrate it to OpenFlow
standard. We conducted a number of experiments based on the implementation
instance to show the effectiveness of our proposals. The experimental results
demonstrate a low monitoring overhead at switch, and a low processing time of the
proposed distributed monitoring mechanism at controller.
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