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Abstract

In the Standard Model of the particle physics, the mass of fermions is generated dynam-
ically through the Yukawa interaction with Higgs field. However, the Yukawa interaction for
top-quark is not directly observed yet, and could be a portal to the new physics. Therefore
we conduct the search for the Yukawa interaction for top-quark, and report on the study of
the Higgs boson production in association with top-quark pair using di-photon decay channel
with 79.8 fb~! of proton-proton collision data at /s = 13 TeV with the ATLAS detector. In
this analysis, the deep understanding of the photon selection efficiency is crucial. We studied
the photon efficiency in detail using Z — lly and Z — ee events. Furthermore, we introduced
the multivariate analysis with machine learning to achieve better signal separation from the
background.

After the top-quark pair selection, we found the di-photon invariant mass peak at 125 GeV,
which represents the existence of the Higgs boson. The statistical significance is estimated
to be 4.2 standard deviations relative to the background-only hypothesis while the expected
significance is 3.6 standard deviations. This result provides the evidence of the coupling
between top-quark and Higgs boson. The cross section of the Higgs boson production is
measured to be

o = [6949 58 (stat) T (syst)] b= [694.9 721] b,
which is slightly larger than the Standard Model prediction with the NLO calculation,
506.5 T35¢ fb, although the uncertainty in the measurement is not small enough to judge
whether the deviation is significant or not. The further study with better precision is impor-
tant program in the high energy physics in future.
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Chapter 1

Introduction

The Standard Model (SM) is the particle physics theory describing three fundamental in-
teractions; the electromagnetic, weak and strong forces. The SM predicts that there are
12 fermions, four gauge bosons and one scalar boson called Higgs boson which was discov-
ered [0, 2] by the ATLAS [3] and CMS [4] experiments in 2012. Figure [0 shows the table
of all the SM particles.

Fermion

charge = 2/3 charge = 2/3 charge = 2/3

u A

mass = 2.2 MeV 4 mass = 173 GeV|

Quark

charge = -1/3 - charge = -1/3 charge = +1

d b /4

mass = 4.7 MeV mass = 4.2 GeV mass = 80 GeV

Ve Vr
mass <2 eV mass < 2 eV

Lepton

e T

mass = 511 keV [l mass = 106 MeVjlimass = 1.8 GeV

Figure 1.1: Standard model particles. Parameters are referred from [4.

Although the SM proofs its integrity, it cannot explain everything in the Universe. One of
the mysteries in the Universe is the dark matter issue. The dark matter cannot be explained
as any SM particles, thus new physics model(s) are required in addition to the SM.

The properties of Higgs boson are not precisely measured yet. One of the interesting mea-
surable parameters is the coupling constant between Higgs boson and fermions, introduced



as the "Yukawa coupling" in the SM. The existence of the Yukawa coupling allows to give
mass of each fermion. However, since the Yukawa coupling is introduced without fundamen-
tal principles, the detailed structure of the coupling is still unknown although the existence
of Higgs boson has been proved. Thus, the measurement of the Yukawa coupling plays an
important role to explore new physics model(s). This thesis focuses on the coupling between
Higgs boson and top-quark (called Top-Yukawa coupling). In the SM, the fermion mass is
linear to the Yukawa coupling and thus top-quark has the largest Yukawa coupling among all
fermions. The top-quark mass is measured to be 173.34 £+ 0.76 GeV by the ATLAS, CDF,
CMS and DO experiments [6-8|. Therefore, the measurement of the Top-Yukawa coupling
allows to check the relation between the fermion mass and the Yukawa coupling.

However, the Top-Yukawa coupling is not observed at any experiments. In this thesis, we
present the search for the Top-Yukawa coupling with the ATLAS detector at the LHC.

1.1 Higgs mechanism and Yukawa coupling

The SM is based on the gauge theory [9-12]. The difficulty of the gauge theory without the
Higgs mechanism [[3-1]| is explained in Section TI0. The solution of this problem is to

introduce the Higgs mechanism which is presented in Section CI2. The Yukawa coupling is
described in Section II73.

1.1.1 Gauge theory

We start to discuss from the Quantum Electrodynamics (QED) which explains the electro-
magnetic interaction because it is the simplest gauge theory. The Lagrangian density Lqrp
is described with a spin % field ¢ with mass m and an electromagnetic field A, with mass M
as

1 — . 1
Lqep = _ZLFWFW + Y (iv' D, — m)y + EMQAMA“, (1.1)

where F),, is the electromagnetic field tensor defined by F, = 0,4, — d,A, and D, is
the covariant derivative D, = 0, + iqA,, where ¢ is the electric charge. Under the gauge
symmetry, Lqpp is invariant under the gauge transformation with arbitrary «(z) denoted as

Y(z) = e y(a),  Au(r) = Au(e) + dualz). (1.2)

In order to satisfy the gauge invariance, the mass of the electromagnetic field (equivalent to
photon) must be zero, which is consistent with the experimental results.

On contrary with the electromagnetic interaction, the weak interaction is based on SU(2)
symmetry. The Lagrangian density is written as

1 —,.
£weak - _ZWMVWMV + ¢(27MDM - m)d} (13>
W. = ,W,—0,W,— gW, x W,, (1.4)



where the W), = (W, W7 W}2) is an isospin triplet of SU(2) field. The covariant derivative
D, is defined as D, = 9, +igW, - T, where g is the coupling constant. T is the isospin
operator represented by T" = 1o (i = 1, 2, 3), where o' is the i-th element of the Pauli
matrices.

In this case, the gauge transformation with arbitrary a(z) is through the special unitary

group (SU(2)),

Y(x) — 9Ty, (1.5)
W, (z) — W, (x)+0,a(z) + alr) x W,

Under the transformation, the mass of the gauge bosons must be zero to conserve the gauge
symmetry. However, this is inconsistent with the experimental results, i.e. massive gauge
bosons, W* and Z° exist. It implies that some mechanisms are needed to explain the mass
of the gauge bosons.

1.1.2 Higgs mechanism

In order to give mass to W* and Z° with keeping the theory gauge symmetric, addition of
a scalar field is proposed in the model developed by Brout, Englert and Higgs. This scalar
field is called as "Higgs field" and the spontaneous symmetry breaking of the field results in
generation of gauge boson masses. This mechanism is called as "Higgs mechanism". In this
mechanism, the Lagrangian density with the SU(2) scalar doublet field is introduced as

Ly = |Duo* = V(o) (1.7)

where the scalar field ¢ and the scalar potential V(|¢|?) are defined as

- 1 oAt
()55
V(Ig]*) = u?lol* + Alo[*, (1.9)

where ¢f and ¢% are the real parts of the scalar doublet, ¢f and ¢ are the imaginary
parts, and |¢|? denotes ¢'¢. p and )\ imply the Higgs mass parameter and the Higgs self-
coupling constant, respectively. In order for the field to be stable, A is greater than zero.
The Lagrangian is gauge invariant under the ¢ — ¢**® ¢ gauge transformation.
Figure 2 shows the Higgs potential shapes for y? > 0, and p? < 0. The transition from
p? > 0 to p? < 0 is believed to be occurred as the universe gets cold. In the situation of
p? < 0, the potential minimum is described as
v 2
ol =75 =\~ o5 (1.10)



where v is called as vacuum expectation value. There are infinite number of states with
minimum energy, as illustrated by the red dashed circle in Figure 2. Without breaking the
gauge invariance we can arbitrarily select

1 0
¢vacuum = E ( v > ) (111)

which is called as "the spontaneously symmetry breaking".

u2>0

Figure 1.2: Tllustration of the Higgs potential for y? > 0 (left) and p? < 0 (right).

Under this particular vacuum state, the scalar field ¢ is represented by

o= 75 (st ) (112

where H(z) is the scalar field corresponding to the Higgs boson. The Higgs potential is
described as

VoL oy et 1 A (1.13)
RS N ! 4 '
The second term describes Higgs mass with My = /—2u2.

The gauge boson masses are expressed in the kinetic term of £;, assuming the simple
combination of SU(2) and U (1), which is expressed as SU(2) x U(1). The covariant derivative
D, is represented as

-/

Dy=0u+ SW, -0+ SAY, (1.14)

m
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where g and ¢’ are the gauge couplings of SU(2) and U(1), respectively. Y is hyper charge
defined as

1
Q:T3+§Y. (1.15)
Then the kinetic term of the Higgs Lagrangian is

1 g q 0
Dok = j0utmEWear a2 ()

v+ H

1 1

= QMVQV(W*“W; + WHWE) + §M§Z“Z# + (terms of H),  (1.16)
with
1 , gW3 — g A
wt=_—_Wwtxiw?, z,=—-~L_"F" 1.17
I \/i( 1% + ,u> 1% \/W ( )
2 12

My = gv, My = gTJrgv. (1.18)

The gauge field A, which is actually a photon is still massless. The mass terms for the W=
and Z° appear through the symmetry breaking. The coupling terms between Higgs and weak
bosons (called as gauge coupling in the following) also appear in the terms of the Higgs field
in Equation I8,

MI%V ENAV Ve —uyr/+ M% o 2

F(W W, +WHW,r) + FZ Z#) (2vH + H7). (1.19)

terms of 1) = (

Thus the gauge coupling Yxvy and Yggyy (V means vector boson; W+ or Z°%) are written
as

M?2 M?
Yuvy —UV, Yuuvy —UQV. (1.20)
1.1.3 Yukawa coupling

Although the mass of the weak bosons can be explained with the Higgs mechanism, the
origin of the fermion mass is not clear. In the SM, the Lagrangian density related to Yukawa
coupling is introduced as

»CYukawa = —yaébw = _y(EL + ER)Qﬁ(wL + wR) = _yEL(wa - yERQﬁwLa (121)

where y is the Yukawa coupling constant. Left-handed fermion fields are expressed by SU(2)
doublet and right-handed fields by singlet. Fermions for the i-th generation are written as

Vip = ( ZZ ) ’ ( i ) , Yir = (wir) , (dir) , (€ir) - (1.22)

€iL
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Then Equation 21 for leptons (ones for quarks are not explained for its simplicity) are
represented as

El}iﬁkawa = _yiEiL(beiR—i_h-c'v (123)

where y; is the Yukawa coupling constant for a charged lepton. Again, vacuum state is

selected (= spontaneously symmetry breaking) to satisfy ¢ = % ( ) and then the

v+ H
Lagrangian density is represented as

. 1 _ _ 1 _ _
El}’ikawa = —Eyiv(ewem -+ eiReiL) — ﬁyi(eiLHem + GiRHeiL). (1.24)

The mass terms are appeared through the Yukawa coupling Yz ;s which has the following
relation

M
Yirpp o Tf (1.25)

However, there are no fundamental principles for the introduction of the Yukawa coupling
in the SM. Therefore, it is important to confirm that fermions and Higgs boson are truely
coupled to understand the origin of the fermion masses.

1.2 Search for the Top-Yukawa interaction at the LHC

The Large Hadron Collider (LHC) is the proton-proton collider with the center-of-mass energy
Vs = 13 TeV, which is the only facility to produce and study Higgs boson in the world. In
this section we present how to search for the Top-Yukawa coupling by the ATLAS experiment
at the LHC.

1.2.1 {ttH process

In order to study the Yukawa coupling, use of the decay of Higgs boson into fermion pair is the
most straightforward. However, the Higgs mass my = 125 GeV is insufficient to decay into
top-quark pair. For this reason, we use the Higgs boson production process via Higgs boson
and top-quark interaction (ttH process) to measure Top-Yukawa coupling. The diagrams of
this process are shown in Figure [Z3. The cross section of the ttH process is estimated by
the SM to be 506.5 fb with the NLO QCD calculation [19] at the LHC with /s = 13 TeV.

The Top-Yukawa coupling appears also in the other productions and decays of Higgs
boson via loop diagrams shown in Figure [.(a)-(d). In the loop diagrams, not only top-
quark but also other particles may contribute to the interaction. Thus extraction of the
Top-Yukawa coupling through decay processes requires some assumptions, such as SM, to
estimate and subtract the contribution from other particles. The measurement of ¢t H process
is the clearest approach to access the Top-Yukawa coupling.
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Figure 1.3: Feynman diagrams of the Higgs boson production in association with a top-quark
pair.

I 5000
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Figure 1.4: Feynman diagrams including the Top-Yukawa coupling. (a) The gluon fusion
process contains the top-quark loop while other quarks are also contributed. (b, ¢, d) The
H — ~v decay occurs through the top-quark loop as well as the other fermions and the gauge
bosons.



1.2.2 Previous result for each Higgs decay mode

The major Higgs decay channels are H — ob, H - WW, H — 77, H — ZZ and H —
~vv whose branching ratios are 58 %, 22 %, 6.3 %, 2.6 % and 0.2 %, respectively. The
ATLAS experiment published the result of the search for t¢H process on December 2017
using 36.1 tb™! of data collected in 2015 and 2016 with /s = 13 TeV [20-23] as shown in
Figure IA. The signal strength py gy is defined as

obs obs
O—ttH * BR

HitH = —SgM s’
ony - BR

(1.26)

where 09% is the observed cross section and o5} is the cross section predicted by SM. The
BR%* and BR°M are the branching ratios of each Higgs decay from the measurement and
the SM expectation, respectively. For the measurement of iz, BR® is assumed to be
the SM prediction (BR®* = BR5M). The p;y is measured to be 1.2 4+ 0.3 by combining
various Higgs decay channels. The background-only hypothesis is excluded at 4.2 standard
deviations, while the expectation is 3.8 standard deviations.

( t-°t|' ). ( .St.at-l , Syst. )

T T T I T T T T T T
ATLAS {s=13 TeV, 36.1 fb™
—total stat.
ttH, Hott k= - 1.5 jé ( tgg ; tgg )
fiH, H—yy e 0.6 fS;Z (‘06,705 )
ttH, H—bb el 0.8 t3;2 ( fgg ; tgg )
0.6 0.4 0.5
ffH, H—>VV H-e—H 1.5 "06 (04,204 )
R DY, I S 02 +03 \
ttH combined Lo 1.2 to.s ( toz J t02 )
1 1 1 i 1 1 I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1
-2 0 2 4 6 8 10

Best-fit u_ form_ =125 GeV
{tH H
Figure 1.5: The measured value of the signal strength of the t¢tH process [20-23].

The size of the statistical uncertainty depends on the branching ratio of the Higgs decays.
Thus the uncertainty for the H — bb channel is relatively small while the one for H — ~~
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is large. In the SM, the number of H — v decays in the ttH process is estimated to be 42
events with 36.1 fb~! data. On the other hand, the systematic uncertainty in the H — ~y
channel is much smaller than that in the other channels because the clear invariant mass peak
in H — ~v mode enables to reduce the uncertainty of the background estimation. Therefore
the H — v decay mode will be the most sensitive channel once the statistics is increased.

Furthermore, the mass peak from two photons allows to claim the existence of Higgs
boson, while one can only claim that the number of events significantly excesses from SM
background hypothesis in the other channels. Such excess could be caused by new particles
coupled with a top-quark.

For the above reasons, H — v~ decay channel is used in this analysis. In the past search
the significance measured by the single H — 77 channel was 0.9 standard deviations with
an expectation of 1.7 standard deviations [22].

1.3 Analysis overview

We search for the t¢H process where Higgs boson decays into two photons (ttH(H — ~7)
channel) using 79.8 fb™! data collected by the ATLAS detector at the LHC. The analysis
overview is presented in this section.

1.3.1 Signal final state

The final state of the ttH(H — ~7) channel consists of two photons decayed from a Higgs
boson and decay products from a top-quark pair. Since a top-quark decays into b-quark and
W boson with BR(t — bW') ~ 100%, the final state depends on the W decay, which can be
classified into two types depending on whether it contains at least one charged lepton or not;

o ttH — bbW W™ + vy — [bbqql* T + 7] or [bbggl v + ] or [bbIT 1~ Tv + vv] (56 %)
o ttH — bbWHW ™ + vy — bbqgqq + vy (44 %)

where ¢ = u, d, ¢, s, and the numbers in parentheses are branching fractions. The first decay
mode is called Leptonic channel, and the second Hadronic channel in the following.

1.3.2 Background

The characteristics of the final state is to have two photons and multi-jets, in addition to one
or two lepton(s) only for the Leptonic channel. The possible background events are:

e ~v: non-resonant di-photon production together with multi-jets
e tt + vv: non-resonant di-photon production together with a top-quark pair

e Non-ttH Higgs production: decay of Higgs boson to two photons where the Higgs boson
is produced via non-tt H processes



The v and tt+~ events have continuum di-photon invariant mass distributions as shown in
Figure T@. This continuum background includes events with jets mis-identified as photons.
Only for the Leptonic channel, the 7y events can be suppressed by requiring the existence
of a charged lepton. On contrary, the non-t¢tH Higgs production events make a peak in the
di-photon invariant mass distribution as shown in Figure I@. Figure 4 shows the diagrams
of the non-ttH Higgs productions.

Signal:
ttH (H— yy)

Events

Continuum
background:

Resonant W, vy + tt

background:
non-ttH Higgs (H—yy)

>
Higgs mass: Di-photon
~125 GeV invariant mass

Figure 1.6: Ilustration of the di-photon invariant mass distribution for the signal and the
resonant and continuum backgrounds.

1.3.3 Event selection

The basic idea of the event selection is to look for a peak by Higgs bosons in di-photon
invariant mass distribution in events containing a top-quark pair.

Di-photon selection

Photons are reconstructed from the energy deposit measured by the ATLAS calorimeter. To
make the di-photon mass peak clear, good resolution of photon energy, position and decay
vertex is required. Furthermore, there are a lot of background photons in the reconstructed
objects due to mis-identification of hadronic jets as photons. In order to reject these fake
photons, the photon identification is important for this analysis.
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Figure 1.7: Feynman diagrams of the non-t¢t H Higgs production processes. (a) Gluon fusion
process (ggF). (b) Vector boson fusion process (VBF'). (d) Vector boson associated pro-
duction process (VH, V =W, Z). (d, e) single top associated production processes (tW H,
tH jb).

Top-quark pair selection

Additional selection criteria are applied to select events containing a top-quark pair. One of
the characteristics of top-quark pair events is to have b-hadrons in the final state. To identify
events containing a top-quark pair, b-jet (jet originating from b-hadron) is required to exist.
Thus it is important to isolate b-jets from jets originating from other light hadrons.

Event categorization

Events passing both the di-photon and top-quark pair selection criteria are still suffered from
v backgrounds, especially for the Hadronic channel. In order to distinguish signal events
from v+ backgrounds, kinematic variables (energy, momentum and position) for all objects
in the final states are used. These variables are used as inputs of the multivariate analysis
(MVA).

In order to improve the signal sensitivity, events are categorized into some groups with
different signal to background ratio based on the MVA output. In this analysis, we made three
categories for the Leptonic channel and four categories for the Hadronic channel. After the
categorization, the numbers of signals and backgrounds are extracted by fitting the di-photon
invariant mass distribution.
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The remaining of this thesis is organized as follows. The overviews of the LHC and the
ATLAS detector are described in Chapter B. The dataset and the Monte Carlo simulation
samples used in this analysis are presented in Chapter B. The event reconstruction is given in
Chapter . The event selection and categorization for t¢tH (H — ~7) using the MVA technique
is described in Chapter B. After the categorization, the extraction of ttH(H — ~) signals
is performed using a statistical procedure. The detail of the signal extraction and its result
are presented in Chapter B. Finally, we discuss our result in Chapter @ and conclude in
Chapter B.
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Chapter 2

LHC-ATLAS experiment

2.1 Large Hadron er (LHC)

The Large Hadron Collider (LHC) [24] is built at the European Organization for Nuclear
Research (CERN). The LHC consists of a 27-kilometer ring inside the underground tunnel
on France-Switzerland border near Geneva.

Inside the LHC tunnel there are two beam pipes where proton beams are circulated
clockwise and anti-clockwise as shown in Figure 21 The two beams cross each other at four
points which are surrounded by the ATLAS, CMS, ALICE and LHCb detectors, respectively.
The center-of-mass energy of proton-proton collisions reaches 13 TeV in 2015, which is the
highest collision energy in the world so far.

2.1.1 Design

Figure 2 shows the overview of the LHC, including the beam injection systems. The proton
injector chain consists of the Linac 2, the Proton Synchrotron Booster (PSB), the Proton
Synchrotron (PS) and the Super ProtonSynchrotron (SPS). Table PII lists up the beam
energy of each injector component and the LHC.

Table 2.1: Maximum beam energy of the proton injectors and the LHC.

Injector Maximum beam energy |GeV]

Linac 2 0.05
PSB 1.4
PS 26
SPS 450
LHC 7000
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Figure 2.1: Overview LHC schematic [25]. It shows the four main experiments and the
two-ring structure.
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Figure 2.2: Accelerator complex in CERN [26].
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The luminosity of a collider with a Gaussian beam distribution is expressed as

Nl?nbfrevfy « F
4dme3* ’

P ' (2.2)

0.0 2
1+ (£2)
where the parameters in this formula are explained in Table EZ22. With the designed LHC
beam parameter, the luminosity is 1 x 10** cm™2s~! with the bunch interval of 25 ns.

L = (2.1)

Table 2.2: Summary of the LHC beam design and delivered values in 2017.

Parameter Design value  Value in 2017  Description

N, 1.15 x 10! 1.35 x 10! the number of protons per bunch

ny 2808 2544 the number of bunches per beam

frew 11.245 kHz 11.245 kHz revolution frequency

ol 7460 6930 Lorentz factor

€ 3.75 pmrad  2.9-1.6 yum rad beam emittance

5 0.55 m 0.42 - 0.3 m beta function at the interaction point
0. 285 prad 400 - 180 urad  beam crossing angle

Oy 16.6 pm 9-6.2 um transverse beam size

o 7.55 cm 8.2-7.9cm longitudinal beam size

Eveam 7000 GeV 6500 GeV beam energy

2.1.2 Performance

Table also shows the achieved values in 2017. Thanks to the reduced beta function
resulting in smaller beam emittance, the instantaneous luminosity exceeds the design value.
Figure 223 shows the peak and integrated luminosities recorded in 2015, 2016 and 2017. The
peak luminosity reaches 2 x 103 cm=2s7! in 2017.

Since the ATLAS detector has a limitation on the number of proton-proton interactions
per bunch crossing from the view point of data taking speed, the luminosity leveling was
introduced in the 2017 run to control peak luminosity. There are three types of leveling
techniques:

e Separation leveling
e Crossing angle leveling
e [3* leveling

Figure 224 shows one of the proton-proton collision fills in 2017 where the luminosity leveling
was taken place for about three hours at the beginning of the fill. The peak luminosities are
leveled to 1.5 x 10** cm™2s™! during 2017.
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Figure 2.3: Peak and integrated luminosities recorded in 2015, 2016 and 2017 [27)].
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Figure 2.4: One of the proton-proton collision fills in 2017 [28]. The luminosity leveling was
taken place from around 02-00h to 02-03h.
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The high instantaneous luminosity of the LHC leads to an overlap of multiple proton-
proton interactions in a single bunch crossing. This kind of multiple interaction is called "pile-
up". The average pile-up or the number of interactions per bunch crossing, i is expressed

as

L x Oinel

/,L:
ny X frev7

(2.3)
where L is the instantaneous luminosity, o;,. is the inelastic cross section of the proton-
proton collision for /s = 13 TeV, ny is the number of bunches per beam, and f,., is the
revolution frequency. Figure 223 shows the luminosity-weighted distribution of the mean
number of interactions per crossing (< g >) in 2015, 2016 and 2017 run.

ATLAS Online, 13 TeV [Ldt=86.3 flo!=

2015: <pu>=13.4
2016: <p> = 25.1
2017: <p>=37.8
Total: <p>=31.9

350
300
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uoneiqied gi/e

0 10 20 30 40 50 60 70
Mean Number of Interactions per Crossing

m-llII|IIII|IIII|IIII|IIII|IIII|III

0

Figure 2.5: Luminosity-weighted distribution of the mean number of interactions per crossing
in 2015, 2016 and 2017. The average number of interactions per crossing (< p >) corresponds

to the mean of the poission distribution of the number of interactions per crossing for each
bunch [27].
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2.2 ATLAS detector overview

The ATLAS (A Toroidal LHC ApparatuS) [3] is the general purpose detector built in one of
the collision points of the LHC. The ATLAS detector is forward-backward symmetric with
respect to the interaction point. The overall ATLAS detector layout is shown in Figure I8.

Tile calorimeters
) LAr hadronic end-cap and
forward calorimeters
Pixel detector !
LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation tracker
Semiconductor tracker

Figure 2.6: Overall ATLAS detector layout [3]. The dimensions of the detector are 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes.

The Inner Detector consists of the silicon pixel, silicon strip and straw-tube tracking
detectors locating just outside of the proton-proton interaction point. A thin superconductive
solenoid magnet covers the Inner Detector. The combination of the Inner Detector and the
solenoid magnet allows to measure momentum of charged particles. Liquid-argon (LAr)
electromagnetic sampling calorimeters are placed outside the solenoid magnet to measure
energy of electromagnetic showers. A scintillator-tile (Tile) calorimeter surrounding the LAr
calorimeters is used to measure energy of hadron showers. The Inner Detector and all the
calorimeters are covered by the muon spectrometers which are composed by four types of
chambers and large toroid magnets.

2.2.1 ATLAS coordinate system

The ATLAS group adopts a right-handed coordinate system defining the interaction point as
the origin as shown in Figure PZZ4. The positive z-axis points to the center of the LHC ring
and the positive y-axis points upwards. Instead of the © — y coordinate system, the r — ¢
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system is also defined as shown in Figure P24, where 7 is the radial distance and ¢ is the
azimuthal angle. Furthermore, the rapidity y and the pseudorapidity n are defined as

1. E+4p,
=-1 2.4
y=ghg—> (2.4)
6
n = —Intan 2’ (2.5)

where F is the particle energy, p, is the component of the particle momentum along the
beam direction and @ is the polar angle.

y y
ATLAS detector
n=-0.88 n=0 n=0.88
2 Jy B -¥
I e
U P n=-2.44 6= 17 - P Tar e n=244
z
x5 n=- oo 6=180 P 0 e

Figure 2.7: ATLAS coordinate system.

Since the phase space of a particle generated by hadron collisions is uniform in the rapidity,
we often use the rapidity instead of the polar angle. In the case of a high energy limit (the
particle energy is much greater than its mass), the rapidity can be approximated as the
pseudorapidity. Since we handle only relativistic particles in the ATLAS experiment, the
pseudorapidity is used for its simplicity.

In hadron colliders such as the LHC, the parton-parton collision energy is different event
by event. Moreover the center of mass of the parton-parton system is boosted to the beam
axis by unknown amount. As a result, the longitudinal momentum of the initial state is
completely unknown, which complicates the final state kinematics. On the other hand, the
transverse momentum of the initial state is zero and conserves in the final state. For this
reason, the transverse momentum py and transverse energy Fp defined in Eq. P23 are useful
and used in this analysis. These are defined as

pr = /P2 -|-p§ = psinf, FEp = Esin. (2.6)

Furthermore, the missing transverse energy E7'** is defined as the momentum imbalance on
the x — y plane. More detail is discussed in Section A74.
2.3 Inner Detector

The Inner Detector is located at the center of the ATLAS detector, surrounding the beam
pipe within || < 2.5. The Inner Detector is composed by the silicon pixel detector, the
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silicon strip detector and the transition radiation tracker. The layout of these three detectors
is shown in Figure 8. These detectors have high granularity to precisely measure the
position of charged tracks and its decay vertices. Furthermore, the solenoid magnet is placed
on the outside of these three detectors to make curved pathes for charged particles. More
description of each detector and magnet is given in this section.

2.3.1 Silicon pixel detector

The silicon pixel detector (Pixel) is located innermost of all the detector subsystems. It is
composed by four layers in the barrel and three disks in both the end-cap regions as shown
in Figure ZR. In the original ATLAS detector, the barrel part consisted of three layers. In
2015, the innermost layer, called Insertable B-Layer (IBL) [30], is newly installed. Each layer
is composed of modules consisting of the silicon sensors, the readout ASICs and the printed
circuit as shown in Figure 2Z79.

Table. P23 summarizes the numbers of modules and pixels, as well as the pixel size and
their depth.

Table 2.3: Summary of silicon pixel modules.

Layer #Modules #Pixels / Module Pixel size [um?]  Sensor depth [um]
1st barrel layer 280 80 x 320 (Planar sensor) 250 x 50 200 (Planar sensor)
(IBL) 80 x 160 (3D sensor) 250 x 50 230 (3D sensor)
2nd barrel layer 286 144 x 328 400 x 50 250

3rd barrel layer 494 144 x 328 400 x 50 250

4th barrel layer 676 144 x 328 400 x 50 250
End-caps (both sides) 288 144 x 328 400 x 50 250

Total 2,024 ~ 88 M

2.3.2 Silicon strip detector

The silicon strip detector (Semi-Conductor Tracker; SCT) is composed of four layers for
the barrel and nine disks for the end-cap regions. Both the barrel and end-caps consist of
modules. Each of them has the silicon strip sensors, the readout ASICs and the printed
circuit. Figure 210 shows the schematic of the SCT module. The SCT uses the single-sided
80 pum pitch micro-strip sensor with the p-in-n technology. Four sensors are mounted on
each SCT module. Two 6 cm-long daisy-chained strip sensors are located on each the top
and bottom side. They are rotated with each other by 40 mrad to measure two dimensional
position of charged particles.

2.3.3 Transition radiation tracker

The Transition Radiation Tracker (TRT') surrounds the SCT detector consisting of one barrel
and two end-caps. Both the barrel and the end-caps are composed of polyimide straw drift
tubes whose diameter is 4 mm. There is a tungsten gold-plated anode wire in the center
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Figure 2.8: Overview of the barrel and end-cap parts of the Inner Detector consisting of the
silicon pixel (IBL and Pixel), the silicon strip (SCT) and the transition radiation tube (TRT)

detectors [29].
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Figure 2.9: Schematic of the silicon pixel module [3] consisting of the silicon sensor, the
readout ASICs and the printed circuit.
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Figure 2.10: Schematic of the SCT module [3].

of the straw as shown in Figure EI1. These straws are filled with a gas mixture of 70 %
Xe, 27 % COq and 3 % O,. The TRT covers roughly up to 1100 mm in the r direction and
2700 mm in the z direction. The TRT provides only r — ¢ information of charged particle
tracks. However, the combination of precise tracking by the silicon pixel and strip detectors
with the TRT gives robust pattern recognition in both r — ¢ and 2z coordinates due to TRT’s
large volume.

In addition, the TRT provides a discrimination between electrons and pions using the
transition radiation effect. Transition radiations from electrons are emitted in the radiator
filled with the space between straws. The radiated photons are detected by the straws.

2.3.4 Solenoid magnet

The silicon detectors and TRT are surrounded by a solenoid magnet whose photograph is
displayed in Figure ZI2. The solenoid magnet generates 2 T magnetic field. It is 5.3 m long,
2.4 m diameter, 4.5 cm thick and 5 tonne weight. In order to achieve such a strong magnetic
field, the superconducting electromagnet which is composed by Al-stabilized NbTi conductor
is used.
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Figure 2.12: ATLAS central solenoid magnet [33].
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2.4 Calorimeters

There are two types of calorimeter surrounding the Inner Detector. One is the electro-
magnetic (EM) calorimeter placed just outside of the solenoid magnet. The other is the
hadronic calorimeter outside the EM calorimeter. Figure 213 shows the cut-away view of
the calorimeter system. Table 24 shows the summary of the parameters of the calorimeter
system.

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC)

LAr electromagnetic y
end-cap (EMEC)

LAr electromagnetic
barrel
LAr forward (FCal)

Figure 2.13: Cut-away view of the ATLAS calorimeter system [3].

2.4.1 EM calorimeter

The EM calorimeter consists of lead absorbers, liquid-argon (LAr), and electrodes. This
detector has an accordion shape as shown in Figure ZI4. This shape allows full coverage in
¢ without any insensible cracks and fine segmentation along n direction.

As shown in Figure 214, the EM calorimeter is segmented into three layers in depth. The
first layer is finely segmented along 1. The second layer, on the other hand, is coarser than
the first layer but it has large volume in the longitudinal direction, which allows to collect
the large fraction of the energy deposit. The third layer is placed to detect only the tail
of the EM shower, thus longitudinal length is short and the segmentation along 7 is rough.
This high granularity arrangement in the 7 direction allows precise shower shape analysis
especially for the photon and electron reconstruction. In addition, the presampler detector,
which consists of liquid-argon, is placed in front of the first layer only for the barrel part.
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Table 2.4: Summary of the parameters of the calorimeter system [3].

| Barrel | End-cap
EM calorimeter
Number of layers and |n| coverage
Presampler 1 In| <152 | 1 1.5<|n|<1.8
Calorimeter 3 N <135 | 2 1.375<|n| < 1.5
2 1.35<|n| <1475 | 3 L5<|nl <25
2 25<|n] <32
Granularity An x A¢ versus |7|
Presampler 0.025x0.1 In| <1.52 | 0.025x0.1 1.5<|n|< 1.8
Calorimeter 1st layer 0.025/8 x 0.1 Il <1.40 | 0.050x0.1 1.375 < || < 1.425
0.025x0.025 1.40<|n| <1475 | 0.025x0.1 1425 <n| < 1.5
0.025/8 x 0.1 1.5<|n|< 1.8
0.025/6 x 0.1 1.8<|n|<2.0
0.025/4 % 0.1 20<|n|<24
0.025 x 0.1 24<n| <25
0.1 x0.1 25<|n| <32
Calorimeter 2nd layer 0.025 x 0.025 In| < 1.40 | 0.050 x 0.025 1.375 < |n| < 1.425
0.075x0.025 1.40<|n|< 1475 | 0.025x0.025 1425 < |n| < 2.5
0.1x0.1 25<n| <32
Calorimeter 3rd layer 0.050 x 0.025 In| < 1.35 | 0.050x0.025 1.5<|n| <25
Number of readout channels
Presampler 7808 1536 (both sides)
Calorimeter 101760 62208 (both sides)
LAr hadronic end-cap
[n| coverage 1.5<n|<3.2
Number of layers 4
Granularity An X A¢ 0.1x0.1 1.5<n| <25
0.2x0.2 25<n|<3.2
Readout channels 5632 (both sides)
LAr forward calorimeter
[n| coverage 3.1<|nl<4.9
Number of layers 3
Granularity Ax x Ay (cm) FCall: 3.0 x 2.6 3.15<|n| <4.30
FCall: ~ four times finer ~ 3.10 < |n| < 3.15,
430 < |n| < 4.83
FCal2: 3.3 x4.2 3.24 < |n| < 4.50
FCal2: ~ four times finer ~ 3.20 < |n| < 3.24,
4.50 < |n| < 4.81
FCal3: 5.4 x 4.7 3.32 < |n| < 4.60
FCal3: ~ four times finer  3.29 < |n| < 3.32,
4.60 < |n| < 4.75
Readout channels 3524 (both sides)
Scintillator tile calorimeter
Barrel Extended barrel
[n| coverage nl < 1.0 08<n|<1.7
Number of layers 3 3
Granularity An x A¢ 0.1x0.1 0.1x0.1
Last layer 0.2x0.1 0.2x0.1
Readout channels 5760 4092 (both sides)
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Figure 2.14: Segmentation of the LAr calorimeter [3].
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The total thickness of the EM calorimeter is > 22 radiation length (Xj) in the barrel, and
> 24 Xj in the end-caps.

The linearity of response and the fractional energy resolution of the EM calorimeter to
electron is measured by beam tests [3|, whose result is shown in Figure ET3. In the energy
range of 15 - 180 GeV, the reconstructed energy response is linear within +0.1 %. The energy

resolution was measured to be op/E = 10//E(GeV) @ 0.17 %.
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Figure 2.15: Performance of the EM calorimeter using electron and positron beams [3]. (a)
Linearity of response as a function of the electron beam energy, Epeam. (b) Fractional energy
resolution as a function of the electron beam energy, Fycam-

2.4.2 Hadronic calorimeter

There are three types of hadronic calorimeters in the ATLAS. One is the LAr hadronic end-
cap calorimeter consisting of copper/LAr placed in the region of 1.5 < |n| < 3.2. Next is
the LAr forward calorimeter which consists of copper-tangsten/LAr covering 3.1 < |n| < 4.9.
The last one is the Tile calorimeter placed in the barrel region. It is a sampling calorimeter
with a steel-scintillator sandwich structure. Figure 218 shows the schematic of the Tile
calorimeter.

The Tile calorimeter has approximately 7.4 interaction length in depth. The signal from
the scintillator is read out by photomultiplier tubes through wave length shifting fibers.

2.5 Muon spectrometer

The muon spectrometer is the outermost detector of the ATLAS as shown in Figure ZT1. Ba-
sically only muons can reach this region because most particles are absorbed at the calorime-
ter except for punch-through particles and neutrinos. The spectrometer is composed of four
types of gas chambers: Monitored drift tubes (MDT'), Cathode strip chambers (CSC), Resis-
tive plate chambers (RPC) and Thin gap chambers (TGC). The MDT and CSC are used for
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Figure 2.16: Overview of the Tile calorimeter [34] and its component [3].

the precise tracking. The MDT covers |n| < 2.7 except for the innermost layer which covers
In| < 2.0. The CSC is located at the region of 2.0 < |n| < 2.7. The RPC and TGC are used
for the triggering. The RPC covers |n| < 1.05 while the TGC covers 1.05 < |n| < 2.7 region.

Three large air-core toroids generate the magnetic field to measure the muon momentum
as shown in Figure ZZT74. The toroid system is composed of one barrel and two end-caps.
Each of them has eight segmented toroidal coils.

2.6 Luminosity detectors

There are two types of detectors in the ATLAS to measure the luminosity [35]; the LUminosity
measurement using a Cherenkov Integrating Detector (LUCID) and the Beam Conditions
Monitor (BCM).

2.6.1 LUCID

The main purpose of the LUCID is to measure the luminosity by detecting inelastic proton-
proton scatterings. It also provides the online monitoring of the instantaneous luminosity
and beam conditions. The current version of the LUCID was installed just before 2015 run.
It consists of quartz as the Cherenkov medium and photon multipliers to detect charged
tracks from the collision point. Figure EI8 shows the LUCID detector system.

2.6.2 BCM

The BCM is composed of four 8 x 8 mm? diamond sensors, placed around the beam pipe at
|z| = £ 1.84 m on each side of the ATLAS interaction point. The diamond sensor is selected
for its radiation hardness.
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Figure 2.17: Muon spectrometer and toroid systems [3].
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Figure 2.18: LUCID detector system [36].

2.7 Trigger system

All the collision data cannot be recorded because the event rate of LHC collisions is too
high. Only interesting collision data are selected and stored using the Trigger and Data
Acquisition (TDAQ) system [37, B8|. Figure P19 shows the schematics of the TDAQ system.
The trigger system consists of a hardware-based first level trigger (Level-1) and a software-
based second level trigger (High Level Trigger: HLT). A Level-1 trigger signal is generated
when a particular event is occurred in a collision (e.g. there are two high pr photons in case
of the analysis in this thesis), based on either the calorimeter or the muon spectrometer.
After that the trigger signal is sent to the central trigger processor (CTP). Then the CTP
provides a trigger signal for all the ATLAS sub-detectors. A trigger signal is generated beam
bunch by bunch. Since it is impossible to make a trigger decision within a bunch crossing
interval (25 ns), bunch by bunch collision data for each detector must be retained in the
pipeline memories on the front-end detector electronics until the trigger decision is made by
the CTP. Once each subsystem receives a trigger signal, data taken in the corresponding
collision bunch is sent to the HLT. Only events passing the HLT selection are sent to the
data storage.

2.7.1 Level-1 trigger

The Level-1 trigger decision is made by the calorimeter and the muon spectrometer. From the
calorimeter, triggers related to photons, electrons, taus, jets and missing transverse energy
are generated while triggers related to muons are generated by the muon spectrometer. In the
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Figure 2.19: The ATLAS TDAQ system [38| consisting of a hardware-based first level trig-
ger (Level-1) and a software-based second level trigger (HLT). The Level-1 trigger decision is
formed by the Central Trigger Processor (CTP), which receives inputs from Level-1 calorime-
ter and Level-1 muon triggers. After the Level-1 trigger acceptance, the events are processed
by the HLT using the Region-of-Interest (Rol) from the Level-1.
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ttH(H — ~7) analysis, events with at least two photons are selected by the trigger system
(Di-photon trigger). Since the ATLAS is the general purpose detector, not only two photons
but also the combinations of high pr electrons, muons, jets and so on are used to trigger
events for the other analyses. The Level-1 trigger output rate is up to 100 kHz. The Level-1
trigger latency which is the time from the collision until an event is accepted by the Level-1
trigger system is set at 2.5 us. In order to achieve the latency of 2.5 us, the Level-1 trigger
system is implemented in the fast custom electronics.

Furthermore, The Level-1 trigger defines Regions of Interest (Rol’s). Only the data
associated with the Rol’s are used in the HLT analysis.

Photon (Electron) trigger

Data collected by the Di-photon trigger are used in this analysis. The trigger algorithm
identifies a cluster consisting of 2 x 2 EM trigger towers as shown in Figure ZZ20. Here one
trigger tower is defined as the size in 7 — ¢ plane of Anp x A¢ = 0.1 x 0.1 in most parts. In
each cluster, at least one vertical or horizontal energy sums of the neighboring towers in the
cluster (see Figure EZ20) must exceed a certain threshold. In order to require isolation, the
energy sum of 12 EM towers surrounding 2 x 2 EM seed towers must be below a threshold.
Moreover, 4 x 4 hadronic calorimeter trigger towers behind EM towers must be below a
threshold to suppress hadron contaminations.

The 2 x 2 EM seed tower is defined as the coordinates of the electron/photon Rol. At
the stage of the Level-1 trigger, photons and electrons cannot be distinguished because there
are no charged track information which should be provided by the Inner Detector. The
photon-electron separation is responsible for the HLT.

2.7.2 High Level Trigger (HLT)

Rol’s defined by the Level-1 trigger are sent to the HLT in which precise selection algorithms
run with the full granularity detector information for well-separated objects such as photon,
electron, muon and tau. Only the case of jets and global event quantities (e.g. EM*)
reconstruction, the full calorimeter information is used. In the HLT algorithm, the object
reconstruction is performed within a processing time of about 200 ms using large amount
of computing resources. In the Di-photon trigger, photons are reconstructed using energy
deposits in the calorimeter and charged particle tracks provided by the Inner Detector. The
reconstructed objects at the stage of the HLT are used only for the triggering. The offline
object reconstruction used for the physics analysis is performed independently on the HLT.
The HLT reduces the event rate from 100 kHz to approximately 1 kHz in average.
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Chapter 3

Data and Simulation samples

The dataset used for this analysis is described in this chapter. This analysis uses the proton-
proton collision data provided by the LHC and recorded by the ATLAS detector from 2015 to
2017. A detailed description of the dataset is presented in Section Bl. In order to understand
the behavior of the data and the detector, simulated samples of the proton-proton collision
are used. Section B describes the simulation samples in detail.

3.1 Data sample

Table BT shows the integrated luminosity collected in 2015, 2016 and 2017. The integrated
luminosity delivered by the LHC reaches 92.9 fb=! while the ATLAS detector successfully
records 86.4 fb=1.

During data taking, while detector shifters monitor the status of each detector, data
quality shifters additionally check reconstructed objects such as tracks, calorimeter clusters,
muons and jets in online. In addition, the data quality is checked again after the offline
reconstruction. In the data quality check, some data taking periods whose data is improper
to use for physics analysis are removed by various criteria. Some of the sources of such bad
events are severe coverage losses, timing shifts and data corruption. After removing these
bad events, the integrated luminosity used for the analysis is reduced to 79.8 fb~!. This
condition is called "Good for physics" in Table B.

Table 3.1: The integrated luminosity collected in 2015, 2016 and 2017.
Year LHC delivered [fb™!] ATLAS recorded [fb™!] Good for physics [fb~?]

2015 4.2 3.9 3.2
2016 38.5 35.6 33.0
2017 50.2 46.9 43.6
Total 92.9 86.4 79.8

37



3.2 Simulation samples

The acceptance and efficiency of signal and resonant background events are estimated by
Monte Carlo (MC) simulation. The resonant background is composed by the non-t¢tH Higgs
production processes: ggF, VBF, VH(V =W, Z), tH and others. In addition, MC samples
which make continuum background are also used to understand its behavior. The continuum
background mainly comes from direct di-photon productions. Two types of the direct di-
photon simulation sample are prepared; one is that two photons are generated together with
a top-quark pair (t£+77), and the other does not contain any top-quarks (7). The method of
the MC event generation and the samples used for this analysis are described in Section B=21
and B2, respectively.

3.2.1 Event simulation

In order to simulate each event produced in a proton-proton collision, there are three steps
in the event simulation process: event generation, detector simulation and digitization [39].

First, particular physics events are generated with a MC generator. The generator handles
hard processes, initial and final state radiation (ISR, FSR), parton showering, underlying
events, decays of unstable particle and hadronization processes. To model data, it is useful
to combine two generator packages which handle the matrix element calculation and parton
shower modeling, respectively. In addition, we need to select various types of parameter
tunings such as the parton distribution function (PDF) sets and the renormalization and
factorization scales for the QCD calculation.

After the event generation and hadronization, all MC samples are simulated with GEANT4
toolkit [40] to take into account the detector geometry. At this stage, the energy deposition,
position and timing information corresponding to each sub-detector are recorded as a "hit"
information.

Finally, these hit information are converted into detector responses. This process is called
digitization. A digital information is produced when the voltage or current on a particular
readout channel has exceeded a detector’s threshold within its timing window. The charge
collection on each sub-detector is also modeled, which includes cross-talk, electronic noise
and channel-dependent variations. Furthermore, the pile-up is overlaid to each event before
the digitization.

3.2.2 Signal and background samples

Table B2 shows all MC samples for the signal and backgrounds.

Simulated ttH(H — ~7) events are generated using Powngg |21, 82| with the NLO PDF
set by NNPDF3.0 [43|. The parton showering, hadronization and underlying event for this
sample are modeled by Pyruia8 24, 45]. In order to reduce the systematic uncertainty from
the MC statistics, 4.5 million events are produced (about 45,000 times more than the number
of expected events).

Non-tt H Higgs background samples listed on Table B2 are also generated using Pownra +
Pyruia8 generators except for the tH (tWH and tHjb) samples. The tH samples are gen-

38



Table 3.2: MC sample list used for the signal and background estimation

Process Generator Parton shower PDF o x BR |[fb]
Signal ttH (H — "/’}/) POWHEG PYTHIA8 NNPDF3.0 1.150
Non-itH Higgs 99F (H — v7) PownEec Pyrria8 NNLOPS 110.1
background VBF (H — "/’y) POWHEG PYTHIA8 NNPDF3.0 8.578
W-H (H — ’y’y) POWHEG PYTHIA8 NNPDF3.0 1.206
ZH (H — ”/’Y) POWHEG PYTHIA8 NNPDF3.0 1.725
bbH (H — ’y’}/) Pownea Pyruia8 NNPDF2.3 1.104
tWH (H — ~y) MadGraph5 aMC@NLO  Herwig++ CT10 0.034
tHjb (H — ~vv) MadGraph5 aMC@NLO Pyraia8 CT10 0.169
Continuum tt + vy (0-lepton) MadGraph5 aMC@NLO PyTHia8 NNPDF2.3 6.482
background tt + vy (>1-lepton) MadGraph5 _aMC@NLO Pyraia8 NNPDF2.3 4.076
Yy (mw S [50,90] GCV) SHERPA 224 SHERPA 224 NNPDF3.0 1.391 ><105

erated with MadGraph5 aMC@NLO [46]. The parton showering is modeled by the Her-
wig++ [47] for the tW H sample and Pyryia8 for the tHjb sample.

For the continuum background, tf + «y samples are separated into two top-quark decay
modes. The 0-lepton sample indicates that both W bosons decayed from a top-quark pair
decay into quarks while >1-lepton sample denotes that at least one W boson decays into
leptons. Both tt + vy samples are generated with MadGraph5 aMC@NLO. The parton
showering is modeled by Pyrmia8. The 7 samples are prepared with each m., slices; m.,
€ [50,90] GeV and m., € [90,175] GeV, where m.,, is the di-photon invariant mass. Spgrpa
2.2.4 |48] is used as the generator and the parton shower model for both v samples.

In order to evaluate the systematic uncertainties which arise from the generator and
the parton shower modeling, hadronization, underlying event and PDF, alternative signal
MC samples are produced [49, b0|. These samples are listed in Table B33. To estimate
the generator uncertainty, the MC sample generated with the MadGraph5 aMCQ@QNLO +
Pyruia8 is prepared. For the parton shower modeling, hadronization, underlying event and
PDF uncertainty estimate, Herwig++ generator is used instead of Pyruia8. This uncer-
tainty is evaluated by the difference between MadGraphb5 aMCQNLO + Pyrpia8 and Mad-
Graphb5 aMCQ@NLO + Herwig++.

Table 3.3: ttH (H — ) MC samples used to estimate uncertainties related to the generator,
parton shower, hadronization, underlying event and PDF.

Generator Parton shower PDF Description
PownEg PyraIa8 NNPDF3.0 Reference sample
MadGraph5 aMC@NLO Pyvrria8 NNPDF3.0 For the uncertainty by the generator

For the uncertainty by the parton shower,

MadGraph5_aMC@NLO Herwig -+ CT10 hadronization, underlying event and PDF
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Chapter 4

Event reconstruction

In the ttH(H — ) analysis, photons, electrons, muons and jets exist in the final state.
The reconstruction and the selection criteria of each object are described in this chapter. A
jet originated from a b-quark is identified using the "b-tagging" algorithm which is explained
in Section E@. In addition to the objects above, the missing transverse energy (EI), as
the signature of invisible neutrinos, is reconstructed. The EZ** reconstruction is described
in Section A4

4.1 Tracking and vertexing

4.1.1 Tracking

Charged tracks are used in the reconstruction of photons, electrons, muons and jets. Tracks
are reconstructed by hit positions recorded by the Inner Detector [61]. The reconstruction
procedure has three steps.

The first step is the creation of hit points in the silicon detectors and TRT. The silicon
pixel and strip hits form a "cluster" with neighboring pixels and strips, respectively. From
these clusters, three dimensional hit points referred to as "space-points" are defined. In
the silicon pixel detector, each cluster corresponds to one space-point, while in the silicon
strip detector, clusters from both sides of a strip layer are combined to obtain a space-point.
Only two dimensional position is provided by the TRT because it does not have the stereo
measurement.

The second step is the creation of a track seed from sets of three space-points by finding
a straight line on the r — z plane identified by the silicon detectors. Once a seed is found,
the candidate track is formed from the seed by incorporating additional space-points using a
Kalman filter [52] fitting. A track score is assigned to each candidate to reduce fake tracks.
The score is determined by the x? and the number of space-points used for the track fitting.
Tracks with the score smaller than a certain threshold are removed from the candidates.

The final step is the extrapolation of the remaining track candidates further to the TRT,
adding hits to the candiates. All surviving candidates are re-fitted using all space-points and
TRT hits. After the re-fitting, track candidates passing the criteria listed in Table B are
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used as charged particles.

Table 4.1: Summary of the charged track selection criteria.

Parameter Cut value
>9 (if |n| < 1.65)
> 11 (if || = 1.65)

Number of silicon hits

Number of innermost + second innermost pixel layer hits >0
Number of missing hits in the pixel detector ==

pr > 10 GeV
Longitudinal impact parameter, |z < 1.5 mm

4.1.2 Vertexing

Multiple particles sometimes appear at a certain point by, for example, a proton-proton
collision or a particle decay. This point is called as vertex. In this section, the reconstruction
procedure of vertices from proton-proton collisions is described. Since there are many proton-
proton interactions per bunch crossing, many vertices are produced. The vertex that has the
largest sum of squared pr of the associated tracks is defined as the primary vertex (PV),
while the remaining vertices are regarded as the "pile-up" vertices.

The vertex reconstruction 53] begins with searching for the position of a vertex seed
where tracks are the most densely populated. For the seed, all tracks are examined if they
are compatible with forming a vertex by the x? fitting [54]. A weight, w, based on the x?
of the fit is assigned to each track. The weight is low as x? is large. Tracks with low weight
have less impact on the calculation of the vertex position. The weighted x? (x?) is defined
as

Xo(®) = Z wi(®)x; (), (4.1)

where x is the vertex position, w; and y; are the weight and y? for i-th track, respectively.
The position x where the x? is minimized is selected as the vertex position. After the vertex
position is determined, tracks displaced by more than 7o, where o is the error of the vertex
position, from the vertex are used in the determination of other vertices. This procedure is
repeated until no unassociated tracks are left in the event or no additional vertices can be
found.

4.2 Photon

Reconstruction

Photons (as well as electrons and jets) are reconstructed from three dimensional clusters
built by calorimeter cells which have large energy deposit. Such a cluster is called "topo-
cluster" [B5]. The topo-cluster is defined by connecting calorimeter cells which have large
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signal. The cell unit is listed in Table 2. The cell which has energy of |Ecen/ocen| > 4 is
considered to be the cluster seed, where |E | is the measured energy at the cell and o is
the cell noise. The seed cell and neighboring cells with |Eco/ocen| > 2 are grouped to form a
cluster, where the neighboring cells are defined as four cells around a seed cell in a given layer,
and cells in adjacent layers having partial overlap in the (1, ¢) plane. Each neighbor cell
becomes a seed cell, and then new neighboring cells are searched. This iteration is repeated
until no new neighboring cells are found. Finally, neighboring cells satisfying |Eecen/0cen| > 0
are added to the cluster.

Both the hadronic calorimeter and the EM calorimeter are used to form the topo-cluster.
The EM energy fraction fg), is defined as

cluster
EEM

= cluster cluster’
EEM + EHad

fem (4.2)
where E¢Uster and E@uster are the cluster energies in the EM and hadronic calorimeter,
respectively. In the photon reconstruction, fgp > 0.5 is required to reduce hadrons. This
requirement can reject ~60 % of hadrons while the photon efficiency is kept to be > 99 %.

To discriminate photons from electrons, photons are required not to have any tracks
matching with a calorimeter cluster. Photon candidates with |7ack — Neruster] < 0.05 and
—0.10 < ¢+ (Ptrack — Petuster) < 0.05 are removed, where Neusier and Gepysier are the positions of
a cluster barycenter, 1.4t and ¢u.qcr are the positions of a track extrapolated to the second
layer of the EM calorimeter, and ¢ is the charge of the track. The remaining cluster after
the above requirements is called "unconverted photon".

In addition, two tracks matching to one cluster are checked if they form a conversion
vertex. In case the pair of tracks form a conversion vertex, the cluster with such a pair of
tracks is regarded as "converted photon". Figure B shows the concept of the unconverted
photon, converted photon and electron.

In order to recover converted photons with only one track matching with a topo-cluster,
the supercluster [b6| is introduced as shown in Figure B2. There are two types of the
supercluster. First, two adjacent topo-clusters in the distance An x A¢ = 0.075 x 0.125 are
considered to be a supercluster. Second, two topo-clusters with matching tracks forming a
common conversion vertex are considered to be a supercluster, regardless of its distance.

Selection

The photon pr is defined as pr = Ep = E/ cosh (1), where E is the energy of photon cluster
and 7 is the pseudorapidity of the barycenter of the cluster in the second layer of the EM
calorimeter. The photons are required to have pr > 22 GeV and |n| < 2.37 (excluding
1.37 < |n| < 1.52), and to pass the selection criteria to reject backgrounds of hadronic jet
which contains neutral hadrons or photons. The photons typically produce narrower shower
in the EM calorimeter and have smaller leakage to the hadronic calorimeter compared to jets.
The cuts on the following variables are used to discriminate photons from hadronic jets [57]:

e Energy leakage to the hadronic calorimeter

e Energy deposit in the middle layer of the EM calorimeter
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Figure 4.1: Track-cluster matching in the photon (electron) reconstruction. The unconverted
photon has no matched tracks. The converted photon has a charged track pair matched to
the cluster. These tracks form the vertex apart from a collision point. The electron candidate
has associated charged track coming from a collision point.
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Figure 4.2: Diagrams of the superclustering algorithm for converted photons. (a) two adjacent
topo-clusters in the distance An x A¢ = 0.075 x 0.125 are considered to be a supercluster.
(b) two topo-clusters whose matched tracks have a common conversion vertex are considered
to be a supercluster.
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e Shower width measured by the finely segmented layer (called strip layer) of the EM
calorimeter

The list of all the discriminating variables is shown in Appendix @A. The cuts are tuned
separately for unconverted and converted photons in several 7 regions. There are three cut
points called Loose, Medium and Tight. The Loose selection uses the energy leakage to the
hadronic calorimeter and the energy deposit in the middle layer of the EM calorimeter. The
Loose cut point has the highest photon efficiency in the three cut points, which is 98.9 %
for unconverted photons and 96.3 % for converted photons. The Medium selection uses part
of variables for the strip layer of the EM calorimeter in addition to the Loose selection, to
reduce fake photons more. The Medium cut point is used only for the photon trigger as
discussed in Section B=2Z2. The T'ight selection uses all variables for the strip layer of the EM
calorimeter in addition to the Loose selection.

Performance
- Energy calibration

The energy deposited in a topo-cluster is estimated based on the test-beam studies [68]. The
three types of corrections are applied; the energy loss in the materials in front of the EM
calorimeter, the energy leakage to the cells adjacent in n and ¢, and the energy leakage to
back of the EM calorimeter. The size of these corrections is determined by MC. Both data
and MC use the same correction.

After the energy calibration of the topo-cluster, the energy scale is calibrated with elec-
trons coming from Z — ee decays [69] because both photon and electron energies are deter-
mined by the topo-cluster. The electron energy in data is adjusted so that the di-electron
invariant mass is matched to the world average of the Z boson mass. The difference in the
energy resolution between data and MC is also measured to correct MC. The systematic
uncertainty in the energy scale calibration varies between 0.25 % and 1 %, depending on 7,
for photons with py around 60 GeV.

4.2.1 Tight selection efficiency measurement

The efficiency of the T'7ght photon selection with respect to reconstructed photons is measured
in data. The efficiency is calculated by counting the number of photons passing the Tight
selection, with respect to the number of reconstructed photons, and therefore highly pure
photon sample is needed. The photon reconstruction efficiency is estimated to be > 95 %
for photons with pr > 25 GeV using the Z — [l (I = e, u) MC sample. The difficulty of
the measurement is the absence of such pure photon samples over a large pr range. To deal
with the problem, two different measurements are used.

e Radiative Z decays : This method uses Z — Il (I = e, i) events where photon comes
from the final state radiation (FSR). High purity photons can be obtained but the
statistics of high py photon is not sufficient. For this reason, it allows to measure the
efficiency only in the region of 20 < py < 100 GeV.
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e FKaxtrapolation of electron to photon : By making use of the similarities of the shower
shape between electrons and photons in the EM calorimeter, electrons are used to
measure the photon efficiency with some corrections. This method uses a pure sample
of electrons obtained from Z — ee events. This allows to measure the efficiency in the
region of 30 < pr < 1000 GeV.

Radiative Z decays

Events are required to pass logical OR of the single electron (muon) trigger and di-electron
(di-muon) trigger to select Z — eey (Z — puuy) events. An opposite charge pair of the same
flavor leptons and at least one photon are required to exist. Photons are required to have pr
> 20 GeV and pseudorapidity in the range of |n| < 1.37 or 1.52 < |n| < 2.37. The isolation
selection to photons described in Section b3 is applied.

The main backgrounds are initial state radiation (ISR) events, where the photon is radi-
ated from initial quarks, and Z -+ jets events where a jet fakes a photon. In order to reduce
them, events are required to have 80 GeV < my, < 100 GeV, where my, is the invariant
mass of two leptons and a photon. Figure shows the two dimensional invariant mass
distribution of Il and lly. The signal purity is estimated in data by fitting m,, distribution
with the shape of Z — lly and Z — Il (+ ISR or jet) expected by the MC. The signal purity
is > 99 % for both electron and muon channels as shown in Figure B4.

;‘ 14OJ“‘\““““\““\““““““\““\“““‘ > ; 14OJ“‘\““““\““\““““““\““\“““‘ >
S 30 . 2508  § 1305 . S
S 130;\(§=13TeV,J-Ldt=79.8fb ° © ;V§=13TeV,ILdt=79.8fb o
§ 0 ataz t § € "™ baaz t E
E . ven . = - ven
110%aa eey eve - ¥ 200L<I1>JJ 110;aa Hpy eve L%a
100F A AT 5 100F
90F 90F
0 - S 0
70; y e S 70;
60F- ot 50 60F-
50 50E-
4QEr AN AR 0 aq
90750 60 70 80 90 100110 120 130 140 3050 10120 130 140

Meey [GEV] My [GeV]
(a) (b)

Figure 4.3: Two dimenaional invariant mass distributions of (a) ee vs eey and (b) pp vs puy.

Extrapolation of electron to photon

In this method, the efficiency is calculated by counting the number of electrons passing
the Tight photon selection with some corrections to the shower shape to compensate the
difference between electrons and photons. To collect pure electrons without biasing the
electron which is used to evaluate the efficiency, the Z — ee decays are selected by the
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Figure 4.4: Mass distribution of Z — [l events for (a) electron and (b) muon channel.

tag-and-probe method, where an unbiased electron, 'probe’, is obtained by requiring strict
selections to another electron, 'tag’. Event selection starts from to pass the single electron
trigger. The trigger object must match the tag electron. An opposite charged pair of the
same flavor electrons is required to exist. Both tag and probe electrons are required to have
pr > 30 GeV and pseudorapidity in the range of || < 1.37 or 1.52 < |n| < 2.37. The
isolation selection is applied for both electrons. Only the tag electron is required to pass the
electron identification selection as described in Section BZ3 to reduce fakes. The events are
required to have the invariant mass of di-electron in the range of 70 < m,, < 110 GeV.

The backgrounds are mainly multi-jet and W +jets events, where a jet fakes an electron.
Figure B-3 shows the di-electron invariant mass distribution for Z — ee events. The signal
purity is estimated by fitting the mass distribution with the signal and background template
shapes. The signal template is prepared by the Z — ee MC while the background template
is obtained from the data where the probe electron fails both the identification and isolation
selections. The signal purity is estimated to be > 99 % by the fitting.

The difference of the shower shape between photons and electrons is evaluated using MC.
The photon (electron) shower shape is obtained by v + jet (Z — ee) MC. There are eleven
variables to represent the shower shape as listed in Appendix [Al. Each electron variable, z., is
transformed to photon variable, z.,, obeying the Smirnov transformation [60] with f defined
as

FH(Fe(e),

-

r, = f(z.) (4.3)

where F. (z) and F.(z) are the cumulative distribution functions (CDF’s) of x for simulated
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Figure 4.5: Distribution of the di-electron invariant mass for Z — ee events.

photons and electrons, respectively. Electrons have relatively broader shower shape because
they tend to make a shower in front of the calorimeter than photons. To demonstrate the
transformation the variable Ry is selected as the example, where Ry is the ratio of the energy
deposit in 3x 7 (1 x ¢) cells over the energy deposit in 7 x 7 cells of the middle EM calorimeter
layer, centered at the photon cluster position. The R, distribution for electrons and photons,
as shown in Figure B8 (a), are used to get the corresponding CDF’s (Figure B8 (b)). From
these CDF’s, a Smirnov transformation is derived, which is a mapping of R, between electron
and photon as shown in Figure B8 (c). Based on this mapping, the electron distribution is
transformed to the pseudo-photon distribution as shown in Figure B8 (d).

After deriving z,’s, the number of electrons passing the photon requirements with the
x,’s is simply counted to obtain the efficiency.

Result of the efficiency measurement

The Tight photon selection efficiency 7" is defined as
Tight . Nnght
cTight _ probe y(e) BG ~(e) (4.4)
Nprobe v(e) — NBG ~(e)
where Np,ope ~(e) and N;gf;tv( ) are the numbers of probe photons (electrons), and the ones

passing the Tight selection, respectively. The Npg ) and Ngg’ht() are the numbers of
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Figure 4.6: Demonstration of the extrapolation of electron to photon method: (a) the ini-
tial Ry for electrons and photons, (b) the CDF of R, for electrons and photons, (c) the
transformation map for the R, from electrons to photons, (d) the Ry distribution after the
transformation.
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backgrounds before and after the Tight selection. The 79" is measured as a function of

pr and |n| of the reconstructed photon or electron, and separately for the converted and
unconverted photons. Figure B4 and BR show the results. The efficiency varies from 95 %
to 98 % and from 90 % to 94 %, depending on 7, for the converted and unconverted photons
with pr around 50 GeV, respectively. The two methods give the consistent results.

4.2.2 Di-photon trigger efficiency measurement

The trigger system is separated into the Level-1 and HLT as described in Section 274. After
the decision of the Level-1, the Regions of Interest (Rol’s) defined by the Level-1 trigger are
sent to the HLT. The decision in the HLT is performed by the online photon reconstruction.
The difference of the reconstruction algorithm between the online and offline described above
is the definition of the calorimeter cluster. In the online reconstruction, simpler clustering
algorithm is used instead of the topo-cluster finding to save the CPU time, as explained
below [61].

A cluster is formed by energy deposits only in EM calorimeter cells. The EM calorimeter
is divided by the elements of size An x A¢ = 0.025 x 0.025. Inside each of these elements, the
energy of all cells in all longitudinal layers is summed. Each element is called "tower" in the
following. Then, a window with fixed size N, x Ny = 3 x 7 and 5 x 5, in units of the tower
size, is defined for the barrel and end-caps of EM calorimeter, respectively. The window is
moved across each element of the tower grid in the Rol. If the sum of Er in the window is
a local maximum, the group of towers in the window is defined as the cluster. Photons are
reconstructed by the clusters with the same method as the offline reconstruction while the
supercluster is not formed in the online reconstruction. The decision of photon triggers is
based on the photon pr and Loose or Medium selection criteria.

Table B2 shows the requirements of the di-photon trigger at the Level-1 and HLT, re-
spectively. Since the data taking period in 2017 is in relatively higher pile-up environment
than that in 2015 and 2016, the requirement in 2017 is tighter than the one in 2015 and 2016.
The pr threshold of both photons is increased in the Level-1 while the Medium selection is
used instead of Loose in the HLT.

Table 4.2: The di-photon trigger requirement in 2015, 2016 and 2017

Year Level-1 HLT
2015, 2016 Er > 15 GeV for both photons pr > 35(25) GeV for (sub-)leading photon
Photon selection: "Loose"
2017 Er > 20 GeV for both photons pr > 35(25) GeV for (sub-)leading photon
Photon selection: " Medium"

Since the di-photon trigger efficiency cannot be directly measured because of lack of pure
data sample, the efficiency is obtained by multiplying the single photon trigger efficiencies.
The di-photon trigger efficiency with respect to t¢tH(H — 77y) events is defined as

gi:jt?(}[_yw) — /gtrig(35GeV)Plead(pT) % 5trig(25GeV)Psub—lead(pT)de’ (45>

49



Efficiency

1 o[PID: Tight

4

0.8

ﬁﬁ*ﬁ”“i

1.4s-13 TeV,J-Ldt =79.81"

EConverted photon

NN S

——MCZ - ly

0.6} —a— MC inclusive y {
L —e— DataZ - lly b
0.4— —— DataZ ~ee(e - y) |
r 0.0<|n']<0.60 N
0.2 -
07 L L A7 ~
g 12 ]
S s ]
PR 2 SRS & = = e ¢ 3 3
8 08f I ]
10° 10°
© [GeV]
5 C T T T ‘ T ‘7
5 140s=13 Tev,J'Ldt -7981" -
k3] H 7
i 1.p[PID: Tight —
 Converted photon ]
11— A —]
0.84_# =
B —— MCZ - ly 4
0.6— —— MC inclusive y ]
[ —e—DataZ - lly B
0.4 —+— DataZ ~ee(e - y) _|
C 1.52 < || < 1.81 ]
0.2— =
07 L .
o - ]
S 1.2 ]
= 1k | 44 +4 1
© - L e 4
g Tt o
a 0.8f - E
102 10°
© [GeV]

Efficiency

Data/MC

Efficiency

Data/MC

0.8

0.6

0.4

0.2

1.2F

0.8

0.8

0.6

0.4

0.2

1.2

0.8

7 — —
Hs=13 TeV,ILdt -7981" -
CPID: Tight 4
I Converted photon b
L e —
- ¥ T 1
A ——MCZ - Iy 4
- —a— MC inclusive y i
L —e— DataZ - lly b
[ —— DataZ - ee(e - y) ]
C 0.60 < |n¥| <1.37 4
o bte ]
FrersT v '|' N 1

102 10°
® [GeV]
7 — —
Hs=13 Tev,J'Ldt -79.81" -
CPID: Tight —
[ Converted photon ]
I s —
% —— MCZ - ly n
[ —— MC inclusive y ]
L —e— DataZ - lly B
L —— DataZ ~ee(e - y) |
C 1.81< 0| <2.37 ]
T = x ]
FE T sy 1T | 7 | E
E } ]

102 10°
® [GeV]

Figure 4.7: Photon efficiency for converted photon, measured by the Radiative Z decays
method (red and black) and the extrapolation of electron to photon method (blue and green),
respectively. The error bars correspond to the sum of the systematic and statistical uncer-

tainties.

50



> a ——— — > a ——— —
§ 140s=13 TeV,ILdt =798 10" - 5 14-s=13 TeV,ILdt =798 10" -
S H - S H -
i 1o/ -PID: Tight & {o[PID: Tight ]
- Unconverted photon ] - Unconverted photon ]
= i cll _ = ]
C ol == —— B **33%:{__:_ —
CE$- 4 = 4
L —— MCZ - liy N L —— MCZ - liy N
O-GT —— MC inclusive y —_ O-GT —— MC inclusive y —_
- —e— DataZ - lly b - —e— DataZ - lly b
0.4 —— DataZ - ee(e - y) ] 0.4— —— DataZ - ee(e - y) ]
C 0.0 < |7'| < 0.60 ] C 0.60 < |n¥| < 1.37 ]
0.2~ - 0.2~ -
07 Ll 1 A7 ~ 07 Ll 1 A7 ~
Q 12 1 2 1z ]
-~ 1: P oY 3 ~ 1: et >——— L ]
= S A * f = SRS S T ¥ ]
S o8 ‘ 1 4 osf ‘ ]
10° 10° 10° 10°
Py [GeV] Py [GeV]
> a ——— — > a ——— —
§ 140G=13 TeV,JLdt -79.81" - 5 14s-=13 Tev,J'Ldt =798 =
QO - - © - 4
o 1.[PID: Tight & q1.p[PID: Tight 7
[ Unconverted photon ] [ Unconverted photon ]
11— - L Uy =
C 3 == T i C I a1
0.8k B g T T = =
T
C —— MCZ - liy ] C —— MCZ - liy ]
O-GT —— MC inclusive y ] O-GT —— MC inclusive y ]
- —e—DataZ - lly B - —e—DataZ - lly B
0.4— —— DataZ -~ ee(e - y) | 0.4— —— DataZ -~ ee(e - y) |
r 1.52 < '] < 1.81 ] r 1.81 < |n¥| <2.37 ]
0.2— — 0.2— —
07 Ll 1 A7 ~ 07 Ll 1 A7 ~
Q 12f 1 2 12f ]
g 15—#—+ﬂ++h?— T = i : = 1;+'+T+'*+_TLT++—+— I :
F * ] T F ]
S o8 ‘ 1 4 o8 ‘ i
10° 10° 10° 10°
Py [GeV] Py [GeV]

Figure 4.8: Photon efficiency for unconverted photon, measured by the Radiative Z decays
method (red and black) and the extrapolation of electron to photon method (blue and green),
respectively. The error bars correspond to the sum of the systematic and statistical uncer-
tainties.

o1



where P'(pp) and Ps“=lead(pr) are the probability density functions of the leading and
sub-leading photon pr in the ttH(H — ~7) events made by MC, respectively. e"9(35GeV) and
gtri9(25GeV) are the single photon trigger efficiencies for the leading and sub-leading photons,
respectively. Each single photon trigger efficiency is measured in data, by counting the num-
ber of photons passing the trigger requirement with respect to the number of reconstructed
photons. In order to obtain pure photon samples, Z — eey and Z — uuy events are used.
The detail of the event selection is explained in Section EE271. Figure E29 shows the measured
single photon trigger efficiencies. The difference of the efficiencies between the di-photon
trigger and the multiplication of the single photon triggers is appeared when two photons
overlap. This difference is estimated to be 0.1 ~ 25 %, depending on photon pr, by using
ttH(H — ~7v) MC sample. It is considered as a correction factor. The efficiencies of the
triggers are 99.9 90 % in 2015 and 2016, and 99.3 *0-3 % in 2017.

4.3 Electron

The electron reconstruction is similar to the photon reconstruction. Only the difference is
that electron is required to have an associated charged track coming from primary vertices.

The electrons are required to have pr > 10 GeV and |n| < 2.47 (excluding 1.37 < |n| < 1.52).
The transverse and longitudinal impact parameters, dy and 2, are required to be |dy /o (dy)| < 5.0
and |zosinf| < 3.0 mm, respectively.

Additional requirement is needed to reduce backgrounds such as hadronic jets, electrons
from heavy flavor decays, and photons. In order to remove these backgrounds, electrons
are required to satisfy a set of selection criteria [62]. Jets produce broader shower in the
EM calorimeter and have larger leakage to the hadronic calorimeter compared to electrons.
Electrons from photon conversion have large impact parameter and have less space-points in
their tracks, and broader shower in the EM calorimeter. Based on the above, the following
kinds of variables are used to discriminate electrons from hadronic jets and photons:

e Energy leakage to the hadronic calorimeter
e Energy deposit in the middle layer of the EM calorimeter
e Shower width measured by the strip layer of the EM calorimeter

e Track conditions: the number of hits in the silicon detectors and the transverse impact
parameter

e Transition radiation in the TRT: the number of TRT hits by transition radiation

e Track-cluster matching: distance between the cluster and track positions extrapolated
to the EM calorimeter

The electron selection is based on the likelihood, where the signal and background probability
density functions (PDF’s) are the discriminating variables listed above. The signal PDF’s are
obtained from Z — ee MC while the background PDF’s from multi-jet, qg — ¢, q¢ — g7,
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Figure 4.9: The single photon trigger efficiencies measured using the Radiative Z decays
events. (a) pr > 25 GeV and (b) pr > 35 GeV, and "Loose" identification is required in
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W, Z, and top-quark production MC. The selection cut is applied on the output of the
likelihood. The selection efficiency is measured with the Z — ee events. It varies from 75 %
to 93 % depending on pr and |n)|.

The electron energy scale and resolution are measured with the Z — ee events. The
systematic uncertainty in the energy scale calibration varies between 0.05 % and 0.26 %,
depending on 7, for electrons with pr around 45 GeV.

4.4 Muon

The muon reconstruction starts with forming a muon track in the muon spectrometer [63].
The track in the muon spectrometer is then combined with A track reconstructed in the
Inner Detector to form a global muon track.

The track reconstruction in the muon spectrometer starts with a search for hit patterns
in each layer of muon chambers to form segments. Muon track candidates are then built by
fitting the segments. At least two segments are required to exist for the track candidates.
Segments providing large contribution of the y? are removed and the fitting is repeated.

Once the track in the muon spectrometer is formed, it is combined with the charged track
reconstructed by the Inner Detector, where fitting is performed using all the hits in both the
Inner Detector and the muon spectrometer. During the fitting, hits in the muon spectrometer
may be added to or removed from the track if the fit quality improves. The global tracks
with pr > 10 GeV and || < 2.7 are selected as muons.

Further selections are applied to reduce muons from decays in flight of charged hadrons
and punch through charged hadrons. Muons originating from in-flight decays of charged
hadrons can be characterized by the presence of a kink topology in their track. Thus, the
impact parameter and the track quality requirements are helpful to reject such backgrounds.
The impact parameters are required to be |dy/o(dy)| < 3.0 and |zpsinf| < 0.5 mm. In
addition, a set of track quality cuts is applied for the following variables:

e The number of hits in the muon spectrometer:
> 3 hits in at least two layers are required

e The number of hits in the Inner Detector:
At least one silicon pixel hit, at least 5 silicon strip hits and less than three missing hits
in the silicon pixel and strip detectors. In addition, the number of TRT hits nearby
the muon track but not included in the track fit is required to be less than 90 % of the
number of TRT hits on the muon track in the range of 0.1 < |n| < 1.9.

e ¢/p significance:
\¢/pip — q/pms|/\/ o3 + 03,5 < T is required, where q/p;p and ¢/pus are the ratio
of the charge and momentum of the muon measured in the Inner Detector and muon

spectrometer, and o;p and o5 are the corresponding uncertainties, respectively.

The efficiency is measured using the Z — pp and J/¢ — pp events to be close to 99 %.
The muon momentum scale and resolution are measured using the Z — pp and J/v — up
events [63]. The muon momentum is scaled and smeared in simulation to match to data. The
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muon momentum uncertainty varies from a minimum of 0.05 % for |n| < 1 to a maximum of
0.3 % for |n| ~ 2.5.

4.5 Jet

Reconstruction

High energy quarks and gluons originated from proton-proton collisions make collimated
hadron bundles via the fragmentation and hadronization processes. This bunch of hadrons
is called jet that is reconstructed from the energy cluster of the calorimeter. Jets are recon-
structed by forming a bunch of topo-clusters defined in Section E2.

The boundary of jets may be affected by soft gluon radiation and splitting (so called
infrared and collinear unsafe). In order to minimize the fluctuation in energy and position
measurements due to such gluon radiation and splitting, the anti-k; algorithm [64] is used.
In this algorithm, the distance of two-cluster pair d;; is defined as

AR;;
R )

di; = min{k, %, k. %} (4.6)
where ¢ and j are the indices of the clusters, k; is the transverse momentum of the topo-cluster,
and AR;; is the distance between two clusters defined as AR;; = /(1n; — n;)? + (¢ — ¢;)2.
R is called radius parameter, and R = 0.4 is used in this analysis. If a two-cluster pair
that minimizes d;; is found, they are merged as a new cluster. After merging, if a cluster ¢,
which satisfies d;; < k;, 2 for any other cluster j is found, the cluster i is removed from the
cluster list and regarded as a jet. This merging procedure is repeated until no clusters are
left. Figure E10 shows the jet shapes in the y — ¢ plane for the anti-k; algorithm, where y
is rapidity defined as Equation . The soft particles tend to be bundled with the energetic
clusters without modifying the shape of the jet themselves.

Selection

In order to select jets from the primary vertex (PV), tracks matched to the topo-clusters are
checked if they come from the PV or pile-up vertex. The track information is parameterized as
the "Jet-Vertex-Tagger (JVT)" [65]. The JVT is constructed using two variables, corrJV F
and R, defined as

rk
corrJVE = 2P ;(:Pg) T ) (4.7)
rk n n
S pr (PV) + =g e
> Pp(PV)
RPT = . ;jet ) (48)
T

where ), ptTTk"(PV) is the scalar pr sum of the tracks associated with the jet originating
from PV, > >, péfk’ (PUy,) is the scalar pr sum of the tracks originating from any of pile-up
vertices, NPV is the number of pile-up vertices, and pjTet is the jet pr. Both the corrJV F

95



anti-k,, R=1 |

Figure 4.10: Jet shapes in the y — ¢ plane (y is rapidity) for the anti-k; algorithm with
R =1.0 [64).

and R,, are close to 1 when the jet arises from PV. The JVT is the likelihood discriminant
defined as

Ls(corrJVF, R,,)
Lg(corrJVF, R, )+ Lg(corrJVFE,R,,.)’

JVT = (4.9)

where Lg and Lg are the likelihoods for the signal (jet from PV) and the background (jet from
pile-up vertices) defined in two dimensional distribution of corrJV F and R,,.. The probabil-
ity density functions for these likelihoods are obtained from the di-jet MC. Figure 11 shows
JVT as functions of corr JVF and R,,, and JVT for jets from PV and pile-up, respectively.

In this analysis, jets with JVT > 0.59 are selected.

Performance
- JVT efficiency

The JVT selection efficiency is evaluated using Z — up + jets events with the following
requirements. Z boson is identified by the requirement of 81 < m,, < 101 GeV, where m,,
is the invariant mass of two muons. The leading jet with pr > 20 GeV and |n| < 2.4 is
required to be |A¢(Z,jet)| > 2.8. Figure B2 shows the JVT selection efficiency with a cut
on 0.59. The difference in efficiency between data and MC is corrected by a scale-factor as a
function of pr.
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Figure 4.11: (a) The two dimensional JVT likelihood distribution and (b) the JVT distribu-
tion for jets originating from PV (HS jets) and pile-up vertex (PU jets) [64].

- Jet energy calibration

The energy of topo-clusters used to reconstruct jets is calibrated with the assumption that
the energy is deposited by electromagnetic showers while the following effects are not taken
into accounts;

e cnergy loss by particles coming from pile-up interactions.
e hadronic interaction in the calorimeter.
e cnergy deposit at the inactive materials in the calorimeter.

Since what we handle here is hadronic jets, the energy scale is further calibrated to hadronic
jet energy scale. This correction is performed by MC, and confirmed by data with a technique
that exploits the pr balance between a jet and a reference object in back-to-back topology [67].
Figure B7T3 shows the ratio of the jet energy scale response defined as R = p{ﬁ ¢ / prTef in data
and MC, where pJ;t is pr of the jet and prTef is pr of the reference object. As a reference
object, Z, ~, or jet is used. The uncertainty of the jet energy scale is at a level of 2 % at
25 GeV and 1 % at 100 GeV. The ratio Rgua/Rac is used to correct the jet energy scale in

data.
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Figure 4.13: Ratio of the jet energy scale response in data to that in MC as a function of jet
pr measured with Z+jet, y+jet and multi-jet events [BS)].

4.6 b-tagging
b-jet tagging algorithm

Since b-hadrons tend to fly O(1) mm from the proton-proton interaction point before the
decay, jets originated from b-quark (b-jet) can be distinguished from others (light-jet origi-
nated from wu-, d-, s-quark and gluon, and c-jet originated from c-quark) by finding out the
signature of b-hadron decays [69]. Figure B14 illustrates the feature of a b-jet and a light-jet
(including c-jet). There are three concepts to identify b-jets, as described below.
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Figure 4.14: Feature of a b-jet. The b-tagging decision is made by impact parameter, sec-
ondary vertex and decay chain related variables.

1. Impact parameter.

The impact parameter of tracks decayed from a b-hadron tends to be larger than the ones
from light hadrons. Therefore the impact parameter of tracks in a jet can be a discriminant
between b-jets and other jets. In the actual implementation, likelihood of the impact param-
eters are introduced with the probability distribution functions generated by MC. The log
likelihood ratio of b- and ¢- or light-jet is used as one of the b-tagging discriminants.

2. Secondary vertex reconstruction based variables

The existence of secondary vertex (SV) is a strong indication of b-jets. The SV reconstruc-
tion begins with forming all possible two-track vertices using tracks matched to topo-clusters
in a jet. Vertices formed by heavy particle decays such as K and A, or photon conversion
are removed by checking the invariant mass or the position. All two-track vertices are then
combined into a single vertex using an iterative fitting procedure to remove the track that
gives the worst x2. The vertex fit is repeated until an acceptable x? is obtained. Some of the
properties related to SV have discriminating power against light-jets. The variables used as
the discriminants are listed below.

e Invariant mass of tracks from the SV: b-jets have larger mass than that of light-jets or
c-jets.

e Energy fraction of tracks from the SV with respect to the jet: b-jets have larger energy
fraction.

e The number of tracks from the SV: it is larger for b-jets.
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e The number of two-track vertex candidates: b-jets have more candidates.
e Distance between the PV and the SV: b-jets have larger distance.

e AR between the jet axis and the direction of the SV relative to the PV: that of b-jets
is smaller than others.

3. Multi-vertex reconstruction to follow decay chain.

Not only the inclusive secondary vertices but also the b-hadron’s full decay chain (i.e.
PV — b-hadron decay — c-hadron decay) can be reconstructed [70]. The reconstruction
algorithm assumes that all tracks from the b- and c-hadron decays are produced on the b-
hadron flight axis. A Kalman filter is used to find a common direction connecting the PV
to both the b and ¢ decay vertices. With this approach, the decay vertices can be resolved
even when only a single track can be found on the b-hadron flight axis. The variables related
to the b- and c-hadron decay vertices (called displaced vertices in the following) used as the
discriminants are listed below.

e Invariant mass of tracks from displaced vertices

Energy fraction of tracks from the displaced vertices with respect to the jet

The number of displaced vertices

The number of tracks from displaced vertices

Significance of the average distance between the PV and displaced vertices

AR between the jet axis and vectorial sum of momenta of all tracks from displaced
vertices

All three types of discriminants described above are used as inputs of a multivariate
analysis (MVA) to identify b-jets. In this analysis, the MV2c10 algorithm [71] is used as a
MVA, which is based on the Boosted Decision Tree (BDT) machine learning. The MV2c10
is trained by MC tt events. The signal is b-jets originating from top-quark decays while
the background is the combination of inclusive ¢- and light-jets. Figure BT3 shows the
performance of the b-tagging with the MV2c10. As shown in the left plot, the MV2c10
makes strong discrimination between b-jets and light-jets while the separation from c-jets is
worse than that from light-jets because c-hadron also flies from the proton-proton interaction
point before the decay. In this analysis, jets with the BDT score, which is the output of the
MV2c10, larger than 0.64 are classified as b-jets, which gives 77 % selection efficiency to true
b-jets.
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Figure 4.15: The MV2c10 BDT output (left) and the light-jet and c-jet rejection factor as a
function of the b-jet efficiency (right). The performance for b-, c-, and light-jet is evaluated
using ¢t MC events [72].

b-jet tagging efficiency

The b-jet tagging efficiency is measured with data using ¢t di-lepton channel (¢t — bWOW —
bbllvv) [23]. Opposite charged, and different flavor lepton pair (e 4+ ) is required to exist
in each event to reduce Z boson decays. In addition, exactly two jets are required to exist
to reduce additional jets coming from gluon radiation in the initial and final states. This
high purity ¢¢ sample provides the b-jet without using the requirement of the b-tagging.
The b-jet tagging efficiency is calculated by counting jets passing the b-tagging selection.
Figure BI8 shows the measured b-jet tagging efficiency and its scale factor (ratio of the
efficiency measured by data to that by MC) as a function of jet pr. The total uncertainty of
the scale factor ranges from 1.0% to 7.6% depending on the jet pr.

4.7 Missing transverse energy

The missing transverse energy E7*% is defined as the momentum imbalance on the z — y
plane, formulated as

E%m'ss — \/(E':Tissy + (E;]w‘ss)% (410)
miss  __ Yy e o jet soft
miss = _SE) - SE%, - DEL — TE — nEelt (4.11)
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Figure 4.16: The b-jet tagging efficiency (left) and the scale factor (right) evaluated by data
and ¢t MC sample [73].

where LE 4 7¢ is the vectorial sum of z(y) momentum of each object. These contributions

are referred to as hard terms in the following, while E;‘(’g )t is called as soft term which is the

vectorial sum of z(y) momentum of particles that are not reconstructed as either photon,
electron, muon nor jet. The soft term is calculated by tracks associated to the primary vertex,
except for tracks matched to the hard term objects, because the calorimeter-based soft term
suffers from objects coming from pile-up vertices [[74], while the track based soft term is more
robust against the pile-up.

4.8 Overlap removal

Since the reconstruction of each object is proceeded independently, the same topo-cluster or
track could belong to the different reconstructed objects. In order to avoid such a double-
counting, the following "overlap removal" procedure is applied, where objects overlapping
with photons are preferentially removed to keep the photon efficiency high. If the distance of

two objects AR = y/An? + A¢? is closer than 0.4, one of them is removed with the following
order;

1. jet
2. electron or muon
3. photon

except if an electron is overlapped with any jets within 0.2 < AR < 0.4, the electron is
removed.
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Chapter 5

Event selection and categorization

In this chapter, the event selection and categorization criteria are described. The first basic
event selection is called pre-selection described in Section Bl The signal event, ttH(H —
~7), has two components in the final state; two photons coming from a Higgs boson, and
other objects coming from a top-quark pair. The di-photon and top-quark pair selection
criteria are presented in Section B2 and B33, respectively. Events are further selected to
reduce backgrounds using kinematic variables of all final state objects. The selected events
are finally separated into categories which have different signal to background ratios to gain
the sensitivity. The multivariate analysis (MVA) is used for the categorization and final event
selection, as discussed in Section b4.

5.1 Pre-selection

The following selections are applied as the basic event selection:
e Require events to pass the di-photon trigger.

e Require events to be in "Good for physics" condition as discussed in Section Bl to
assure all the sub-detectors work properly.

e Require events to have a primary vertex to ensure the event quality.

5.2 Di-photon selection

The characteristics of two photons coming from a Higgs boson decay is to have relatively
higher py than continuum backgrounds in addition to have an invariant mass peak around
125 GeV. There are many hadronic jets in the reconstructed photons due to mis-identification.
In order to reduce them, further photon selection criteria are required to pass, as discussed
below.

At least two photons, which pass the Loose selection criteria, with pr > 25 GeV and
In| < 1.37 or 1.52 < |n| < 2.37, are required to exist at the first stage of the di-photon
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selection. The leading and sub-leading pr photons are considered as the H — v candidate
and required the following selection to pass.

Trigger matching
The leading and sub-leading photons must be the objects firing the di-photon trigger.

Tight selection

The Tight selection is implemented to reduce jets mis-identified as photons using the shower
shape in the EM calorimeter, as described in Section 4. Both photons are required to pass
the Tight selection.

Isolation selection

In addition to the Tight selection, the isolation selection is implemented to reduce misiden-
tified jets. Signal photons are isolated from any other objects because they are the decay
objects from a heavy object, i.e. Higgs, while fake photons tend to be close to hadrons. To
exploit this difference, two types of isolation requirements are implemented.

e Calorimeter isolation: E%°/pr < 0.065,
where E° is the sum of the transverse energy of topo-clusters within an opening
AR < 0.27 with respect to the photon direction after subtracting the energy deposited
by the photon itself.

e Track isolation: p%°/pr < 0.05,
where p%° is the sum of the transverse momentum of all the tracks with pr > 1 GeV
and having a distance of closest approach to the primary vertex along the beam axis

of less than 3 mm within an opening AR < 0.2 with respect to the photon direction.

Figure b1l and B2 show the distributions of the calorimeter and track isolation variables,
respectively. Distributions for the data and the signal MC sample are drawn in both plots
to compare them. Since the photon samples in data contains jets, both calorimeter and
track isolation variables for data are relatively larger than that for MC (note that the track
isolation distribution is in a log scale). Photons with p%°/pr = 0 mean that there are no
tracks within AR < 0.2 with respect to the photon direction.

Relative pr cut

The pr requirement relative to m.., is applied instead of the absolute value of pr. Figure b3
shows the pr/m.,, distribution for the data and the signal MC sample. The py/m.,., for signal
is larger than that for background for both leading and sub-leading photons. In this analysis,
events are required to satisfy pr/m., > 0.35 for the leading photon and py/m.., > 0.25 for
the sub-leading photon.

AR is defined as AR = \/An? + A¢?, where An and A¢ are the differences between two particles in 7
and ¢, respectively
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After the photon requirements, the di-photon invariant mass is required to be in the range
of 105 < m., < 160 GeV.

5.3 Top-quark pair selection

Top-quarks decay into W boson and b-quark with the 100 % branching ratio. In this analysis,
events are separated into two signal regions depending on the W decay mode; the "Leptonic"
and "Hadronic" regions. The Leptonic region requires that at least one charged lepton exists
in the final state. In this region, tf — bbqql* 7, tt — bbqgl~ v and tf — bblT1~ Ty are inclusively
considered. The Hadronic region requires no charged leptons exist in the final state, assuming
both W bosons decay into quarks.

Leptonic region

In the Leptonic region, at least one electron or muon is required to exist in addition to pass all
di-photon selection criteria. Either electron or muon is required to pass the isolation selection
criteria in addition to the selection explained in Section for electron and B4 for muon,
respectively. There are non-resonant v+ events and small contribution of W + ~~v events in
the Leptonic region. In order to reduce them, at least one jet is b-tagged. Figure b4 shows
the two dimensional distribution of the number of jets and the number of b-jets for data and
ttH(H — ~7) MC, where the di-photon selection is passed. The large amount of background
events are reduced by the requirement of b-jet.
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Figure 5.4: Two dimensional distributions of the number of jets and the number of b-jets for
data (left) and t¢tH(H — ~v) MC (right) in the Leptonic region. At least one electron or
muon is required to exist, in addition to pass all the di-photon selection criteria.

Hadronic region

Events failing the selection for Leptonic region are classified as the Hadronic region. The
main background source is non-resonant 7y event as the Leptonic region. The final state of a
top-quark pair in the Hadronic region has six jets, while vy events tend to have less number
of jets. Thus the requirement of the number of jets is helpful to reduce vy events, as can be
seen in Figure b4, which shows the two dimensional distribution of the number of jets and
the number of b-jets for data and MC. At least three jets and at least one b-tagged jet are
required to exist for the Hadronic region.

Table b1 shows the cut flow of the pre-selection, the photon selection and the top-quark
pair selection, separating into the Leptonic and Hadronic regions. The number of events
in the Leptonic region is 139 in total while ones in the Hadronic region is 4,869 in total.
Assuming the SM, the signal yield for the Leptonic and Hadronic regions are 7.9 and 17.7,
respectively. There are still poor signal to background ratio in both regions (especially for
the Hadronic region) due to non-resonant 7+ background at this stage.
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Table 5.1: Cut flow of the di-photon and top-quark pair selection. The MC denotes the
ttH(H — ~7) samples. The Data column represents the number of events while the MC
column represents the acceptance with respect to all MC events. The cut flow is separated
into 2015, 2016 and 2017 since the trigger requirement is changed in the 2017 data taking.

Selection Data Data Data MC MC
2015 2016 2017 for 201542016 for 2017
100 % 100 %
Pre-selection 12,199,177 122,360,256 62,504,764 77.6 % 77.2 %
Two photons 3,544,701 36,090,940 16,360,562 60.9 % 60.0 %
Trigger match 2,597,327 26,987,092 8,062,623 57.8 % 51.7 %
Tight 429,883 4,246,802 4,750,250 48.7 % 46.8 %
I[solation 156,537 1,523,797 1,834,630 40.3 % 37.7 %
Relative pr 136,038 1,324,491 1,595,147 36.7 % 34.6 %
Mgy 30,162 298,882 374,981 36.4 % 34.2 %
Leptonic region
Ne,y >1 79 669 855 11.3 % 10.4 %
Np_jer > 1 11 61 67 9.0 % 8.3 %
Hadronic region
Ne,=0 30,083 298,213 374,126 25.1 % 23.8 %
Njet >3 1,899 22,594 36,837 24.4 % 23.1 %
Np_jer > 1 172 1,927 2,770 19.9 % 18.8 %
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Figure 5.5: Two dimensional distributions of the number of jets and the number of b-jets for
data (left) and ttH(H — ~7) MC (right) in the Hadronic region. Neither electron nor muon
is required to exist, in addition to pass all the di-photon selection criteria.

5.4 Event categorization using MVA technique

5.4.1 Concept

After the event selection, events in the Leptonic (Hadronic) region are further categorized
into three (four) groups with the different signal to background ratio to improve the signal
sensitivity. Below we describe why such a categorization improves the sensitivity.

The sensitivity is evaluated by the statistical significance of observing signal. In order to
introduce the significance, the likelihood function L(p) is defined as

(u-s+ b>n€f(u-8+b)
n!

(5.1)

Y

L(p) =
where s and b are the numbers of signals and backgrounds expected by SM, respectively, n
is the number of observed events, and p is called signal strength, with © = 1 corresponding

that the signal yield is consistent with the SM prediction and @ = 0 corresponding to the
background-only hypothesis. The expected significance Z;,, concerning u = 1, is defined

as [[75]
Zoz,/—zln%:\/2((s+b)1n<1+z>—s). (5.2)
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Next, assuming that events are classified into N categories, the likelihood function L (u)
is expanded from Equation bl to

cat N N (- 8; 4 by)™ ~(w-si+bi)
L) = [ [ La(w) = [ ———¢ , (5.3)

7

where s;, b; and n; are the number of expected signals, backgrounds and observed events in
the i-th category, respectively. The significance in case with the categorization, Z5*, is then
obtained as

cat __
ZO e

XN:(ZS,“J)Q, Z5i = \/2 ((Si +b;) In (1 - Z—) —~ 3> (5.4)

. K3
(2

Then, the relation between Z§* and Z, becomes

S S;

Zet > Zy o (if 5 # b— for any ) (5.5)
or Z
cat o S Si .
Zg" = Zy (if = b for all 7), (5.6)

implying that the categorization which have the different signal to background ratio improves
the significance. The key point of the categorization is that events failing the selection
contribute to gain the significance.

The event categorization is based on the MVA. Four-vector-like variables (pr,n, ¢, E) of
all objects in the final state are used as the inputs of the MVA which is actually the XGBoost
(eXtreme Gradient Boosting) package [76]. The XGBoost outputs a discriminant showing a
compatibility with signal (called XGBoost score in the following). Based on the XGBoost
score, events are categorized into three groups for the Leptonic region and four groups for
the Hadronic region.

Later in this section, the input variables for the XGBoost are described in Section b472.
The technical description of the XGBoost, and its training are presented in Section BZ473.
The procedure of the event categorization is described in Section b4,

5.4.2 Input variables

In order to reduce backgrounds, events are further selected using the difference of kinematics
between the signal and background. However, since there are many objects in the final state,
it is hard to find small differences by human eyes. For this reason, we use four-vector-like
variables of all objects in the final state as the inputs of the MVA. Table b2 and b=3 summarize
the input variables for the Leptonic and Hadronic regions, respectively. The distribution of
each input variable can be found in Appendix B.
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Table 5.2: Input variables of the XGBoost for the Leptonic region.

Object The number of objects Variable
Photon two leading photons P/ My, 1, &, E/me.,
Jet up to four leading jets  pr, 1, ¢, E, b-tagging decision
Lepton (e or p1) up to two leading leptons pr,n, ¢, E
E%niss _ |E§ILZ'55|7 ¢

Table 5.3: Input variables of the XGBoost for the Hadronic region.

Object The number of objects Variable
Photon  two leading photons P/ Moy, 1, ¢, E/m.,

Jet up to six leading jets  pr, 1, ¢, E, b-tagging decision
E'jrg,iss _ ‘E%niss|7 §b

5.4.3 Technical description of the XGBoost training
XGBoost

The XGBoost uses the Boosted Decision Tree (BDT) procedure as shown in Figure BS.
In the stage of the machine learning (called "training" in the following), many different
decision trees are created iteratively, tuning parameters at each step. A score corresponding
to "signal-like" parameter is assigned in each branch of trees. The sum of scores obtained
by all decision trees is the output of the machine learning algorithm. In the XGBoost, the
"Gradient Boosting [7]" algorithm is adopted, which uses the gradient descent to optimize
parameters at the iteration. The machine learning process of the XGBoost is faster than that
of the nominal Gradient Boosting method because of the improvements of the optimization
method.

XGBoost training

Two dedicated types of decision trees are trained to discriminate signal from backgrounds for
the Leptonic and Hadronic regions, respectively. The signal and background events used for
the development of decision trees are separated into two samples as following:

e Training sample: events used for the training.
e Validation sample: events used for the validation of the training result.

For the signal samples, t¢tH(H — ) MC is used for the training and validation of both
the Leptonic and Hadronic regions. Events are selected by the di-photon and top-quark pair
selection criteria as described in Section b2 and B=3. In order to avoid to use the same dataset
for the training and validation, the dataset is separated into two for each sample. Since a
lot of MC events are generated for this analysis as mentioned in Section BZ22, the number
of events is enough to develop decision trees.
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Figure 5.6: Illustration of the Boosted Decision Tree procedure.

Table 5.4: Summary of the signal and background samples used for the training and valida-
tion. Samples are prepared separately for the Leptonic and Hadronic regions.

Leptonic region Hadronic region
Sample Selection Sample Selection
Signal MC di-photon selection MC di-photon selection
training | ttH(H — ) Np_jer > 1 ttH(H — ) Njet >3
Nb—jet > 1
Signal di-photon selection di-photon selection
validation Ny_jer > 1 Njer > 3
Nbfjet > 1
Background Data di-photon NTT selection Data di-photon NTT selection
training Ny_jer =0 Njer > 3
Nbfjet > 1
Background di-photon NTI selection di-photon NTI selection
validation Ny_jer =1 Njer > 3
Nb—jet Z 1
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For the background samples, data is used for the training and validation of both the
Leptonic and Hadronic regions. The ideal samples for both the training and validation are
those after the di-photon and top-quark pair selections. However, due to lack of statistics,
events from a data control region is used as the background sample. Such region in data is
defined with the same selection as each Leptonic and Hadronic region, except that at least
one photon has to fail either Tight identification or isolation requirement. This selection is
referred to as "Non-Tight-Isolated (NTI)" in the following. Furthermore, only for the training
sample for the Leptonic region, another control region, where no b-tagged jets are required in
addition to the NTI requirement, is defined. The sets of the signal and background samples
for the training and validation are summarized in Table b.

The machine learning may excessively fit to the training sample. This phenomenon is
called "over training". In order to check the over training, the validation sample is used
by comparing the XGBoost score distribution with that made from the training sample.
Figure b7 shows the distribution of the XGBoost score for the Leptonic and Hadronic regions.
The higher XGBoost score represents the more signal-like events. For the Leptonic region, the
disagreement of the background distributions can be seen due to the difference of the event
selection criteria between the training and validation samples. However, the distribution of
the signal training sample is in good agreement with that of the signal validation sample. The
over training is not observed. For the Hadronic region, the distribution is in good agreement
between the training and validation samples for both the signal and background.
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Figure 5.7: The XGBoost score distribution for the Leptonic (left) and the Hadronic (right)
regions. Events whose di-photon invariant mass in a range 123 < m., < 127 GeV are removed
from the validation sample. The higher XGBoost score represents the more signal-like events.
Events are normalized to unity.
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Since the XGBoost score is calculated to discriminate ttH(H — ~7) events from inclusive
continuum backgrounds using data, it is important to know which types of background
components are rejected or selected in the training. Figure b8 shows the XGBoost score
distribution for each signal MC, background MC and data. It indicates that events including
objects coming from ¢t have higher XGBoost score, and thus the ¢t + 7y events are selected
as well as the ttH(H — ~7) events.

The most effective set of inputs is the (pr, 1, ¢, E) of jets coming from ¢t for this XGBoost
training. On the other hand, the discrimination of ttH(H — ~7) events from ¢t + v events
is difficult since the kinematic topology is very similar. It is discussed in chapter [.
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Figure 5.8: The XGBoost score distribution for the Leptonic (left) and Hadronic (right)
regions. The non-ttH Higgs process denotes all Higgs boson production except for the
ttH(H — ~7) process as listed in Table B2. Events are normalized to unity.

5.4.4 Event categorization

After the di-photon and top-quark pair selections, events are categorized based on the XG-
Boost score. The categorization is proceeded as the following:

1. Define categories with certain boundaries of the XGBoost score.

2. Estimate the numbers of expected signals and backgrounds using the m., distribution
for each category. Both the signal and background events must be in the m.,, selection;
123 < my, < 127 GeV (called "signal window").
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3. Calculate the combined significance Z§* using Equation 54.
4. Repeat this process from 1, iteratively scanning boundaries.
5. Find the set of boundaries maximizing the combined significance.

Figure b shows the categorization procedure. The detail for each process is described below.

category 1

t
— Zg,az (s1, b1)

category 2

Events

et

cat at
— Zo, 2(s2, b2) — Zo

XGBoost score
cat

— 70, 3(s3, b3)

>
>

Myy

Figure 5.9: Illustration of the categorization procedure.

Signal estimation
The number of expected signals s, assuming the SM, is calculated as;

s=LxXoug X BR(H = v7y) X €ace- (5.7)
The integrated luminosity L is measured to be 79.8 fb~! while the cross section oyuy and

branching ratio BR(H — ~7) are the SM predictions. The acceptance &, is estimated from
MC.

Background estimation

The background events are classified into two types; resonant and continuum backgrounds
as discussed in Section =32, The sources of the resonant backgrounds are H — ~v decays
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where Higgs bosons are produced by non-ttH processes. The number of expected resonant
backgrounds, Njo¥ .., is estimated from the MC as well as the signal, assuming the SM.

The number of expected continuum backgrounds, N.% ... is estimated using events with
My, < 123 GeV or m.,, > 127 GeV in real data (called "sideband"). Under the assumption
that the shape of the m,, distribution with the NTT selection is the same as that of the
nominal selection, N, .. can be calculated as

Nsw
exrp __ nJsb NTI
Ncont—BG - Ncont—BG X NSb ’ (58)
NTI

sb : : : sw sb
where N7 . pe is the number of events in the sideband, N3/, and N3yp; are the numbers of

events passing the NTT selection criteria in the signal window and the sideband, respectively.
Figure b10 shows the m,, distribution with a requirement of XGBoost score > 0.5 for
the Leptonic and Hadronic regions, respectively. The shape of the m,, distribution with
NTI requirement is in good agreement with the one in the sideband. The number of total

backgrounds is simply the sum of NP . and NJP ..
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Figure 5.10: Di-photon invariant mass distributions for the Leptonic (left) and Hadronic
(right) regions. The mass region 123 < m., < 127 GeV is referred to as "signal window",
while the outside of the signal window is called "sideband". Events in the signal window are
not plotted. Events with N'TI selection are also plotted by normalizing the number of events
to be the same as the one in the sideband in data.
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Boundary scan

The categories with the lowest XGBoost score in both the Leptonic and Hadronic regions are
not considered in this analysis because these categories have the least signal to background
ratio, giving the negligible significance, in addition to the large systematic uncertainty of the
number of backgrounds. The boundaries are scanned with 0.001 step to maximize Z§*.

Table b4 and b@ show the XGBoost boundaries and 7 of each category for the Leptonic
and Hadronic regions, respectively. The combined significance is calculated from Equa-
tion b4. Table b1 and b8 show the numbers of expected signals and backgrounds.

Table 5.5: Expected significance for each category in the Leptonic region, using a mass
window of 123 < m.,, < 127 GeV.

Category XGBoost score boundaries Significance 2
Leptonic Cat. 1 [0.987, 1.000] 25402
Leptonic Cat. 2 [0.942, 0.987| 1.0 £ 0.1
Leptonic Cat. 3 [0.705, 0.942] 0.4 4+0.0

Combined 2.7+0.2

Table 5.6: Expected significance for each category in the Hadronic region, using a mass
window of 123 < m., < 127 GeV.

Category XGBoost score boundaries  Significance Zj
Hadronic Cat. 1 [0.996, 1.000] 25+0.3
Hadronic Cat. 2 [0.991, 0.996] 1.1+0.1
Hadronic Cat. 3 [0.971, 0.991] 0.8 £ 0.0
Hadronic Cat. 4 [0.911, 0.971] 0.4 + 0.0

Combined 29403

Table 5.7: The number of expected signals and backgrounds for each category in the Leptonic
region, using a mass window of 123 < m,, < 127 GeV.

Category ttH ggF +bbH VBF WH ZH tHjb tWH cont. BG
Leptonic Cat. 1 4.1 0.0018 0 0.024 0.0081 0.070 0.13 1.4
Leptonic Cat. 2 1.9 0.00050 0 0.041 0.011 0.13 0.054 2.7
Leptonic Cat. 3 0.66 0.010 0.0016 0.048 0.024 0.15 0.023 2.3

5.4.5 Mass bias check

Since the number of continuum backgrounds is estimated by fitting the m.,, distribution, the
mass shape must be smooth, for example, like an exponential function. The XGBoost uses
kinematic variables related to di-photon system, therefore it may affect the shape of m.,
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Table 5.8: The number of expected signals and backgrounds for each category in the Hadronic
region, using a mass window of 123 < m., < 127 GeV.

Category ttH ggF+bbH VBF WH ZH tHjb tWH cont. BG
Hadronic Cat. 1 3.9 0.11 0.017 0.036 0.079 0.066 0.13 1.4
Hadronic Cat. 2 3.0 0.23 0.019 0.048 0.11 0.10 0.082 6.7
Hadronic Cat. 3 3.9 0.61 0.083 0.14 031 024 0.10 22
Hadronic Cat. 4 2.4 1.11 0.18 0.25 048 0.34 0.066 37

distribution. This mass bias is checked with three samples; events in data passing the NTI
selection, tt +~vy MC, and vy MC. Figure b1, 512 and b3 show the m.,., distributions for
these three samples for the Leptonic and Hadronic regions, respectively. The shapes with or
without XGBoost score cut (> 0.9) are compared, and turned out to be in good agreement.
No bias for the mass distribution is found in the XGBoost score based selection.
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Figure 5.11: Di-photon invariant mass distribution for events from data with NTT selection
for the Leptonic (left) and Hadronic (right) regions, respectively. The black dots denote all
events after passing the top-quark pair selection while the red dots denote events passing
XGBoost score > 0.9 in addition. Events are normalized to unity.
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Chapter 6

Extraction of ttH(H — v7) signal

This chapter presents the t¢H(H — ~7) signal extraction using the m.,, distribution. Sec-
tion B presents the m.., distribution for each category in the Leptonic and Hadronic regions.
Since the numbers of signals and backgrounds in each category are small, the unbinned max-
imum likelihood fit is used to evaluate the signal yield. Section 62 describes how to estimate
the signal yield. The various systematic uncertainties are concerned in the fitting, which
is discussed in Section E3. The validation of the signal extraction method is described in
Section 64. Finally, the fitting result is presented in Section GA.

6.1 Mass distribution

Figure 611 and 62 show the m.,, distribution for each category in the Leptonic and Hadronic
regions, respectively. Figure 623 shows the m., distribution for all events passing the selection.
The "Higgs-like" peak is seen around m,, = 125 GeV although the statistics is not enough.
We introduce the statistical procedure to evaluate the significance of the ttH(H — ~) signal
as described in the next section.

6.2 Yield estimation

This section describes how to estimate the number of signals by the unbinned maximum
likelihood fit to the m,, distribution. Section B221 explains the detail of the unbinned
maximum likelihood fit. The m,, shape is modeled by analytic functions. The function for
H — ~~ peak is discussed in Section 6222, and the one for the continuum background is
described in Section B2223. The expectation of the signal yield and significance are discussed
in Section 624.
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region.

83



Events/ 2.5 GeV

Events /2.5 GeV

7\ T ‘ T T T ‘ L ‘ T T T ‘ L ‘ L \;
16{- Vs = 13 TeV, [Ldt = 79.8 fb =
14:—Hadron|c Cat.1 :] HH(Hyy) E
121 [ non_ttH_Higgs(H-yy)
10; + Data é

8 .
6 1
41 =
0: L I ]

110 120 140 150

m,, [GeV]

45:\ T N T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T \:
40" Vs =13 TeV,ILdt =79.8 10 E
35;Hadronic Cat.3 :] HHH ) é

f :] nonfttHinggs(Hﬂyy)é

F + Data E
i ﬂ by
10F ‘\’ + :

O:\ L ‘ Ll LJ:L=l b
110 120 130 140 150
m,, [GeV]

160

160

Events/ 2.5 GeV

Events /2.5 GeV

7\ T N T T T ‘ L ‘ T T T ‘ L ‘ T T T ]
140 (s =13 TeV, [Ldt=79.8 10" g
12:—Hadron|c Cat.2 :] HH(Hyy) f:
10 C] non_ttH_Higgs(H-yy)_

E —I— Data E

8- m
o7 || | -
0: N R L1 el l L l l ]

110 120 130 140 150 160
m,, [GeV]

:\ T { T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T T :

- Vs=13TeV, |Ldt=79.8 0" ]
50 : S -

: Hadronic Cat.4 :] HHH ) ]
401 ] non_ttH_Higgs(H-yy)|

r —}— Data ]
30f * H. .
o 1 Ht M %
10F + + i

O: P IR SR M1 oy PN |
110 120 130 140 150 160
m,, [GeV]

Figure 6.2: Di-photon invariant mass distribution of events for each category in the Hadronic
region.

84



T T | T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T T
s=13 TeV,J-Ldt ~79.8 1"

All Categories ‘: N
-Yy

‘: non_ttH_ Higgs(H-vy)
+ Data

—_ —_ —_

o N H

o o o
T T T T

Events / 2.5 GeV

(@)
o

[y L U
4
——

60

4
——
—~4—
—~—
——
—~—

40

+

20

T
—~—
g
——
4
4
4
g
\\\_ﬁ_\\

L L L L L L 1 L L L L ‘ L L L L ‘ L L L L
110 120 130 140 150 160
m,, [GeV]

Figure 6.3: Di-photon invariant mass distribution of all events.

85



6.2.1 Statistical model
The likelihood function, L [74], is defined as

ca,t

L= H " o) ch mi.0)| - Lg , (6.1)

where N, is the number of categories (N = 7 in this analysis), n. is the number of
observed events in c-th category, 8 are nuisance parameters, fc(mfw) is the probability density
function (PDF) of i-th event in terms of the m.,., distribution, and Ly is the factor of Gaussian
constraints by certain nuisance parameters. NN, is defined as

prod

0) =) 11p5p.c(0) +be(6) . (6.2)

where p, and s, . are the signal strength and the number of expected events of each Higgs
production mode (p € ttH, ggF,V BF,...), respectively, and b, is the number of continuum
backgrounds. The PDF for c-th category can be written as

prod

f w’ Z“PSPC cH_>W (mw’ 0) (0) fgom (miw 0) /NC (0) ’ (6'3)

where f2777 and fé" are the PDF’s of H — 47 peak and continuum background, respec-
tively. Note that the PDF’s of signal and resonant backgrounds are considered to be the
same, thus the resonant PDF (f#777) is common for all Higgs production modes.

The floated and fixed parameters of the fitting functions are summarized in Table B.
Since the parameter of interests is pp, the signal strengths for other Higgs production
processes are fixed to y, = 1 while pr is floated. The parameters related to f7777 are fixed
while the parameters related to £ are floated. The PDF’s fZ=77 and f¢™ have various
parameters which are discussed in Section E222 and E223, respectively.

Table 6.1: The parameters of the fitting functions. Parameters with the check mark (v')
denote floated while the ones with the minus mark (-) denotes fixed.

Normalization parameters Shape parameters
Hp J f (M) cont
Sp | b : fert(may)
p=1ttH | p #ttH mean, sigma | others
v - -V - - v

The signal strength and its uncertainty are determined by minimizing the following test
statistics qy;

‘L<ﬁQtHﬁ u)

= —2In Appn) = —2In <
! (,uttHa 0)

(6.4)
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where fi,; and 0 are the values of the signal strength and nuisance parameters that maximize
the likelihood, while BAM are the nuisance parameters that maximize the likelihood on the
condition that upy is fixed to a given value.

The significance for discovery Z; is defined to be the square root of the test statistics with
respect to background-only hypothesis as

Zo= G =1/ —2In L(Lu(zi[) | (6.5)

6.2.2 Modeling of the H — v peak

The PDF of the m., distribution for H — ~v events, f#777(m,,), is discussed in this
section. The ideal shape of the H — ~v mass peak is a Breit-Wigner curve, which peaks at
the Higgs mass my = 125 GeV and has a narrow width of 4 MeV. However, the distribution
observed in data is smeared by the finite detector resolution which is much larger than 4 MeV.
Thus, the m.,, distribution is modeled by a Gaussian-based function. The simple Gaussian
is insufficient to model the tail due to the detector response. Furthermore the low mass tail
is expected to be wider than high mass tail because it is possible that one of the electrons
converted from photons is mis-detected. For these reasons, the m,. peak is modeled by a
double-sided Crystal Ball function which is a combination of a Gaussian and power law tails

defined as:

e 2 (—O{L StSOZH)a
a2 —nL
frommy) = NxdeF [ —a -] (< -, (65)
e 2 [ﬁ(ﬁ—a]{"i‘t)] (t>O‘H)7

HDSCB — My (6.7)
0DSCB

Here pupsep and opscp are the mean and width of the Gaussian, respectively. ap and oy
are the positions of the transition from the Gaussian to the power low tails on the low and
high mass sides, respectively. n; and ny are the exponents of the low and high mass tails.
N is the normalization factor. All parameters, except for N, are determined by the inclusive
H — ~v MC samples. Categories with high significance tend to have higher photon pr
and small ||, resulting in better photon energy resolution, and hence better di-photon mass
resolution. For this reason, the peak shape is decided category by category.

Figure 64 and 63 show the di-photon invariant mass distributions of MC for all Higgs
productions including ttH(H — ~), for three categories in the Leptonic region and four
categories in the Hadronic region. The parameters of f7777(m..,) are retrieved by the
unbinned maximum likelihood fit to these distributions.
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Figure 6.5: Di-photon invariant mass distribution fitted by the double-sided Crystal Ball
function for four categories in the Hadronic region.
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6.2.3 Modeling of the continuum background

The PDF of the m,, distribution for the continuum background, f<™(m..), is discussed
in this section. The sources of the continuum background are mainly ¢ + vy process in
the Leptonic region, and vy and tt + vy processes in the Hadronic region. The shape of
these background distributions is smoothly falling like an exponential. Thus the continuum
background is modeled by an exponential function.

In order to model the background shape, it is appropriate to use the sideband in data.
However, because of lack of the statistics in the sideband, the templates made from tf + vy
MC for the Leptonic region, and from data with NTI selection (defined in Section B473)
for the Hadronic region are used. Figure 68 shows the comparison of the m.,, distributions
between data and the template. Data in the region of 121 < m,, < 129 GeV is removed to
avoid the contamination of H — =~ events. The templates are normalized so that the number
of events in the sideband is the same as data. The detailed study about the comparison of
the shape of the sideband and template is discussed in Appendix .
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Figure 6.6: Template distribution used for the continuum background modeling for the Lep-
tonic (left) and Hadronic (right) regions. Data in the region 121 < m., < 129 GeV are
removed to avoid the contamination of the H — v events.

Figure 620 and B8 show the template distributions fitted by the exponential function for
each category. The x?’s divided by the number of degrees of freedom (NDF) are close to one
for all categories, indicating the validity of the modeling.

To evaluate the systematic uncertainty due to the background modeling, alternative can-
didate functions are prepared. The difference of the number of backgrounds between the
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Figure 6.7: Template distribution for continuum background for each category in the Leptonic
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of second-order Polynomial (ExpPoly2) functions. The x? divided by the number of degrees of
freedom (NDF) for the exponential fitting is shown. The number of backgrounds is calculated
by integral in 121 < m.,, < 129 GeV.
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Figure 6.8: Template distribution for continuum background for each category in the
Hadronic region. Templates are fitted by the Exponential (Exp), Power law (PowLaw) and
Exponential of second-order Polynomial (ExpPoly2) functions. The x? divided by the number
of degrees of freedom (NDF) for the exponential fitting is shown. The number of backgrounds
is calculated by integral in 121 < m., < 129 GeV.
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different functions is assigned as the systematic uncertainty. The following functions are
used.

e Exponential: f"(m..) = e“™n
e Power Law: [ (m.,) = (m.,)"
e Exponential of second-order Polynomial: f<(m.,) = e +e2mn

The fitting results of the remaining two functions are also shown in Figure 624 and 6E8. The
number of backgrounds shown in the plots is calculated by the integral in 121 < m., < 129 GeV.
The uncertainty is relatively small compared to the number of expected signals for each cat-

egory.

6.2.4 Expectation

Table B2 shows the summary of the number of expected signals, non-t¢t H Higgs backgrounds
and continuum backgrounds in 121 < m., < 129 GeV for each category. The number of
expected signals and non-ttH Higgs backgrounds are estimated using MC, while the num-
ber of continuum backgrounds is estimated by the integral of the function determined in
Section B223.

Table 6.2: The number of expected signals and backgrounds in 121 < m., < 129 GeV for
each category in the Leptonic and Hadronic regions.

Category Signal non-ttH Higgs BG continuum BG
Leptonic Cat. 1 4.70 £+ 0.79 0.25 4+ 0.08 3.66 = 0.07
Leptonic Cat. 2 2.30 £+ 0.31 0.28 £ 0.11 6.16 £ 0.12
Leptonic Cat. 3 0.82 £ 0.14 0.31 £ 0.15 5.84 + 0.13
Hadronic Cat. 1 4.54 £ 0.86 0.50 4 0.33 2.71 £+ 0.06
Hadronic Cat. 2 3.58 & 0.57 0.70 4 0.48 9.88 4+ 0.29
Hadronic Cat. 3 4.91 £ 0.65 1.94 + 1.63 41.4 4+ 1.06
Hadronic Cat. 4 3.05 4+ 0.39 3.18 +£ 2.81 70.6 = 1.96

The expected significance Z is estimated by fitting m., of the ensemble of the simulated
dataset, called Asimov dataset [[73]. The PDF’s of the signal and resonant background are
obtained from MC while that of the continuum background are obtained from sideband data.
The Asimov dataset is generated separately for each category, obeying the PDF’s. Figure 69
and 610 show the m.,, distribution of the Asimov dataset for each category in the Leptonic
and Hadronic regions, respectively, overlaid with the fitting results. The expected significance
only considering the statistical uncertainty is 4.0 0. The impact of the systematic uncertainty
on the significance is evaluated in the next section.
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Figure 6.9: Di-photon invariant mass spectrum of the Asimov dataset for the three Leptonic
categories. The black line is the background-only spectrum and the red line is the signal +
background spectrum from the SM prediction.
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6.3 Systematic uncertainty

The sources of the systematic uncertainty can be classified into three types;
e Uncertainty related to the yield.
e Uncertainty related to the di-photon mass scale.
e Uncertainty related to the di-photon mass resolution.

Figure B0 shows the illustration of these three types of uncertainties. Table 623 lists all the
systematic uncertainties considered in this analysis. The check mark (v') indicates if each
source affects the signal, non-t¢t H Higgs background or continuum background.

2 4 Signal: ttH(H-) 2 4 Signal: ttH(H-y) 2 1 Signal: ttH(H-vy)
> > > .
w . .Signal vield m <. Mass scale & Mass resqlu’uon
I ignal yie rtaint i uncertainty
/) * uncertainty F O\, uncenainty
non-ttH Higgs BG non-ttH Higgs BG non-ttH Higgs BG
Continuum BG Continuum BG Continuum BG
My My My

(a) (b) ()

Figure 6.11: Ilustration of the systematic uncertainties affecting to the mass fit: (a) the
uncertainty related to the yield, (b) the uncertainty related to the di-photon mass scale and
(c) the uncertainty related to the di-photon mass resolution.

In order to estimate the systematic uncertainties, the event selection and categorization
are repeated using MC samples, varying each uncertainty source by 4+ 1 0. The size of each
uncertainty is evaluated by taking a ratio of the result obtained with the modified MC to
the nominal result. The uncertainties are evaluated category by category. The detail of each
uncertainty source is described in the following.

6.3.1 Uncertainty related to the yield

The number of observed events for i-th category N; is defined as

Ni = Ncont.BG + NH—)'y'y (68)
prod
Neont.Bc + L X BR(H = 77) X > _ [0proa X €pecyi] (6.9)
p

where Neone.Ba is the number of continuum backgrounds, Ng_,,, is the number of H — vy
events for all Higgs production, L is the integrated luminosity, o,,.4 is the cross section for
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Table 6.3: List of all systematic uncertainties. The check mark (v') represents which uncer-
tainty affects the signal, non-tt H Higgs background or continuum background.

Signal Non-ttH BG Cont. BG

Yield Luminosity v v -
BR(H — v7) v v -
Cross section

- and g in the QCD -
PDF + ag -
Acceptance

r and g5 in the QCD
PDF + ag

MC generator modeling

Photon trigger
Photon Tight selection
Photon isolation selection
Jet
Lepton
b-tagging
Missing transverse energy
Heavy flavor jet modeling

NN

ANEN

AN NN NS S NENENEN

AN NENENENENEN

(99F, VBF, VH)
Background modeling - - v

Mass scale Photon energy scale
Higgs mass

NENEN
ANENEN

Mass resolution  Photon energy resolution
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each Higgs production process, the BR(H — ~y7) is the branching ratio of the H — v+ decay
and €770 - 1s the acceptance for the i-th category estimated by MC for each Higgs production.

Since Neont.Ba 18 obtained from data, its systematic uncertainty is not considered except
for the background modeling as discussed in Section 62223. Table 64 shows the magnitude
of the background modeling uncertainty for each category and the impact on the ttH cross

section.

Table 6.4: Magnitude of the background modeling uncertainty and the impact on the ttH
cross section.

Source of uncertainty ANcont BG/Neons.Ba [%] Aoyy /own [%]
Leptonic region Hadronic region
Cat.1 Cat.2 Cat.3 Cat.l Cat.2 Cat.3 Catd
Background modeling 1.9 2.0 2.2 2.2 3.0 2.6 2.8 1.7

The luminosity is measured using the forward detectors, LUCID and BCM as mentioned
in Section 8. The measured integrated luminosity in the period of 2015-2017 satisfying the
"Good for physics" condition is 79.8 4 1.6 fb~!, and consequently the uncertainty due to the
luminosity measurement is + 2.0 %. The branching ratio of the H — 77 decay is given to
be 2.27 T507 % 1073 from the theoretical prediction assuming the SM [I9]. Table G5 shows

their impact on the ttH cross section.

Table 6.5: Magnitude of the he integrated luminosity and BR(H — ~v7) uncertainties and
their impact on the t¢H cross section.

Source of uncertainty ANpg_y1y /Ny (%] Acwn/own %)
Luminosity 2.0 2.3
BR(H — 77) 2.9 3.2

To measure the ttH cross section, the non-ttH Higgs production processes are assumed
as the SM. In the calculation of the predicted cross section, we introduced two artificial
parameters in the perturbative expansion of the QCD process; the renormalization scale .,
and the factorization scale f1y. The renormalization scale p, is introduced for the fixed order
QCD calculation. The factorization scale s is applied to separate the calculation of the cross
section into so called long- and short-distance parts. The long-distance physics is included
in the parton distribution functions (PDF’s) while the short-distance physics is included in
the hard-scattering cross section. The cross section is calculated at next-to-next-to-next-to-
leading order (N3LO), next-to-next-to-leading order (NNLO) or next-to-leading order (NLO)
QCD, depending on the production processes. Due to the missing higher-order terms of the
QCD calculation, the cross section depends on p, and py. In this analysis, both are fixed to
be p, = pp = My + Mpy/2, where M, and My are the top-quark and Higgs boson masses,
respectively. The uncertainty of the missing higher-order terms in the QCD calculation is
obtained by varying p, and gy by factors of 0.5 and 2.0. Table B8 lists the magnitude of
the cross section uncertainties by the renormalization and factorization scales in the QCD
calculation for each Higgs production process [19].
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The cross section also depends on the PDF for incoming protons. Since the PDF cannot be
calculated by the perturbative QCD, it is empirically determined using data. The uncertainty
from the variation of PDF’s is estimated by the NLO PDF sets of NNPDF3.0 [43|. The
uncertainty of the strong coupling constant ag is added in quadrature. Table 68 also lists
the magnitude of the cross section uncertainties by the PDF-+ag for each Higgs production
process [19].

Table 6.6: Magnitude of the cross section uncertainty for each Higgs production process |1Y]
and their impact on the ttH cross section.

Process AOprod)Tprod [%0] Aoy /own (%]
iy and gy in the QCD  PDF + ag
ggF (N3LO) +3.9 /-39 +3.2 /-3.2 0.4
VBF (NNLO) +0.4 /-0.3 +2.1 /-2.1 0.0
WH (NNLO) +0.5 /-0.7 +1.9 /-1.9 0.0
ZH (NNLO) +3.8 /-3.0 +1.6 /-1.6 0.1
tHjb (NLO) +6.5 / -14.7 +3.7 ) -3.7 0.0
tWH (NLO) +4.9 /-6.7 +6.3 / -6.3 0.0
ttH (NLO) +5.8 /-9.2 +3.6 / -3.6 -

Uncertainty related to the signal acceptance

There are various sources of the acceptance uncertainty. Table B0 lists the sources of the
signal acceptance uncertainty for each category. The detail of the main signal acceptance un-
certainties is explained below. The acceptance uncertainties for non-t¢t H Higgs backgrounds
are described in Appendix .

Table 6.7: Magnitude of the acceptance uncertainties for tt H(H — ~7) process evaluated for
each category and their impact on the t¢H cross section.

Source of uncertainty Aeyp/enn |%) Aoy /own |%]
Leptonic region Hadronic region
Cat.1 Cat.2 Cat.3 Cat.l Cat.2 Cat.3 Cat4
MC generator modeling 9.1 4.5 7.3 12 7.1 3.9 3.0 7.9
iy and gy in the QCD 0.4 0.6 1.2 0.5 0.3 0.5 0.1 0.5
PDF+ag 1.3 1.3 1.3 1.4 0.9 1.2 0.9 1.3
Photon trigger 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
Photon Tight selection 3.7 3.5 3.5 4.0 3.6 3.5 3.5 3.7
Photon isolation selection 4.5 4.3 4.2 4.7 4.5 4.3 4.3 5.1
Jet 5.1 2.8 10 7.9 5.9 2.9 2.3 5.7
Lepton 1.0 1.1 1.3 - - - - 0.2
b-tagging 13 19 22 22 16 10 08 1.6
Missing transverse energy 0.2 0.3 0.3 0.5 0.3 0.2 0.5 0.4
Total 12 8.1 14 16 11 7.6 6.9 12
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- Uncertainty due to y, and py in the QCD calculation and the PDF+ag

The uncertainty of the renormalization and factorization scales in the QCD calculation and
the PDF+ag affect not only to the cross section but also to the acceptance. Table 624 shows
the size of the signal acceptance uncertainty caused by them. The impact on the signal
acceptance is relatively small.

- Uncertainty related to the MC modeling

The signal MC modeling uncertainty arises from the generator, parton shower, hadronization,
underlying event and PDF. To evaluate the size of the uncertainties, the alternative MC
samples are used as discussed in Section B2, The generator uncertainty is estimated by
comparing the nominal Powneg + PyTuia8 sample with the MadGraph5 aMCQNLO +
PyTHia8 sample, while the other uncertainties are inclusively estimated by comparing the
MadGraphb aMCQ@QNLO + Pyryra8 sample with the MadGraphb5 aMCQNLO + Herwig++
sample. It is the largest source of the cross section uncertainty as shown in Table GZ4.

- Uncertainty of the photon T'ight selection efficiency

The Tight photon selection efficiency is measured using the Z — [l events and the Z — ee
events as discussed in Section B=271 for converted and unconverted photons. It varies from
0.3 % to 12 % for converted photons and from 1.1 % to 13 % for unconverted photons. The
dominant source of the uncertainty is the one associated with the disagreement of shower
shape distributions between data and MC, which comes from the material mis-modeling.

- Uncertainty of the photon isolation selection efficiency

The photon isolation efficiency is measured using Z — [l events and inclusive photon events.
The uncertainty varies from 1.9 % to 5.0 % in the range of 20 < pr < 300 GeV. The impact
on the signal yield is from 4.2 % to 4.7 %, depending on the categories.

6.3.2 Uncertainty related to the di-photon mass scale

Because the position of the signal Higgs peak is fixed to the world average in the fitting, the
di-photon mass scale contributes to the systematic uncertainty.

The uncertainty of the di-photon invariant mass scale comes from the uncertainty of the
photon energy scale. In principle, measurement of the opening angle of two photons could
cause the uncertainty. However, the fine lateral and longitudinal granularity of the EM
calorimeter gives precise measurement of the position of photon resulting in negligible effect
to the uncertainty.

The uncertainty also comes from the current world average of the Higgs mass, which is
mpg = 125.09 £ 0.24 GeV [78]. Thus, 4+ 0.2 % of the mass scale uncertainty is considered.

The mass scale uncertainty is evaluated by varying each uncertainty source from the fixed
peak position (upscp). Table BR lists the source of uncertainty and the magnitude of the
mass scale uncertainty in each category.

100



Table 6.8: List of the sources of the di-photon mass scale uncertainties for each category.

Source of uncertainty Appscs/ppscs |%] ANoyp foun |%]
Leptonic region Hadronic region
Cat. 1 Cat. 2 Cat. 3 Cat. 1 Cat. 2 Cat. 3 Cat. 4
Photon energy scale 0.4 0.3 0.3 0.4 0.4 0.3 0.3 1.5
Higgs mass 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.9

6.3.3 Uncertainty related to the di-photon mass resolution

Because again the width of the signal Higgs peak is fixed in the fitting, the mass resolution
contributes to the systematic uncertainty. The mass resolution uncertainty is evaluated by
varying each uncertainty source from the fixed peak width (opscp). Table B9 shows the
magnitude of the mass resolution uncertainty in each category, which only attributes the
photon energy resolution uncertainty, and the magnitude of the cross section uncertainty
propagated by the mass resolution uncertainty.

Table 6.9: List of the sources of the di-photon mass resolution uncertainty for each category.

Source of uncertainty Aopscs/opscs %] Aoy fown (%)
Leptonic region Hadronic region
Cat. 1 Cat. 2 Cat. 3 Cat. 1 Cat. 2 Cat. 3 Cat. 4
Photon energy resolution 12 8.4 9.3 15 13 11 9.5 5.1

6.3.4 Summary of the systematic uncertainty

Table 610 shows the main systematic uncertainties to the ttH cross section.

Table 6.10: Top ten sources of uncertainty obtained from the fit to the observed dataset.

Uncertainty —Aoyp/oun|%] +Aoun/own|7)]
Parton shower / hadronization / underlying event / PDF 7.7 8.1
Jet energy scale / energy resolution / JVT 5.7 5.7
Photon isolation selection efficiency 5.0 5.2
Photon energy resolution 5.2 4.8
Photon Tight selection efficiency 3.1 4.2
Modeling of heavy flavor jet in ggF' process 3.6 3.8
BR(H — ) 3.2 3.3
Background modeling 2.4 2.3
Luminosity 2.2 2.3
B-tagging 2.2 2.2
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6.4 Validation of the signal extraction method

Pseudo experiments are performed to confirm the linearity and the validity of the size of
uncertainty of the fitting. The m,., distribution is prepared using toy MC, where the shape of
the signal and the resonant background are obtained by MC while the continuum background
by the sideband data. The number of signals is first assumed to be the SM ("% = 1) when
creating pseudo datasets. The number of events in each pseudo dataset is fluctuated to follow
the Poisson statistics. The number of the pseudo datasets is 10,000. The fitting is performed
to the 10,000 pseudo datasets.

Figure E12 shows the distribution of the signal strength p°“%“* and its pull defined as
(povtput — pinputy /5 poutput - where p“tUt and its error do®“?“* are obtained by the fitting. The
mean and sigma of the distributions are obtained by the gaussian fitting. The mean of the
(ot distribution is consistent with the input value. The sigma of the pull distribution is
also consistent with unity implying the validity of the size of statistical error.

In order to test the linearity, u“ is varied from 0 to 2 with 0.5 step and repeated the
pseudo experiments. Figure B3 shows p°““* and pull as a function of pP“. The response
of the fit shows no bias. The distributions of the u°“#* and its pull for various p™"“ are
shown in Appendix E.
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Figure 6.12: Distribution of the signal strength p°“#“ (left) and its pull (right) obtained by
fitting pseudo datasets generated by toy MC. The input signal strength is assumed to be
pmPut — 1 in the generation of pseudo data.
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Figure 6.13: Response of the signals strength p®“?“* (left) and its pull (right) for various
Iuinput‘

6.5 Result

The unbinned maximum likelihood fit is performed to all categories in both the Leptonic
and Hadronic regions simultaneously. Figure 614 and 613 show the m.,, distributions of the
data with fitting functions for each category. The combined plot of all categories is shown
in Figure B18. From the fitting, the statistical significance is determined to be 4.2 o, while
expected significance is 3.6 ¢ assuming the SM. Not only a visual inspection of the H — ~v
peak in m.. but also the statistical interpretation provides evidence for the ¢t¢H production
using H — 7y decay mode.

The numbers of signals and backgrounds are calculated by integrating the fitted results
in the range of 121 < m.,, < 129 GeV. Table BT shows the numbers of signals S and
backgrounds B, the signal to background ratio S/B, and the significance Z,. The most sen-
sitive categories in each Leptonic and Hadronic region (Leptonic Cat.1 and Hadronic Cat.1)
dominate the significance, while the remaining categories contribute to 13 % of the total
significance. The Hadronic region has slightly better sensitivity in total than the Leptonic
region. In general, since at least one lepton (e, 1) is required to exist in the Leptonic region,
it has better S/B than the Hadronic region. However, the S/B in the sensitive categories in
the Hadronic region is comparable with the one in the Leptonic region. One of the reason is
the tight requirement for the XGBoost score in the Hadronic region to reduce the number of
backgrounds. In addition, the number of signals in the Hadronic region is roughly twice than
that in the Leptonic region as shown in Table b, because of the smaller branching ratio of
W in the Leptonic region and some inefficiency for electron and muon. With these reasons,
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Figure 6.14: Di-photon invariant mass distribution of the observed events for three categories
in the Leptonic region. The solid red curve shows the fitted signal 4+ background model. The
dashed blue and dotted black curves show the total and continuum background components
of the fit, respectively.
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Figure 6.15: Di-photon invariant mass distribution of the observed events for four categories
in the Hadronic region. The solid red curve shows the fitted signal + background model. The
dashed blue and dotted black curves show the total and continuum background components

of the fit, respectively.
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the Hadronic region has similar or better Z; compared to the Leptonic region.

Table 6.11: The numbers of signals S and backgrounds B in the interval of
121 < m,, < 129 GeV, the signal to background ratio S/B, and the significance Zj.

Category S B S/B Z
Leptonic Cat. 6.4 33 19 29
Leptonic Cat. 32 6.1 05 1.2
Leptonic Cat. 1.1 58 0.2 0.5
Hadronic Cat. 6.2 29 21 29
Hadronic Cat. 49 10 05 14
Hadronic Cat. 6.7 44 02 1.0
Hadronic Cat. 42 74 01 0.5

N | W N

Now we know the existence of the t¢tH process, and evaluate the cross section from the
signal strength pz assuming o5 = 506.5 fb which is calculated with the NLO QCD. The
profile of the negative log-likelihood ratio ¢, = —2In A(yyy) is shown in Figure ET4. The
best fit value of py g is found to be

e = 1.37 7039 (stat.) 7035 (syst.) = 1.37 7040 (6.10)

The statistical uncertainty is still dominant, which is about 2.1 times larger than the sys-
tematic uncertainty.

The cross section of the ttH process is calculated from the Equation 28, assuming
BR(H — vy)? = BR(H — )™ = 2.27 7097 x 1073, The cross section ¢ is found to
be

ot — [694.9 T159 (stat.) T187 (syst.)] b= [694.9 *354] . (6.11)
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Chapter 7

Discussion

We compare the observed ttH cross section with the SM prediction in Section [Z1. Due to
the large uncertainty, we cannot conclude that there are signatures of the new physics. We
discuss the possibility how to reduce the uncertainty in Section 2. We also discuss the idea
to further separate ¢ + v events from the signal in Section 3.

7.1 Comparison with the theoretical prediction

The observed cross section is about 1.4 times larger than the SM prediction o5 = 506.5 T235 fb
calculated with the NLO QCD although the uncertainty in the measurement is large.

The CMS experiment also published the result of the search for ttH(H — ~7) process
with 77.4 fb~! of proton-proton collision data [79]. Table 1 shows the results by the ATLAS
(this thesis) and CMS. The statistical significance in the CMS is also found to be Zy > 4 o,
which supports the existence of the ttH(H — ~v). The signal strength ;5 is slightly higher
than the SM prediction as the ATLAS result. Although it is a wild trial, the simple weighted
average of iy by the ATLAS and CMS is pgom? = 1.5 133

Table 7.1: The results of the ttH(H — 77) signal strength in the ATLAS (this thesis) and
CMS [9]. Z, is the statistical significance of the t¢tH(H — ~v7) process. The combined
values are the simple minded weighted average of the ATLAS and CMS results.

Luminosity Zj (observed) Z; (expected) — puup

ATLAS (this thesis)  79.8 fb~! 420 3.6 0 1.4 109
CMS 77.4 fh! 410 27 0 1.7 158
Combined 59 ¢ 450 1.5 f8:§

One of the new physics models that possibly predicts the deviation of the Top-Yukawa
coupling from the SM is the Two Higgs Doublet Model (2HDM) |80, &1|. However, the
precision of the measurement needs to be improved to discriminate such new physics models
from the SM.
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7.2 Possible reduction of uncertainty

The uncertainty of the measured cross section 0% = [694.9 71959 (stat.) T{og s (syst.)] fb is
dominated by the statistical uncertainty while the systematic uncertainty is not negligible.
Assuming the statistical uncertainty will be improved in future at the High-Luminosity LHC,
we discuss the possibility to reduce the systematic uncertainty. Furthermore, we also discuss
about the theoretical uncertainty which is needed in the comparison with the measurement.

7.2.1 Systematic uncertainty

The systematic uncertainty of the cross section is assigned to be 18 % in the current result.
Since this will be dominant in future, it is important to discuss how to reduce the systematic
uncertainty even now.

Systematic uncertainty related to the parton shower, hadronization, underlying
event and PDF

The largest contribution of the systematic uncertainty comes from the modeling of the parton
shower, hadronization, underlying event and parton distribution function (PDF). Figure [T
shows the pr distributions for the leading and sub-leading jets for the signal MC samples
generated with the nominal and alternative models. As shown in the plots, the different
models predict the different jet py distributions. This comparison does not allow to identify
the most important systematic effect, because the modeling of parton shower, hadronization,
underlying event and PDF are changed at the same time from the nominal MC sample. To
understand what causes the difference, these model have to be changed one by one.

Systematic uncertainty related to the measurement of each object

There are two main objects which have relatively large uncertainty; jet and photon. The
source of uncertainties related to jet is dominated by the jet energy scale. This uncertainty
mainly affects the XGBoost score. The uncertainty of the jet energy scale is already sup-
pressed to be 1 % at 100 GeV as discussed in Section B5. However, it still affects the signal
acceptance because there are many jets in the final state. One of the relatively large con-
tributions of the jet energy scale uncertainty comes from the hadronization modeling. The
uncertainty of the jet energy scale is assigned as the difference of the response R defined in
Section BA, which is estimated by the comparison between Pyryia8 and Herwig+-+. How-
ever, there are not only the hadronozation modeling but many other uncertainty sources in
the jet energy scale. To reduce the jet energy scale uncertainty, sub percent level high preci-
sion calibration is needed for each source, which is challenging. As shown in Figure 713, low
pr jets have relatively large jet energy scale uncertainty. Thus it is possible to reduce the
uncertainty if lower pr ordered jets are removed from the MVA inputs. Since fourth (sixth)
jet could not be the one originated from top-quarks in the Leptonic (Hadronic) region, their
removal may make a small change of the XGBoost distribution although further studies are
needed to make it clear.
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Figure 7.1: The pr distribution of the leading (left) and sub-leading (right) jets for the
ttH(H — ) MC generated with the nominal and alternative parton shower and hadroniza-
tion (PS), underlying event (UE) and PDF model. Events are required to pass the di-photon
selection.
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Because there are various sources of the uncertainty related to photon, we need to make
various efforts to reduce photon systematics. One of the relatively large uncertainty sources
comes from the modeling of material inside the EM calorimeter, which mainly affects the
photon energy resolution and the photon selection efficiency. Currently, the material of the
Inner Detector is estimated by counting the number of converted photons using data taken
in 2015 [8H]. The precision of the material estimation is limited by the understanding of
the reconstruction efficiency of converted photons. Because we currently cannot measure
the reconstruction efficiency, its uncertainty is estimated by varying the selection criteria
where the variation is artificially large to be conservative. In order to estimate the material
uncertainty precisely, we need to establish the method to measure the reconstruction efficiency
of converted photons.

7.2.2 Theoretical uncertainty for the SM ttH cross section

The ttH cross section in the SM prediction is o5 ¥ = 506.5 T35S fb with the NLO QCD calcu-
lation. This theoretical uncertainty is relatively smaller than the experimental uncertainty.
However, it will be important when the experimental uncertainties are reduced in the future
to look for a deviation from the SM prediction.

The variation of the renormalization and factorization scales in the QCD calculation
largely contributes to the cross section uncertainty: Aoy /o5 = +5.8/ —9.2 %. To reduce
the uncertainty, it is the most straightforward to perform the higher order QCD calculation
(e.g. NNLO, N3LO, ...). Figure [2 shows the renormalization scale ju, and factorization
scale f1y dependence of the ttH cross section calculated with LO and NLO [I9]. The cross
section is obtained by simultaneously varying p, and pf, with g = p, = py in this plot. The
scale dependence becomes small as the cross section is calculated at higher order. Another
possibility to improve the uncertainty is to include the next-to-leading logarithmic (NLL)
corrections to the NLO QCD calculation. Table [ shows the cross section uncertainties at
the various order calculations. The NLO-+NLL QCD calculation reduces the uncertainty by
70 % from the NLO QCD calculation.

Table 7.2: Cross section uncertainties for the t¢H production process at the LHC [19]. The
uncertainties are estimated varying p, and py independently by considering the minimum
and maximum values obtained with (4, /p, pr/p) = (0.5, 0.5), (0.5, 1), (1, 0.5), (1, 1), (1, 2),
(2, 1), (2, 2).

Process /s NLO NLO+NLL NLO-+NLL (with C)
13TV 135 (%] to5 (%] 55 ]
14 TeV 159 (%] 255 (%] 55 %]

ttH
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Figure 7.2: Renormalization scale pu, and factorization scale piy dependence of the ttH
cross section calculated with LO, NLO and NLO+NLL at /s = 13 TeV (left) and 14
TeV (right) [19]. The cross section is obtained by simultaneously varying g, and py, with

= e = fuy.
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7.3 Separation from the tt + vy background

Since ttH(H — ~v) and tt + vy events have the same final state, it is difficult to reduce
tt +~v backgrounds even with the MVA. In this section, we discuss about the idea to further
reduce tt + vy backgrounds.

The training samples of the MVA are the signal MC and real data passing NT1 selection as
the inclusive background containing both ~~ and ¢t + ~y. However, this background sample
is dominated by 7 events and thus the characteristics of ¢ + 77 events are not shown up.

To tune the MVA so that the reduction of t£+~7 is enhanced, we develop two independent
XGBoosts; one is for ttH(H — 7v) and 7 separation and the other for t¢tH(H — ~7) and
tt 4+ v separation. For the training sample, each vy and ¢t + vy MC is used instead of
data. Since the number of vy MC events are very limited in the Leptonic region, this study
covers only for the Hadronic region. The input variables to the XGBoost are the same as
the nominal analysis (Table B23 shows the list of variables). In the following, the XGBoost
trained by ttH(H — ~v) and 7y samples are called as XGBoost(v7), and the one trained
by ttH(H — ~v) and tt + vy as XGBoost(tt + 77), respectively. Figure 3 shows the
distributions of the XGBoost(y7y) and XGBoost(tt + 77) scores. ¢t + v events are better
separated from ¢tH(H — ~7) by the XGBoost(tt + 7).
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Figure 7.3: XGBoost score distributions. vy MC (left) and ¢ + vy MC (right) are used as
the training samples, instead of data. Events are normalized to unity.

To reduce not only tt-++v but also 7y backgrounds, we need to check the XGBoost (¢t +~7)
distribution with the high XGBoost(y7) score region. Figure 4 shows the two dimensional
distributions of the XGBoost(yy) and XGBoost(tt + ) for ttH(H — ~vv), vy, tt + vy MC,
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and data. It turned out that events with higher XGBoost(y7) score tend to have higher
XGBoost(tt + v7) score. Figure A shows the XGBoost(tt + vv) score distribution with
XGBoost(y7) score > 0.9. Signal events can be separated from ¢t + v events although they
have high XGBoost(y7) score.

Events are categorized into four groups by two dimensional boundaries of the XGBoost ()
and XGBoost(tt + v7) scores. Table [33 and [Z4 show the summary of the nominal and new
categorization results, respectively, where N ;-g;p is the number of expected signals assuming
the SM and NP .. is the number of continuum backgrounds estimated from sideband
data. The signal to background ratio is about 1.8 times improved by the new categorization,
although this categorization is not introduced in this analysis because the expected signifi-
cance is not improved. However, the systematic uncertainty related to background could be
reduced by the improvement of the signal to background ratio. The expected significance Z
has large uncertainty because of the lack of events in the sideband. The benefit of the new
categorization could be appeared when the statistics is more abundant.

Table 7.3: The numbers of signals and backgrounds, expected significance and the signal to
background ratio for each category in the Hadronic region, using the nominal XGBoost as
used in Section b2, Only the statistical uncertainty is considered.

Category Negt Nowi_pg  Significance Zy  Ng" /NI 5o
Cat. 1 3900 14+£05 25 x0.3 29=x1.1
Cat. 2 29+ 00 6.7£15 1.1 £ 0.1 04 =£0.1
Cat. 3 3.9+£0.0 222+£25 0.8 £0.0 0.2 £0.0
Cat. 4 24£00 36.6 £2.8 0.4+£0.0 0.1 £0.0

Combined 12.5 4+ 0.0 66.9 &+ 4.1 29 £0.3 0.2 £0.0

Table 7.4: The numbers of signals and backgrounds, expected significance and the signal
to background ratio for each category in the Hadronic region, using the XGBoost(yy) and
XGBoost(tt + 7). Only the statistical uncertainty is considered.

Category N;{f]p NoP  pe  Significance Z N;”;p NP pa
Cat. 1 3000 1.3=%0.5 2.1 +£0.2 2.3 +£0.8
Cat. 2 22+00 20=£0.6 1.4 4+ 0.2 1.1 £ 0.3
Cat. 3 1.5£+£00 35%x0.8 0.8 £0.1 04 £0.1
Cat. 4 47 4+ 0.0 26.8 + 2.3 0.9 +£0.0 0.2 + 0.0

Combined 114 £+ 0.0 33.7 + 2.6 2.7 +£0.3 0.3+ 0.0
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Figure 7.4: Two dimensional distributions of the XGBoost(yv) and XGBoost(tt + ) for
ttH(H — ~vv) MC (a), vy MC (b), tt + vy MC (c), and data (d).
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Chapter 8

Conclusion

We performed the search for the production of the Higgs boson in association with top-park
pair with the H — 7 decay channel using proton-proton 13 TeV collision data accumulated
by the ATLAS detector.

Signal events are selected by the multivariate analysis using the kinematic variables (pr,
n, ¢, E) of the final state objects. The selected events are categorized into some groups with
different signal to background ratio to improve signal sensitivity.

We found the "Higgs-like" events around 125 GeV in the di-photon invariant mass dis-
tribution although the statistics is not enough to make clear peak. The unbinned maximum
likelihood fit is performed to extract the number of signals to all categories simultaneously, in-
dicating the statistical significance is 4.2 standard deviations away from the background-only
hypothesis, while the expected significance is 3.6 standard deviations. This is the evidence for
the Higgs boson production in association with top-quark pair with H — 7 decay channel
only.

The cross section of the ttH process o4y is found to be

O = [694.9 11980 (stat.) Tlot T (syst.)] fb. (8.1)

It is slightly higher than the Standard Model expectation, o5y = 506.57255 fb, calculating
with the NLO QCD, although it is consistent within the uncertainty. It indicates that some
new physics models can be involved in the Top-Yukawa coupling. More precise measurement
is needed to discover new physics.
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Appendix A

Discriminating variables used for the
photon selection

Table [A—T shows the list of discriminating variables used for the Loose, Medium and Tight
photon selection.
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Table A.1: Discriminating variables used for Loose, Medium and Tight selection [57].

Category Description ‘Loose Medium Tight

Energy leakage to Ratio of Er in the first sampling layer of the hadronic v v v
the hadronic calo. calorimeter to Er of the EM cluster (used over the range
|| < 0.8 of |n| > 1.52)

Ratio of Er in the hadronic calorimeter to E7 of the EM v v v
cluster (used over the range |n| < 0.8 of || > 1.52)

Middle layer of Ratio of the energy in 3 x 7 (n X ¢) cells over the energy v v v
the EM calo. in 7 x 7 cells centered around the photon cluster position
Lateral shower width, \/(SEm?)/(SE) — (SEm)/(SE))?, v v v

where F; is the energy and 7; is the pseudorapidity of
cell ¢ and the sum is calculated within a window of 3 x 5 cells

Ratio of the energy in 3 x 3 (n x ¢) cells over the energy of v
3 x 7 cells centered around the photon cluster position
Strip layer of Lateral shower width, \/(SE;(i — iyma)?)/(ZE;), where i runs v
the EM calo. over all strips in a window of 20 x (1 x ¢) strips, and 7,4,

is the index of the highest energy strip measured in the strip layer

Total lateral shower width \/(SE;(i — imaes)?)/(SE;), where i runs v
over all strips in a window of 20 x 2 (1 X @) strips, and ;0.
is the index of the highest energy strip measured in the strip layer

Energy outside the core of the three central strips but within v
seven strips divided by energy within the three central strips

Difference between the energy associated with the second v
maximum in the strip layer and the energy reconstructed in
the strip with the minimum value found between the first and
second maxima

Ratio of the energy difference between the maximum energy v v
deposit and the energy deposit in the secondary maximum in
the cluster to the sum of these energies

Ratio of the energy in the first layer to the total energy of the v
EM cluster
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Appendix B

Distribution of the XGBoost Input
variables
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Figure B.1: Input variable distributions of the XGBoost for the Hadronic region related to
the leading photon after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC

samples. Events are normalized to unity.
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Figure B.2: Input variable distributions of the XGBoost for the Hadronic region related to
the sub-leading photon after the di-photon and top-quark pair selections. The non-tt H Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC

samples. Events are normalized to unity.
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Figure B.3: Input variable distributions of the XGBoost for the Hadronic region related to
the leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs denotes
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Figure B.4: Input variable distributions of the XGBoost for the Hadronic region related to
the second leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.5: Input variable distributions of the XGBoost for the Hadronic region related to
the third leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.6: Input variable distributions of the XGBoost for the Hadronic region related to
the fourth leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.7: Input variable distributions of the XGBoost for the Hadronic region related to
the fifth leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.8: Input variable distributions of the XGBoost for the Hadronic region related to
the sixth leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.9: Input variable distributions of the XGBoost for the Hadronic region related to
the missing transverse energy EZ7'** after the di-photon and top-quark pair selections. The

non-tt H Higgs denotes the mixture of the ggF, VBF, VH (V = W*,Z), bbH, ggZH, tW H
and tHjb MC samples. Events are normalized to unity.
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Figure B.10: Input variable distributions of the XGBoost for the Leptonic region related to
the leading photon after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC

samples. Events are normalized to unity.
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Figure B.11: Input variable distributions of the XGBoost for the Leptonic region related to
the sub-leading photon after the di-photon and top-quark pair selections. The non-tt H Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC

samples. Events are normalized to unity.
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Figure B.12: Input variable distributions of the XGBoost for the Leptonic region related to
the leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs denotes
the mixture of the ggF, VBF, VH (V. = W=*,7), bbH, ggZH, tW H and tH jb MC samples.
Events are normalized to unity.
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Figure B.13: Input variable distributions of the XGBoost for the Leptonic region related to
the second leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.14: Input variable distributions of the XGBoost for the Leptonic region related to
the third leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.15: Input variable distributions of the XGBoost for the Leptonic region related to
the fourth leading jet after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.

136



> 4 g T T T T T P S I o e MBARRS Ea

[ Relm p m = 0.25 §
5 Fis=13 TeV,ILdt =7981" [ JtHH-w) 1 g FVs=13 TeV,ILdt =7981" [ JtHH-w) ]
o 1.6 th+yy = i} - th+yy B
Z F [ non_ttH_Higgs(H- vy) § 0 2; [ non_ttH_Higgs(H- yy) |
o 14r Cw ] “r COw ]
g 12; —e— Data ] L —e— Data |
S L - L 4
w F 3 0.15— —
= E C ]
0.8 = . ]
C ] 0.1~ ]
0.6 — L ]
0.4 E 0.05] -
0.2 .. = C ]
0:,‘ﬁm”m7m*v ‘ | | L | -~ T T T A . - T
0 20 40 60 80 100 120 140 160 180 200 -4 -3 -2 -1 0 1 2 3 4
p'f"[GeV] '
@ 016 > 0.9 T T T T T T T T T
] Fys=13TeV, [Ldt=79.81" [ tHH-w) ] (0] Fis=13TeV, [Ldt=79.8 1" [ tHH-w) =
> 014 - . 0.8 - 3
] H tt+yy - o F tt+yy B
E [ non_ttH_Higgs(H- yy) ] Z 0.7 [ non_ttH_Higgs(H- yy)
O1i E § 0.6 —e— Data =
s ] ] F E
F ] 0.5 =
B - ] 0.4 E
006 E 0.3F =
0.04 E 0.25 3
0.02f E 0.1 =
ol e i b g 0:,‘\”‘\‘”\”7""wrmvﬁmv -
-4 -3 -2 -1 0 1 2 3 4 0 20 40 60 80 100 120 140 160 180 200

lep

E® [GeV]

Figure B.16: Input variable distributions of the XGBoost for the Leptonic region related to
the leading lepton after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.17: Input variable distributions of the XGBoost for the Leptonic region related to
the leading lepton after the di-photon and top-quark pair selections. The non-ttH Higgs
denotes the mixture of the ggF, VBF, VH (V = W=, Z), bbH, ggZH, tW H and tHjb MC
samples. Events are normalized to unity.
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Figure B.18: Input variable distributions of the XGBoost for the Leptonic region related to
the missing transverse energy EZ7'** after the di-photon and top-quark pair selections. The
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Appendix C

Continuum background modeling using
data sideband

In this analysis, the continuum background shape is modeled using certain templates as
discussed Section B2223. The study with sideband data is also available although the statistics
is very limited. The continuum background modeling using sideband data is performed as
shown in Figure C1 and T2 for the Leptonic and Hadronic regions, respectively.

Figure shows the fitting parameter c; or ¢y for the three functions used to evaluate
the background modeling uncertainty as described in Section B2223. The background shapes
retrieved from the templates are slightly different from that from the sideband data. However,
it is hard to discuss the difference of the shapes between the templates and sideband data due
to the large statistical uncertainty. For this reason, the shape of the templates and sideband
is regarded as the same, and the templates are used for the continuum background modeling
in this analysis.
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Figure C.1: Sideband data distribution for each category in the Leptonic region. The region
121 < myy, < 129 GeV is removed to avoid the contamination of the H — 7 events. Data
are fitted by the Exponential (Exp), Power law (PowLaw) and Exponential of second-order
Polynomial (ExpPoly2) functions. The x? divided by the number of degrees of freedom
(NDF) for the exponential fitting is shown. The number of backgrounds is calculated by
integral in 121 < m., < 129 GeV.
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Figure C.2: Sideband data distribution for each category in the Hadronic region. The region
121 < myy, < 129 GeV is removed to avoid the contamination of the H — 7 events. Data
are fitted by the Exponential (Exp), Power law (PowLaw) and Exponential of second-order
Polynomial (ExpPoly2) functions. The x? divided by the number of degrees of freedom
(NDF) for the exponential fitting is shown. The number of backgrounds is calculated by
integral in 121 < m., < 129 GeV.
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Figure C.3: Fitting parameters for the Power Law (a), the Exponential (b) and the Expo-
nential of second-order Polynomial (c, d). The detail of these parameters are described in
Section B233. The fitting is performed to the sideband data and templates.
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Appendix D

Detail of the systematic uncertainties
related to acceptance

The main sources of the acceptance uncertainty is discussed in Section B2371. We discuss
about the remaining uncertainties although there are small contributions to the ttH cross

section measurement. Table D, D2, D=3, D4, DFH and DG show the lists of the sources of
acceptance uncertainty for the non-ttH Higgs backgrounds.

Uncertainty of the photon trigger efficiency

The di-photon trigger efficiency is measured by the multiplication of the single photon trigger

efficiency as discussed in Section EZ22. The uncertainty of *-7 % is considered.

Uncertainties related to leptons

The acceptance uncertainty related to electron and muon mainly comes from the selection
and isolation efficiencies. The small contribution is appeared only in the Leptonic region.
Uncertainties related to jets

The uncertainties of jet energy scale, jet energy resolution and JVT efficiencies also affect
the acceptance uncertainty. These measurements are mentioned in Section E4.
Uncertainties of the b-tagging efficiency

The b-tagging efficiency and its uncertainty are measured with data using ¢t di-lepton channel
as discussed in Section E@. The dominant source of the uncertainty is modeling of ¢t MC,
such as the generator and parton shower modeling.

Uncertainties of the missing transverse energy

The uncertainty of the missing transverse energy calculated as Equation BI0 comes from
the energy scale and resolution of hard and soft terms. The uncertainty of the hard term,
consisting of the energy of photons, electrons, muons and jets, is already considered above.
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Heavy flavor jet modeling uncertainties

The theoretical uncertainty of the additional production of b-jets via gluon radiation and
splitting into b-quark pair is assigned to the acceptance of non-t¢t H Higgs background. This

uncertainty is only assigned to the ggF, VBF, WH and ZH processes.

The predicted

acceptance of these processes is conservatively assigned with 100 % uncertainty. Since there
are small contaminations by the non-t¢H Higgs background in each category as shown in
Table b8 and b7, the impact on the ttH cross section measurement is small.

Table D.1: Magnitude of the acceptance uncertainties for ggF' process evaluated for each
category and their impact on the t¢H cross section.

Source of uncertainty

ANggr /NggF 7]

Leptonic region

Hadronic region

AUttH/Utth [%]

Cat.l Cat.2 Cat.3 Cat.l Cat.2 Cat.3 Cat4
iy and i in the QCD 18 17 24 36 8.9 21 19 1.2
PDF+ag 10 5.3 17 5.9 6.3 8.6 11 0.5
Heavy flavor modeling 100 100 100 100 100 100 100 3.6
Photon trigger 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
Photon Tight selection 5.1 3.5 3.9 4.7 4.3 44 4.0 3.7
Photon isolation selection 4.3 4.3 4.1 4.6 5.5 5.2 4.6 5.1
Jet 44 167 16 15 22 15 14 5.7
Lepton 0.6 0.0 0.0 - - - - 0.2
b-tagging 6.5 3.7 7.1 9.2 8.4 7.1 8.8 1.6
Missing transverse energy 7.1 0.0 0.0 2.0 14 2.2 2.2 0.4

Table D.2: Magnitude of the acceptance uncertainties for V BF process evaluated for each
category and their impact on the ttH cross section.

Source of uncertainty

ANvgr/Nyper %)

Leptonic region

Hadronic region

Cat.1 Cat.2 Cat.3 Cat.l Cat.2 Cat.3 Cat.4

AUttH/UttH [%]

pr and g1 in the QCD
PDF+aS
Heavy flavor modeling
Photon trigger
Photon Tight selection
Photon isolation selection
Jet
Lepton
b-tagging
Missing transverse energy

6.7
4.5
100
0.7
29
4.2
18
0.0
0.0
0.0

2.3
3.4
100
0.7
4.9
9.1
22

0.0
0.7

1.7
1.9
100
0.7
4.5
4.4
19
0.0
1.9

1.8
2.1
100
0.7
4.2
4.5
20
0.0
3.5

1.5
3.3
100
0.7
4.1
4.5
18
0.0
2.2

0.0
0.0
0.5
0.7
3.7
5.1
5.7
0.2
1.6
0.4
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Table D.3: Magnitude of the acceptance uncertainties for W H process evaluated for each
category and their impact on the ttH cross section.

Source of uncertainty ANw g /Nwr %] Aoy /oun |%]
Leptonic region Hadronic region
Cat.1 Cat.2 Cat.3 Cat.l Cat.2 Cat.3 Cat4

iy and pi in the QCD 4.2 4.5 3.5 5.0 4.2 3.8 3.3 0.1
PDF+ag 3.0 4.1 3.8 3.2 1.5 1.8 0.7 0.0
Heavy flavor modeling 100 100 100 100 100 100 100 1.2
Photon trigger 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
Photon Tight selection 4.0 4.0 4.1 4.6 4.1 4.2 4.0 3.7
Photon isolation selection 4.3 4.4 4.2 4.5 4.4 4.1 4.5 5.1
Jet 16 8.3 10 18 23 16 20 5.7
Lepton 0.4 0.4 0.3 - - - - 0.2
b-tagging 10 11 13 8.2 7.8 5.6 5.6 1.6
Missing transverse energy 1.1 0.7 1.2 1.6 1.1 2.8 2.3 0.4

Table D.4: Magnitude of the acceptance uncertainties for ZH process evaluated for each
category and their impact on the ttH cross section.

Source of uncertainty ANz /Nzg |%] Aoy /own |%]
Leptonic region Hadronic region
Cat.l Cat.2 Cat.3 Cat.l Cat.2 Cat.3 Cat4

iy and gy in the QCD 5.1 4.6 4.0 3.7 4.0 3.4 2.0 0.1
PDF+ag 3.8 3.0 3.4 2.8 1.9 1.5 0.8 0.0
Heavy flavor modeling 100 100 100 100 100 100 100 1.2
Photon trigger 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
Photon Tight selection 4.4 4.0 3.8 4.6 4.0 4.1 4.0 3.7
Photon isolation selection 4.4 4.8 4.2 4.7 4.3 4.7 4.4 5.1
Jet 19 27 12 17 16 16 15 5.7
Lepton 1.0 2.0 3.1 - - - - 0.2
b-tagging 6.4 7.6 9.0 3.4 3.7 3.5 5.4 1.6
Missing transverse energy 2.6 7.8 13 1.0 0.9 1.8 2.2 0.4

Table D.5: Magnitude of the acceptance uncertainties for tH jb process evaluated for each
category and their impact on the t¢H cross section.

Source of uncertainty AN/ Nimjo %] Aoy /own |%]
Leptonic region Hadronic region
Cat.1 Cat.2 Cat.3 Cat.l Cat.2 Cat.3 Cat4

Photon trigger 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
Photon Tight selection 4.4 3.9 3.9 4.8 4.3 4.1 3.9 3.7
Photon isolation selection 4.9 4.4 4.2 5.0 4.8 4.7 4.6 5.1
Jet 11 4.6 24 13 11 13 9.1 5.7
Lepton 0.4 0.3 0.4 - - - - 0.2
b-tagging 1.2 0.8 0.6 0.9 0.9 1.1 1.2 1.6
Missing transverse energy 0.5 0.3 0.6 0.7 0.9 0.8 1.0 0.4
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Table D.6: Magnitude of the acceptance uncertainties for tW H process evaluated for each
category and their impact on the ttH cross section.

Source of uncertainty ANwwu/Newr %] Aoy /own |%]
Leptonic region Hadronic region
Cat.l Cat.2 Cat.3 Cat.l Cat.2 Cat.3 Cat4

Photon trigger 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7
Photon Tight selection 4.5 3.8 3.5 5.0 4.6 4.2 3.9 3.7
Photon isolation selection 8.7 6.0 4.9 9.2 9.8 7.1 4.3 5.1
Jet 4.6 2.8 11 6.8 6.4 4.3 4.7 5.7
Lepton 0.8 0.6 0.4 - - - - 0.2
b-tagging 2.7 2.2 1.5 1.6 14 1.2 1.9 1.6
Missing transverse energy 1.8 0.9 0.2 0.8 0.3 1.2 0.6 0.4
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Appendix E

Detail of the validation of the fitting

Figure ED, EZ2, E33 and E-4 show the distributions of the signal strength p°“*“* and its pull
obtained by fitting pseudo datasets generated by toy MC for various ;™. There are tails at
the lower side in the distribution of p°“#* and its pull, especially for the ones for p?% < 1.
It is caused by the lack of events around the Higgs mass due to the statistical fluctuation
and consequently p°“P"* can be much small value (u°“#?** < 0) although it is not allowed by
physics. To avoid such an influence, the range of gaussian fitting of the pull distribution is
limited from -2 to 2 in this analysis. We need to consider how to treat the case of p°“#“ < (.
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S mean:0.00 £ 0.00 ] 3'500: mean: 0.02 + 0.01 ]
800 = - .

% - sigma: 0.26 + 0.00 ] % [ sigma: 1.01+ 0.01 ]
s 700? WU = 0.00 E 5 a00F WU = 0.00 ]
© 600F = T T 1
2_ ] g I ]
w 200 E % 3001 .
2400+ 3 g I 1
S 3001 E S 200 .
2 E B 2 F .
200 = L :
55 : 5 100 ]
o 100 E o ]
= 05 iiarinsin: =B WU AT B S I IV LN o S YR PR RUETN L =N FRREE I
-2 -15 -1-05 0 05 1 15 2 5 -4 -3-2-10 1 2 3 4 5
l'loutput (uoutput _ uinput) / 6u0UTPUt

Figure E.1: Distribution of the signal strength p“*"* (left) and its pull (right) obtained by
fitting pseudo datasets generated by toy MC. The input signal strength is assumed to be
pmPut — () in the generation of pseudo data.
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Figure E.2: Distribution of the signal strength p“*"* (left) and its pull (right) obtained by
fitting pseudo datasets generated by toy MC. The input signal strength is assumed to be
p™Put — (.5 in the generation of pseudo data.

[%2] ] [%2] F 3
%600: mean: 1.50 £ 0.00 ] %600? mean: -0.02 + 0.01 f
S Co. ) 7 S . ] ]
s : S|.gma. 0.38 £0.00 ] s 5000 S|.gma. 1.02 £ 0.01 ]
S 500F "™ = 1.50 . S [ H™=150 1
8 f ] = F ]
= r ] = 400 -
2 400 = g F ]
(%] L ] (%] r B
3300, : 3% :
5 z S 00 :
& 200F = g 200" E
o) C ] o) r B
S - ] S C ]
2 1001 ] 2 100r g
(O] - - () - -
< r b < 7
|_ 7\ Ll L Y ‘ V- ‘ Y ‘ L1l A-‘ Ll \7 |_ OiLL\AJ \\\‘\\\\‘\\\\‘\\\\‘\\\\‘\\ Al | \\\\7

-05 0 05 1 15 2 25 3 3.5 5 -4-3-2-10 1 2 3 4 5

uoutput (uoutput _ uinpu't) / 6u0UtPUt
Figure E.3: Distribution of the signal strength p“*"* (left) and its pull (right) obtained by

fitting pseudo datasets generated by toy MC. The input signal strength is assumed to be
pmPut — 1.5 in the generation of pseudo data.
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Figure E.4: Distribution of the signal strength p“*"* (left) and its pull (right) obtained by
fitting pseudo datasets generated by toy MC. The input signal strength is assumed to be
(et — 2 in the generation of pseudo data.
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