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In this thesis, we discuss “backward simulation,” which traces a time-reversed path
from a target region to the initial configuration. If the outputs of the original
simulation (“forward simulation”) are easily restored from those obtained by backward
dynamics, we can use backward simulation as a computational tool. In particular, the
time required to calculate the probahbility to reach a target region from the initial
configurations can be significantly reduced when the target region is small, but the
initial distribution is broad. An example is a computation of the probability that a
typhoon will hit the Tokyo area exactly under a given stochastic model.

It is, however, difficult to design backward dynamics with the desired properties. The
naive method described later defines a natural candidate for backward dynamics. naive
method does not, however, work as expected; it does not reproduce the correct
probabilities defined by the forward simulation, and the calculation of factors required
to correct the bias is often computationally expensive. Surprisingly, this naive method
does not work as expected; it does not reproduce the correct probabilities defined by
the forward simulation, and the calculation of factors required to correct the bias is
often computationally expensive.

The aim of this thesis is to draw attention to these facts and propose an algorithm
that partially resolves the problem. We named this algorithm the time reverse Monte
Carlo method (TRMC). TRMC is based on the ideas of sequential importance sampling
(SIS) and sequential Monte Carlo (SMC). Time-reversed dynamics itself was discussed
in several studies, mostly from a theoretical viewpoint. On the other hand, related
computational problems are found in data science, especially in time-series analysis
using state-space models. Our problem can formally be regarded as a limiting case of
the “smoothing” part of these algorithms, where only one observation (“target”) is
available at the end of the time series, There are, however, important differencesyfrom
our problem, which are discussed in this thesis. TMRC essentially involves introducing
simplified backward dynamics with a weight. This weight enables the bias of
estimators to be corrected. In this algorithm, we introduce a backward transition
probability. We can choose an arbitrary probability density as a backward transition
probaBility, while the computation efficiency strongly depends on it.

To give concrete examples, we also present the numerical results. Forward
simulations are used to check the consistency and computational efficiency of our result.
TRMC with SIS was tested for the stochastic difference equation and the stochastic



typhoon model and the Lorenz 96 model; it converges more efficiently than forward
simulations in some of these examples. Three types of improved versions of TRMC are
also introduced. The first one is a higher-order approximation in backward dynamics.
The second one is TRMC with resampling for simulations with a larger number of steps.
The third one is TRMC with an external field. In these improvements, TRMC provides
unhbiagsed estimates of the probabilities without expensive computation. These three
types of improved schemes are shown to be advantageous.

We also discussed the limitation. The examples provided in this thesis show that
backward simulations using TRMC provide correct averages and can be more efficient
than forward simulations. In these examples, the computational efficiencies of TRMC
are higher than those obtained by forward simulation. Note that TRMC can be used to
calculate the probability for an arbitrarily small target region; this would be impossible
by using forward simulation. There are, however, cases in which TRMC is inefficient.,
First, TRMC is not advantageous if the time-reversed paths rarely encounter a region
in which the initial density is high; this can occur when the initial density is not broad.
Anocther case in which TRMC can be inefficient is when the weight is highly time
dependent. If paths with smaller weights in the initial stage of backward simulation
acquire larger weights in the latter stage, resampling of the path (particle splitting) in
SMC may not be effective. In this case, if TRMC with SIS is ineffective, TRMC with
SMC also shows poor performance. ' ;

At last, we show the possiblle improvement of TRMC and its relation to the Bayes
formula. It is useful to introduce optimal backward dynamics. Although it is not easy
to obtain these dynamics a priori, the formal definition is defived. This formulation
appears similar to the formulas used in Bayesian inference when the probability
obtained by forward simulations is regarded as an analog of the prior distribution. It

is also considered as the optimal backward dynamics.
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