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Knowledge graphs are useful for many artificial intelligence tasks but often have
missing data. However, to manually construct a knowledge graph, a lot of human power
is required. Hence, a method for constructed knowledge graphs has been developed.
The approaches for knowledge graph construction can roughly be categorized into two
groups: The external approach and the internal approach. .

The external approach makes use of external resources which include human
knowledge, semi-constructed data, and natural language texts. Those resources are
converted into triples to construct a knowledge graph. A lot of knowledge graphs,
including Wikidata and Freebase, have been constructed and we can use them for our
purpose now. However, knowledge graphs often have lots of missing facts. To solve this
problem, we needed another approach.

The internal approach predicts missing fact making use of an existing knowledge
graph, which includes embedding models, the Path Ranking Algorithm, and rule
evaluation models. We think there are two necessary things that a model for a
knowledge graph completion model should have: Reliability of Prediction and
Interpretability. However, each method has each limitation. For example, rule-based
models do not have the reliability of prediction as much as state-of-the-art embedding
models. embedding models are generally like "“black-box", i.e., lack interpretability. To
achieve models with the reliability of prediction and interpretability, we proposed novel
methods dealing with issues above models.

A rule-based model is interpretable. Hence, we attempt to develop it for more
efficiency. In this dissertation, we propose GRank, which can effectively useful rules
underlying in a knowledge graph. We show GRank is as effective as embedding models,
which means we get the efficient interpretable model for link prediction. In other words,
the explanation of prediction by rules is credible. |

Translation-based models were relatively clear with its mechanism among embedding
models. However, TransE, the original translation-based model, suffers from problems
coming from its low expressiveness. We deal with the low expressiveness in two steps
by generalizing TransE. To solve part of the problem, we propose the knowledge graph
embedding model on a Lie group (KGLG), which is a generaiized translation-based
embedding model where entities and relations are represented by a point of a Lie group.
KGLG relaxes the problem coming from the characteristics of a Euclidian space for the
embedding space. Attention KGLG (AKGLQ®) is a more generalized version of KGLG.



We propose AKGLG to make KGLG more expressive.

In AKGLG, entities and relations are assigned an attention vector in addition to an
embedding on a Lie group.

The attention vector is used to separate the Lie group to separately store information
‘about each entity and relation. We also show AKGLG is unified embedding models that
contain many of state-of-the-art embedding models. As a result, we can obtain efficient
translation-based models that have a clear mechanism. The rule evaluation method on
embeddings (REE) is a method to evaluate association rules from embeddings of
AKGLG. REE is proposed based on the clear mechanism of AKGLG. We can use REE to
understénd what instances of AKGLG learned, in other words, REE provide
interpretability for AKGLG. We can also use REE for faster evaluation of rules than
GRank. _

Finally, we propose the path-based framework (PBF), which is a framework to
integrate several approaches for link prediction. In this framework, embeddings of
entities and relations are firstly learned from an instance of AKGLG. Then, extract
useful rules from the embeddings to construct softmax regression models. Then the
softmax regression models and the embeddings are simultaneously used to score
entities for link prediction. In this framework, each approach that has been separately
developed so far is collaboratively working and shortcomings of them are compensated
by other approaches. As a result, PBF ocutperforms existing models in terms of link
prediction and additionally have interpretability because its component has it.

In this dissertation, it became possible to make more reliable triple prediction by
higher accuracy. Also, by focusing on interpretability, unlike existing studies, it became
possible to provide information to help humans verify the predicted knowledge. In the
future, it is expected that this study helps computers to assist human decision-making

and to build knowlédge in cooperation with human experts.
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