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Abstract

Qualitative controller synthesis techniques produce controllers that guarantee to
achieve a given goal in the presence of an adversarial environment. However,
qualitative synthesis only produces one controller out of many possible solutions
and typically does not provide support for expressing preferences over other
alternatives.

Synthesis and planning techniques that allow expressing preferences exist,
such as those regarding performance or reliability. Such quality attributes are
modelled by introducing a quantitative aspect to the system specification, which
imposes a preference order on the controllers that satisfy the qualitative part of
the specification. However, from a practical perspective, these approaches require
modelling quality attributes quantitatively, whereas in many cases, such detailed
representation is not available, possible, or desired.

The main objective of this thesis is to present a formal approach to reason
about preferences qualitatively, restricting attention to makespan of discrete
event-based controllers for safety and reachability goals. Time is reasoned upon
symbolically, which relieves the user from providing concrete quantitative measures.
In particular, we study the scenario in which durations of individual activities are
not known up-front.

First, we show how controllers can be symbolically and fairly compared by
fixing the contingencies. Then, we present an algorithm to produce controllers that
are makespan-minimising. The algorithm was implemented in the MTSA tool, as
well as evaluated in case studies.

Keywords: Discrete Event Systems, Reactive Synthesis, Supervisory Control,
Reachability, Makespan.
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1
Introduction

1.1 Formal methods in software engineering

Specifying the requirements of the system is one of the first steps in the process of
constructing a system [1]. In this process, the assumptions about the environment
in which the system will be deployed are defined, as well as the guarantees
that the system will provide. In software engineering, the requirements are
divided into functional requirements and non-functional requirements. Functional
requirements are intended to capture the behaviour that the system must have,
while non-functional requirements describe quality attributes of the system, which
define a preference order among possible solutions.

Modelling is a key part in the process of building a system. Models are used to
build abstractions of the environment based on our assumptions and understanding
of the world. These models are used to represent the behaviour of the system
that we intend to build. Besides, models are useful to validate those abstractions
and assumptions with relevant stakeholders and engineers. In particular, we are
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interested in using mathematical models to describe the behaviour of both the
environment and the system, because this enables the possibility of formally
checking if our system is correct with respect to the specification. In addition, this
type of models can be executed by a machine, reducing the gap between models
and what it is executed.

In a world with constantly increasing interaction between systems and humans,
the attention to techniques that can ensure the satisfaction of the requirements
is rising. For instance, Model checking [2] is becoming a key instrument in
critical systems such as flying control systems [3, 4], industrial robot systems [5],
autonomous driving [6, 7], and medical systems [8]. Model checking is a technique
that allows us to verify that our system satisfies the requirements if we specify
them in a formal language, which means that we can automatically check that our
system is correct according to the specification.

In this thesis, we are interested in modelling problems that involve reactive
systems. Reactive systems [9] are computing systems which are interactive in
nature. Their interaction could be with other computing systems and also with
human beings. From the reactive system point of view, all these are external
interactions with its environment. Reactive systems are among the hardest
computing systems to program [10], because this type of systems needs to be
prepared to react to any possible interaction with the environment that is defined
by its interface.

Temporal logic [56] is a formalism that has shown to produce good results in
specifying functional requirements of reactive systems [10]. By using this technique,
we can specify the requirements in a formal language that clearly distinguishes the
assumptions and guarantees of our system. One of the advantages of specifying
our system in a formal language like temporal logic is that we can directly apply
model checking techniques.

Specifying requirements in a formal language like temporal logic also enables a
more ambitious goal, which is building solutions from the specification automatically.
Given a specification in terms of assumptions and guarantees, discrete controller
synthesis is a technique that can produce solutions that are correct by construction
regarding the specification [11, 12]. General synthesis from temporal logic is known
to be 2EXPTIME-complete [11]. However, there are polynomial algorithms for a
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subset of this logic. For instance, there are applications of synthesis to robotic
problems [13, 14, 15] that are specified with GR(1) formulas [16], which are a
subset of linear temporal logic formulas that have polynomial synthesis algorithms.

Controllers can be synthesised offline and executed at run-time. This means
that synthesis time is not a critical aspect, but termination is. Once a controller is
synthesised, it is expected to be executed a large number of times. It will only
be necessary to synthesise a new controller when changes in the environment
or requirements arise. In these cases, updating controller techniques could be
applied [17], which, however, is not within the scope of this work.

1.2 Qualitative controller synthesis

The problem of automatically synthesising event-based solutions from environment
models and qualitative goal specifications has been widely studied [18, 11, 19, 16].
In these problems, the environment and the goals are specified by using a formal
language. The environment is typically modelled as a state machine whose
actions are partitioned into controllable and uncontrollable actions. The controller
synthesis problem is to automatically produce a solution, i.e., a controller, that
by only disabling controllable actions guarantees the satisfaction of the goals.
In particular, we focus on reachability and safety goals which are of interest to
supervisory control theory [18], conformant [20] and contingent [21] planning.

Qualitative control problems are boolean in the sense that a controller satisfies
a set of goals, or it does not. When a qualitative control problem has a solution,
we say it is realisable. Realisable control problems may allow for several possible
solutions. Different solutions may differ in the strategy which they apply to
satisfy the goals. Typically, based on the arrival of monitored actions, the
strategies implemented by controllers decide which and when to start activities.
For instance, regarding end-to-end makespan, a controller that starts several
activities concurrently instead of executing them sequentially can be, intuitively,
considered as a better strategy, no matter which the durations of the activities
are. Unfortunately, qualitative synthesis procedures are, so far, oblivious to such
considerations. The controller produced is one of the many alternatives and users
cannot specify their preferences; e.g., lower-makespan controller. Thus, it is desired
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to have the ability to express preferences and automatically compute a solution
from a set of possible solutions to a control problem accordingly.

Synthesis and planning techniques that allow expressing preferences exist,
such as those regarding performance or reliability. Such quality attributes are
modelled by introducing a quantitative aspect to the system specification, which
imposes a preference order on the controllers that satisfy the qualitative part
of the specification [22, 23, 24]. However, from a practical perspective, these
approaches require modelling quality attributes quantitatively, whereas in many
cases, such detailed representation is not available, possible, or desired.

1.3 Proposed approach

In this thesis, we define lower-makespan as our preference and introduce a formal
approach to qualitatively reason about makespan of discrete event-based controllers
for safety and reachability goals. To reason qualitatively about makespan of
controllers, we introduce a symbolic time metric derived from Parametric Timed
Automata (PTA) [25] semantics. This metric requires modelling sub-tasks of the
problem which take time as activities, but no quantitative information about
the duration of the activities is required. Then, we define a mechanism to
compare makespan of controllers under unknown durations of activities and
event contingencies produced by uncontrollable behaviour. Such a comparison
is made through exhaustive analysis by using a symbolic computation over the
parameters of a PTA [26] and Satisfiability Modulo Theories (SMT) solving [27]).
The parameters of the PTA represent the uncertain duration of the activities.
Then, we define makespan-minimising controllers by using the symbolic comparison
and we introduce an algorithm that produces a makespan-minimising controller
qualitatively. The algorithm is implemented in the MTSA tool [28] and evaluated
in case studies. The evaluation consists of comparing the output produced by our
algorithm against the standard synthesis algorithm of the tool.
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1.4 Objectives

The main objective is to present a formal approach to reason about preferences
qualitatively, restricting attention to makespan of discrete event-based controllers
for safety and reachability goals. We aim to provide a framework in which time is
reasoned symbolically, which relieves the user from providing concrete quantitative
measures. In particular, we study the scenario in which durations of individual
activities are not known up-front. Our hypothesis is that it is possible to i)
define a qualitative framework to compare controllers qualitatively regarding their
makespan, ii) specify preferences in control problems qualitatively, and iii) produce
controllers that reflect those preferences.

The intended output of this thesis is a qualitative framework to compare of
makespan of controllers, and a qualitative algorithm that produces controllers
with lower-makespan than the ones produced by standard qualitative synthesis
algorithms. To validate our approach we provide formal definitions and proofs to
show why reasoning about preferences by using our formalisation is valid. Besides,
we implement our ideas in the MTSA tool [28], a qualitative synthesis tool, and
compare the controllers produced by our algorithm against the ones produced by
the tool.

1.5 Outline

This thesis is structured as follows. Chapter 2 surveys the main related areas.
Chapter 3 introduces the background. Chapter 4 illustrates an example that is
used throughout the rest of the thesis. Chapter 5 presents the general problem
and the approach of this work. Chapter 6 introduces the control problem with
activities, and it models the example as a control problem. Chapter 7 defines how
to compare the makespan of a pair of discrete controllers qualitatively. Chapter 8
defines makespan-minimising controllers and presents an algorithm that produces
a makespan-minimising controller. Chapter 9 shows the experimental results of the
implementation of the algorithm in case studies. Chapter 10 discusses about the
related work. Chapter 11 presents the conclusions, limitations of the proposed
approach and future directions.
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2
Survey of Related Areas

The problem of automatically producing solutions from formal specification has a
long history. The first formulation of the problem was done by Church [29, 30] in
the context of logical circuits. Church introduced the problem of synthesizing
digital circuits, which have inputs and outputs signals, from logical specifications.
Different communities proposed variations of this problem, as well as formulations
and approaches that aim to solve the problem of automatically producing solutions
from formal specification. Some of the research areas that tackled a similar
problem are supervisory control [18] in control engineering community, reactive
synthesis [11] in computer science community and automated planning [31] in
artificial intelligence community. In the recent years, there are several works that
are attempting to connect all these approaches to bring the knowledge gained in
one community to the others [12, 32, 33, 34, 35, 36, 37, 38]. There are authors
that are proposing unified views of some forms of automated planning and reactive
synthesis [33] because of the similarities between these areas. Some examples of
knowledge exchange between these communities are the use of planning heuristics
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to obtain solutions in the supervisory control community [39], and the use of LTL
to model temporally extended goals in the planning community [40, 41, 42].

2.1 Supervisory control

Supervisory control [18] problems of discrete-event systems are defined as a plant,
a set of controllable actions and a set of marked states. The plant is typically
modelled as a deterministic finite-state automata. As defined in this thesis, the
actions of the automata are partitioned into controllable and uncontrollable actions.
The marked states are a subset of states of the automata, which are the acceptance
ones. The solution to this problem is a supervisor, which must guarantee achieving
the marked states by disabling controllable actions. A supervisor is defined as
a function that enables a subset of events based on the history of events that
have happened so far. The subset of actions must include all the uncontrollable
actions because the supervisor has no control over them. The supervisor and
the plant form a closed-loop system, in which the supervisor chooses the control
actions from the possible events enabled by the plant. Figure 2.1 illustrates the
control-loop system. Then, the plant executes one of the actions enabled by the
supervisor. However, the supervisor has no control over this choice.

Figure 2.1: Control-loop system of a plant and its supervisor [12].

A supervisor is non-blocking if it can reach a marked state from any reachable
state of the closed-loop system formed by the supervisor and the plant [12]. This
means that the control-loop system never reaches a deadlock, unless it is a marked
state, or never reaches a livelock that does not contain marked states.
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A typical requirement for supervisors is maximal permissiveness. This means
that a supervisor is expected to disturb the plant as little as possible. A unique
maximally-permissive supervisor always exist, which is not generally the case in
the reactive synthesis framework [12].

The problems presented in this work are similar to the ones of supervisory
control when the plant is fully observable. In fully observable problems, the
supervisor can observe all the events that happened and determine the current
event of the plant uniquely, because the plant is deterministic.

2.2 Reactive synthesis

The reactive synthesis problem was introduced by Pnueli and Rosner in 1989 [11]
by using linear temporal logic (LTL) [43] as the specification language for both the
environment and the system goals. The propositions used to describe those formulas
are partitioned into two disjoint sets: the input (uncontrollable) propositions and
the output (controllable) propositions. A solution to this problem is a controller,
which is an operational specification of a module that restricts the traces allowed
in the specification of the environment to those traces satisfying the system goals.
Controllers are open dynamical systems in the sense that its behaviour depends
on the inputs that it receives. A reactive system has to satisfy a specification
for every possible input to the system. The specification of reactive synthesis
problems is considered to be more declarative, because it describes the desired
behaviour of the controller on the interface level without setting requirements
about the internal structure of the solution [12]. Figure 2.2 illustrates an example
of a typical controller with one input and two outputs.

Classical definition of reactive synthesis does not have a notion of plant or
environment modelled as state machine [44, 11]. However, in the controller
synthesis community, there are variations of the original formulation that use
plants to describe the behaviour of the environment [45, 46, 47, 48]. In these
works, the interaction between the controller and the plant (environment) is done
through events as in supervisory control problems. This is also the approach taken
in this thesis. One advantage of modelling the environment as an automata is to
reduce the size of the formulas used in the specification. This is important because
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translating an LTL formula into an automata is at least exponential in the size of
the formula [12, 11].

Figure 2.2: The interface of a controller for a coffee maker [12]. Input signal c is
the button to order coffee. Output signals are grinding g and brewing b.

Solving a reactive synthesis problem typically involves transformations from
LTL formulas into some type of word automaton such as Büchi automaton [12].
Then, the automaton is usually translated into a game between two players: the
environment and the system. In this game, the system has to be able to win the
game for every possible play of the environment [48]. If this is possible, there is a
winning strategy, the problem is realisable and there is a controller.

The general problem of synthesis from LTL specifications was shown to be
2EXPTIME complete [11]. Thus, the reactive synthesis community focused
on exploring subsets of LTL formulas that are expressive enough to describe
interesting problems. For instance, GR(1) formulas are one of the most expressive
and widespread formulas with polynomial synthesis algorithms [16].

2.3 Automated planning

Planning problems are typically defined as a finite set of propositions that can be
modified by the use of actions [31]. Actions have preconditions and effects. The
preconditions are the values that the propositions must hold to apply an action,
while the effects define how the values of the propositions change. The goal is to
generate a sequence of actions that modifies the propositions from their initial
values to the goal values, which are called the goal propositions. This can also be
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represented as a set of states, actions, and transitions, where each state represents
a different valuation of the propositions. In this representation, the goal states are
those that represent the values of the goal propositions. A plan, the solution, is a
sequence of actions leading from the initial state to a goal state. Planning domains
and problems are sometimes described in PDDL (planning domain definition
languange) [49].

In classical planning problems, the effects of the actions are deterministic, which
means that all the actions are controllable. The reactivity of the environment
is typically not modelled, and in case of differences between the plan and the
execution, the most common approach is to re-plan, i.e., to produce a new plan.
Thus, the focus of this area is to produce efficient and optimal algorithms to
generate plans. Efficiency is measured in time to produce the solution, and
optimality typically refers to the number of actions of the plan. More compact
plans are preferable. In this type of problems, heuristic search [50] is the approach
that is often used to find a solution.

The use of temporal logics to specify problems is not limited to the reactive
synthesis community. The planning community has also introduced the use of LTL
to model temporally extended goals [51] for planning domains that have actions
with both deterministic and non-deterministic effects. Most of the approaches
propose to compile LTL specifications into classical planning [41, 42], while others
propose specific planners for problems with LTL goals [40].

Planning domains with non-deterministic actions exist [52, 53] but with less
attention than its deterministic counterpart. Fully Observable Non-Deterministic
(FOND) Planning [54] models non-determinism by defining a set of propositions
whose value can change over time regarding actions with non-deterministic effects.
This makes FOND problems similar to reactive synthesis problems because the
exact plan that will be executed is not known until execution time. Thus, FOND
plans have to consider all possible contingencies that may appear during execution.
Strong plans are those that guarantee that the goal is achieved regardless of
contingencies. In the recent years, it has been shown that it is possible to transform
reactive synthesis problems with reachability and safety goals into FOND planning
problems [55].
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3
Background

In this chapter we present the key underlying theories that are necessary to explain
the rest of this work. Section 3.1 briefly introduces the concept of reactive systems.
Section 3.2 and Section 3.3 describe the formalisms that are used to define control
problems in Section 3.4. Section 3.5 and Section 3.6 presents the formalisms that
are used to define the comparison between two LTS controllers.

3.1 Event-based reactive systems

Reactive systems [9] are machines that interact with their environment through
sensors and actuators. This type of systems can modify the environment through
their actions and perceive the changes through their sensors. The interaction
between a reactive system and the environment is modelled by events (or actions).
Act is a set of symbols that defines the set of observable actions. Some of these
actions are executed by the machine, while other actions are events that the
machine observes to decide its next actions. Both the environment and the machine
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(the controller) will be modelled by using Labelled Transition Systems, which are
defined in the next section.

3.2 Labeled transition systems

Labelled Transition System (LTS) [56] are one of the formalisms that is typically
used for modelling the behaviour of a system. LTS is a transition system in which
states are connected through transitions, which are labelled with actions. By using
LTS for modelling behaviour, it is possible to decompose the behaviour of the
system into several components. The interaction between these components (LTSs)
is modelled by the parallel composition [56] of the LTSs. The parallel composition
is defined as an LTS that models the asynchronous execution of composed models,
interleaving non-shared actions while forcing synchronisation on shared actions.
We use q `−→ q′ to denote a transition that (q, `, q′) ∈ ∆. Figure 3.1 illustrates two
different LTSs and the parallel composition of them.

Definition 3.1 (Labelled Transition Systems) A labelled transition system
(LTS) is a tuple (Q,Σ,∆, q0) where

• Q is a finite set of states,

• Σ ⊆ Act is its alphabet, Act is the set of observable actions,

• ∆ ⊆ (Q× Σ×Q) is a transition relation, and

• q0 ∈ Q is the initial state.

Definition 3.2 (Parallel Composition) The parallel composition (‖) of two
LTSs M and N , is a symmetric operator such that M‖N = (QM × QN ,ΣM ∪
ΣN ,∆M‖N , (qM0 , qN0)), where ∆M‖N is the smallest relation that satisfies the
following rules:

qM
`−→M qM

′

(qM ,qN )
`−→M‖N (qM ′,qN )

`∈ΣM\ΣN
qN

`−→N qN
′

(qM ,qN )
`−→M‖N (qM ,qN ′)

`∈ΣN\ΣM

qM
`−→M qM

′, qN ,
`−→N ,qN

′

(qM ,qN )
`−→M‖N (qM ′,qN ′)

`∈ΣM∩ΣN
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Figure 3.1: Generic example of parallel composition of two LTS.

The paths and traces of an LTS are used to describe possible behaviour during
the execution. A path of an LTS is a possibly infinite sequence of states and
actions, i.e., a valid sequence of transitions in the LTS. A trace is a sequence of
actions that can be executed by the LTS. That is, that there exists a corresponding
path in the LTS. We denote the set of infinite traces of an LTS M as Tr(M). The
satisfaction of a formula in the LTS will be determined by its traces. The details
will be explained in the next section. We also refer to the possibly infinite set of
paths of an LTS that reach a state q from the initial state as Paths(M, q). For
example: q0

a−→ q1 ∈ Paths(M1, q1) and q0
c−→ q1

d−→ q1 ∈ Paths(M2, q1). Note that
q0,0

a−→ q0,1 6∈ Paths(M1‖M2, q0,1) because the parallel composition synchronizes on
the shared action a.

Definition 3.3 (Path) A path q0
`0−→ q1

`1−→ . . . of an LTS M = (Q,Σ,∆, q0) is
a sequence of transitions of an LTS M .

Definition 3.4 (Trace) A trace of an LTS M = (Q,Σ,∆, q0) is a sequence of
actions π = `0, `1, . . . , iff there exists a path q0

`0−→ q1
`1−→ . . . in the LTS M .

LTS models can be deterministic or non-deterministic. A model is deterministic
when given a state and an action of an LTS there is at most one successor. This
means that given a trace there is a unique corresponding path. In contrast, if an
LTS is non-deterministic, given a trace there may be multiple corresponding paths,
because for a given action a state may have more than one successor. This work
focuses only on deterministic models. Figure 3.2 illustrates some examples of
deterministic and non-deterministic LTSs.
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Figure 3.2: Examples of deterministic and non-deterministic LTSs.

Definition 3.5 (Deterministic) An LTS (Q,Σ,∆, q0) is deterministic when
∀q ∈ Q ∀` ∈ Σ {(q, `, q′) | (q, `, q′) ∈ ∆} ≤ 1.

We overload the symbol of the transition relation to define the set enabled
actions in a state as ∆(q) = {` | q `−→ q′}, and the successors of a state as
∆(q, `) = {q′ | q `−→ q′}. For example, in the LTS M3, ∆(q0) = {a, b} and
∆(q0, a) = {q1}. Besides, when members of a tuple are not explicitly described we
assume them to be indexed by the name of the tuple. For instance, given an LTS
M we refer to its members as M = (QM ,ΣM ,∆M , qM0) with qM a state of QM .

3.3 Fluent linear temporal logic

Temporal logic [56] is one of the most commonly used formalism to express
properties about correctness of the execution of a system. This logic extends
propositional logic with modalities that permit to describe infinite behaviour that
a system must have. Temporal logics can be linear or branching, depending on how
time is modelled. From a linear-time perspective there is only one possible future,
while from a branching-time perspective multiple alternative futures may exist at
the same time. That is to say, branching logic can describe properties that may
only hold in some futures, while linear logic describes properties that must hold in
every possible future. This work uses an extension of Linear Temporal Logic
(LTL) [56], which is the logic that it is used to describe linear-time properties.

Fluent Linear Temporal Logic (FLTL) [57] is the language that we use for
describing properties. FLTL is a linear-time temporal logic for reasoning about
fluents instead of state-based propositions. A fluent Fl is defined by a pair of sets
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and a Boolean value: Fl = 〈IFl, TFl, InitFl〉, where IFl ⊆ Act is the set of initiating
actions, TFl ⊆ Act is the set of terminating actions and IFl ∩ TFl = ∅. A fluent may
be initially true or false as indicated by InitFl. Every action ` ∈ Act induces a
fluent, namely ˙̀ = 〈`, Act \ {`}, false〉. The logic has the same expressiveness as
standard LTL. However, as fluents can be used to overlay state-based propositions
on an event-based model, FLTL allows to represent properties in a more compact
manner.

Let F be the set of all possible fluents over the observable actions Act. An
FLTL formula is defined inductively by using the standard Boolean connectives
and temporal operators X (next), U (strong until) as follows:

ϕ ::= Fl | ¬ϕ | ϕ ∨ ψ | Xϕ | ϕUψ

where Fl ∈ F , and ψ and ϕ are formulas FLTL. As well, we use the standard
operators ∧, ♦ (eventually), � (always), and W (weak until). FLTL formula
satisfaction is standard and it is computed over traces and fluents.

Let Π be the set of infinite traces over Act. The trace π = `0, `1, . . . satisfies
a fluent Fl at position i, denoted π, i |= Fl, if and only if one of the following
conditions holds:
- InitFl ∧ (∀j ∈ N · 0 ≤ j ≤ i→ `j /∈ TFl)
- ∃j ∈ N · (j ≤ i ∧ `j ∈ IFl) ∧ (∀k ∈ N · j < k ≤ i → `k /∈ TFl)
In other words, a fluent holds at position i if and only if it initially holds or some
initiating action has occurred, but no terminating action has yet occurred. We
denote that a possibly infinite trace π satisfies an FLTL formula ϕ for every
position i as π |= ϕ.

3.4 LTS control synthesis

The controller synthesis problem is the problem of automatically producing a
solution from a formal specification. The solution to this problem is called a
controller. The LTS control problem is an event-based control problem following
the world-machine model [58]. In LTS control problems, the formal specification of
the problem is decomposed into a description of the environment and a set of
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functional goals [59]. The behaviour of the environment is described as an LTS (or
the composition of several LTSs), and the goals are expressed as FLTL formulas.
The environment describes when different actions can occur. The controller can
decide when to execute some of these actions, but cannot control when the other
actions happen. Thus, the actions Σ of the environment are partitioned into
controllable actions Σc and uncontrollable actions Σu (Σ = Σc ∪Σu ∧Σc ∩Σu = ∅).
When describing LTS models we may assume that this partition exists.

The controller is also modelled as an LTS that restricts the ocurrence of
controllable actions based on the observation of the events that have occurred. A
controller C is executed concurrently with the environment E. Since both of them
are LTSs, this is modelled by the parallel composition of LTSs (E‖C). To be a
solution, a controller must satisfy the following conditions. First, a controller must
ensure that the goals G are satisfied in every trace of its concurrent execution with
the environment. We denote that a controller satisfies the goals as E‖C |= G, which
means that every trace in the concurrent execution (∀π ∈ Tr(E‖C)) satisfies the
goals (π |= G). Second, a controller must not block the uncontrollable behaviour.
The notion of a controller that does not block uncontrollable actions is built on
the concept of the legal environment for Interface Automata [60]. Intuitively, a
controller C is a legal LTS for the environment E, when in every state (qE, qC) of
E‖C, an uncontrollable action is enabled in (qE, qC) iff it is also enabled in qE.
Third, the concurrent execution E‖C must be deadlock-free.

Definition 3.6 (LTS Control Problem) Given an LTS E = (QE,Σ,∆E, qE0),
a goal G expressed in FLTL, and a set of controllable actions Σc ⊆ Σ, the solution
to the control problem E = 〈E,G,Σc〉 is to find a deterministic LTS C = (QC ,Σ,
∆C , qC0) such that i) C is a legal LTS for E, ii) E‖C is deadlock free, and iii)
every infinite trace π in Tr(E‖C) satisfies G (π |= G).

Definition 3.7 (Legal LTS) Given an LTS E = (QE,Σ,∆E, qE0), an LTS C =
(QC ,Σ,∆C , qC0) and Σu ⊆ Σ, the LTS C is a legal LTS for E if ∀(qE, qC) ∈ QE‖C

holds that ∆E‖C((qE, qC))∩Σu = ∆E(qE)∩Σu, where QE‖C are the states of E‖C.

To distinguish between enabled controllable actions and enabled uncontrollable
actions we use the following notation.
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- Enabled Controllable Actions: ∆c(q) = ∆(q) ∩ Σc.

- Enabled Uncontrollable Actions: ∆u(q) = ∆(q) ∩ Σu.

3.5 Parametric timed automata

The formalisms mentioned above permit to describe properties about the behaviour
of a system. However, by using those formalisms it is not possible to describe
timing aspects. For instance, we are not able to model that an activity must finish
within sixty seconds. Timed automata (TA) [56] is typically the formalism that is
used to model the behaviour of time-critical systems. In fact, both LTS and TA
are types of transition systems. The main difference is that TA comes with a
finite set of clocks, which are real-valued variables. Note that this real-valued
variables are used to represent time. Thus, in the transitions, clocks can be reset
but cannot be assigned with a particular value. These clocks can be used to define
time conditions in the automata. Conditions can be used to express invariants in
the states or to describe guards in the transitions. That is to say, it permits to
model conditions that the clocks of the system must satisfy to stay in a state or to
transition from one state to another. For example, we could have a clock x1 to
measure when an activity is being performed. Then, we could use a state invariant
x1 ≤ 60 to model that the activity must leave a state within sixty seconds, or a
guard describing that some transition could only be taken within some time range
20 ≤ x1 ≤ 60. Automaton T1 of Figure 3.3 describes a timed automaton with some
of these conditions.

x1 ≤ 10 x1 ≤ 60

[x1 == 10]
a
{}

x2 ≤ 0

[20 <= x1 <= 60]
b

{x2}

[x2==0]
r

{x1}

T1 q0 q1

q2

Figure 3.3: General example of timed automata.
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Definition 3.8 (Timed Automaton) A timed automaton (TA) is a tuple TA
= (Σ, Q,Q0, X,Qf , I,Θ) where

• Σ is a set of actions,

• Q is a set of states,

• Q0 ⊆ Q is a set of initial states,

• X is a finite set of clocks with domain R≥0,

• Qf ⊆ Q a set of final states

• I : Q→ XC(X) a state-invariant function, and

• Θ is a set of edges s.t. each edge is a tuple (q1, `, q2, λ, µ) ∈ Θ with q1 ∈ Q,
` ∈ Σ, q2 ∈ Q, a set of clocks to be reset λ ⊆ X, and a guard µ ∈ XC(X).

Conditions over clocks are usually referred as clock constraints. A valid clock
constraint over the set of clocks X is defined as follows:

xc ::= x < r | x ≤ r | x ≥ r | x > r | xc ∧ xc

where x ∈ X and r ∈ R≥0. We will refer to the set of clock constraints over a set
of clocks X as XC(X).

Timed automata is very powerful formalism to model time-critical systems, but
it requires to have the precise time constraints that the system must satisfy. In
this work, we are going to use time models to give a time semantic to models in
which the time constraints are not available upfront. Therefore, we are going to
use parametric timed automata (PTA) [25] to give a time semantic to LTS models.
Parametric timed automata is an extension of timed automata in which clock
constraints can be also defined over a finite set of parameters P with domain R≥0.
For instance, we would be able to express that an activity must finish within
time p, where p could be any real value. This is essential for us to model that an
activity may take some time in an abstract way. Similarly to PTA, a valid clock
constraint over the set of clocks X and parameters P is defined as follows:

xc ::= x < r | x ≤ r | x ≥ r | x > r | x < p | x ≤ p | x ≥ p | x > p | xc ∧ xc
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where x ∈ X, p ∈ P and r ∈ R≥0. We will refer to the set of clock constraints over
a set of clocks X as XC(X,P ).

Definition 3.9 (Parametric Timed Automaton) A parametric timed automa-
ton (PTA) is a tuple H = (Σ, Q,Q0, X, P,Qf , I,Θ) where

• Σ is a set of actions,

• Q is a set of states,

• Q0 ⊆ Q is a set of initial states,

• X is a finite set of clocks with domain R≥0,

• P is a finite set of parameters with domain R≥0,

• Qf ⊆ Q a set of final states,

• I : Q→ XC(X,P ) a state-invariant function, and

• Θ is a set of edges s.t. each edge is a tuple (q1, `, q2, λ, µ) ∈ Θ with q1 ∈ Q,
` ∈ Σ, q2 ∈ Q, a set of clocks to be reset λ ⊆ X, and a guard µ ∈ XC(X,P ).

x1 ≤ p1 x1 ≤ p2

[x1 == p1]
a
{}

x2 ≤ 0

[p3 <= x1 <= p2]
b

{x2}

[x2==0]
r

{x1}

Γ(H1) = p1 <= p2 ∧  p3 <= p2

H1 q0 q1

q2

Figure 3.4: General examples of Parametric Timed Automata. Γ(H1) describes the
conditions that parameters {p1, p2, p3} of H1 need to satisfy to reach a final state.

The parameters in PTA can be instantiated into constant real-values. This
means that every time that a parameter p appears in a guard or an invariant, the
parameter is replaced by a constant real value r. A parameter valuation γ for
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a set of parameters P is function γ : P → R≥0 that assigns to each parameter
p ∈ P a constant real-value γ(p). Given a parameter valuation γ and a PTA, we
can obtain a TA by replacing the parameters with the constant real-values that
are defined by γ. However, some parameter valuations might fix the guards and
invariants with values that make impossible to take some transitions. For instance,
if the invariant of the state becomes x1 ≤ 60 and the guard of the only outgoing
transition becomes x1 ≥ 100. In this case, the invariant and the guard will never
be valid at the same time. Thus, it is not possible to continue progressing from
that state. When many transitions become invalid, there might not be a path that
reaches a final state from the initial state. Then, the TA obtained may become
invalid as a whole, since it is not describing any accepted behaviour. Figure 3.4
shows a parametric timed automaton H1 that is similar to the timed automaton T1

but with some parameters instead of constant numbers in the conditions. In this
example, if parameter p3 becomes 100, parameter p2 becomes 60 and parameter p1

becomes 10, the final state is not reachable. Thus, the parameters must satisfy
certain conditions to reach a final state.

x1 ≤ 10 x1 ≤ 60

[x1 == 10]
a
{}

x2 ≤ 0

[20 <= x1 <= 60]
b

{x2}

[x2==0]
r

{x1}

γ1(H1)

q0 q1

q2

γ1 = [p1⟵10,	p2⟵60,	p3⟵20]

x1 ≤ 10 x1 ≤ 60

[x1 == 10]
a
{}

x2 ≤ 0

[100 <= x1 <= 60]
b

{x2}

[x2==0]
r

{x1}

γ2(H1)

q0 q1

q2

γ2 = [p1⟵10,	p2⟵60,	p3⟵100]

Figure 3.5: Timed automatons obtained by replacing the parameters of H1 with
the values indicated in each parameter valuation.

The assignment of values to the parameters is formalised as a parameter
valuation. A parameter valuation is consistent with a PTA, if there exists at
least one path that reaches a final state in the TA obtained from replacing the
parameters with the constant values. In other words, the TA obtained describes a
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non-empty language. We denote a parameter valuation γ, i.e., an assignment of
real values (r1, . . . , rn) ∈ R|P |≥0 to the parameters (p1, . . . , pn) ∈ P , that is consistent
with a PTA H as γ  H, or simply (r1, . . . , rn)  H. The set of parameter
valuations that is consistent with a PTA H is denoted in the literature as Γ(H) [25].
Γ(H) is a set of constraints that a parameter valuation must satisfy to produce a
valid TA from a given PTA. Γ(H) can be expressed as a symbolic expression, which
can be calculated by performing a fixed point iteration algorithm [26]. For instance,
in the example of Figure 3.4, Γ(H1) is defined as Γ(H1) = p1 ≤ p2 ∧ p3 ≤ p2. Also
note that by applying the parameter valuation γ1 = [p1 ← 10, p2 ← 60, p3 ← 20]
to H1 we obtain a timed automaton like T1 from Figure 3.3. We denote it as
γ1(H1). As mentioned above, given a valuation γ2 = [p1 ← 10, p2 ← 60, p3 ← 100],
we obtain a timed automaton γ2(H1), in which there is no trace that reaches a
final state. Figure 3.5 shows these two timed automaton. The transition shown in
gray cannot be traversed because no clocks would satisfy that condition.

In general, computing Γ is undecidable, if there are more than three clocks in
PTAs with cycles [25]. However, this work focuses on PTAs that do not have
cycles, in which the symbolic procedure finishes [61]. In Chapter 7 we show the
details to calculate Γ(H) for the type of PTAs involved in this work.

3.6 Satisfiability modulo theories

The Boolean satisfiability problem (SAT) [62] is the problem of determining if
a propositional boolean formula can be satisfiable or not. That is, to find an
assignment of values (True or False) to the propositions of the formula that makes
the formula be True. If such assignment exists, then the formula is satisfiable.
For instance, the formula p ∨ q is satisfiable because the assignment p = True

and q = False makes p ∨ q = True. However, the formula p ∧ ¬p is unsatisfiable
because there is no possible assignment that makes this formula evaluate to True.

In the same vein, the satisfiability modulo theories (SMT) [27] problem is a
decision problem for logical formulas of theories expressed in first order logic with
equality. SMT formulas are more expressive than the ones of SAT. Among the
supported theories are the theory of integers, the theory of real numbers, the
theory of lists, the theory of arrays and theories of many other data structures. In
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this work, we use SMT for solving decidability problems of the theory of real
numbers. For instance, the formula p1 > p2 ∧ p1 ≥ 0 ∧ p2 ≥ 0 is satisfiable because
there exists at least a pair of values p1 = 60 and p2 = 20 that evaluates the formula
to True. This are the type of formulas (or expressions) that are produced by
Γ. Checking whether these expressions are satisfiable or not is central to our
approach.
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4
Industrial Automation Example

Assume an industrial automation setting, in which different product types are to be
produced through a variety of processing activities according to given constraints.
For simplicity, we assume that there are two product types. The machine has an
inner tray where the raw elements of the products can be placed. The products
have to be processed by using different tools that are available in the machine.
Figure 4.1 shows a high level illustration of the configuration of the environment.

Figure 4.2 describes the list of requirements that the machine needs to satisfy
to produce a product by using different tools. Some of the requirements are
general, while others are specific to the product type to be processed.

According to the description from Figure 4.2, there are some tasks or activities
that need to be performed to produce a product. First, the machine transforms
the input-raw elements into processed elements by using some of the tools. Second,
it checks that the processed elements fulfill the quality requirements by using a QA
Checker. Third, if the quality of the product is not right, the machine repairs the
products by using a Repairing Tool. Finally, it places the processed and quality
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Tool 1 Tool 2 Tool 3 QA 
Checker

Repairing 
Tool

Machine

Raw T1 
Elements

Raw T2 
Elements In-tray Out-tray

Processed 
T1 Elements

Processed 
T2 Elements

Figure 4.1: Illustration of an industrial automation plant with five tools and two
types of input products to be processed.

General requirements:

1. Check the quality of a product before placing it in the output tray.

2. If the processed product does not pass the quality check, use the repairing
tool to meet the quality requirements.

3. Emit a signal when the product is placed in the output tray.

4. Warning! Never start the tool 2 while the tool 1 is being used because it
may produce a power outage.

5. Process one product at a time.

Product type specific requirements:

Type 1: Use the tool 3 to process them.

Type 2: Use the tool 1 and tool 2 to process them.
The tools can be applied in any order.

Figure 4.2: Requirements of the industrial automation example in natural language.

assured elements into the out-tray. The machine can process one element at a
time, and it needs to use different tools depending on the product type.

Figure 4.3 shows an illustration of the activities that have to be done to process
a product. The restrictions about when the tools cannot be used at the same time
are not shown in this diagram. According to the requirements, there are three
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Use 
Tool 3

Use 
Tool 1

Use 
Tool 2

Check 
Quality

Repair 
Product

Input 
Raw 

Element

Output 
Processed 
Element

T1

T2

Ok

Fail

Figure 4.3: Diagram describing the activities that must be performed to process a
product depending on the input type.

alternatives for using the tools on products of type 2, which are shown in Figure 4.4.
All of these alternatives satisfy the requirements. However, Alternative 1 seems to
be preferable from a time perspective because it uses the tools simultaneously.
This may save time in processing a product regardless the time it takes to use each
of the tools. The main goal of this work is to find a way to express preference for
solutions that may save execution time in a qualitative manner, i.e., without using
numbers to represent the durations of the activities. We believe that it is possible
to produce a comparison framework that can show that solutions like Alternative 1
always have lower-makespan than Alternative 2 or Alternative 3. Besides, we aim
to produce synthesis algorithms that avoid sequential solutions like the ones show
here, when concurrent alternatives are available.
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Use 
Tool 1

Use 
Tool 2

Use 
Tool 1

Use 
Tool 2

Use 
Tool 2

Use 
Tool 1

(Start tool 1 first, then use 
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Figure 4.4: Alternatives for using the tools on products of type two.
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5
A Qualitative Approach for Makespan

In this chapter we define the proposed approach from a high level perspective.
Section 5.1 presents the two main problems that we aim to solve and the role that
activities play in them. Section 5.2 defines the concept of makespan in qualitative
problems with safety and reachability goals. Section 5.3 defines how to measure
and Section 5.4 how to compare makespan of controllers. Section 5.5 defines
how to deal with contigencies when comparing makespan. Section 5.6 defines
makespan-minimising controllers, which are the type of controllers that we would
like to generate. Section 5.7 introduces the main idea of the proposed algorithm to
obtain a makespan-minimising controller. The details will be described in the
following chapters.

5.1 The main parts of the problem

Our goal is to produce a framework to generate controllers that are preferable
regarding a qualitative metric. The metric chosen in this work is makespan,
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which is explained in the next section. Thus, one of the problems we aim to
solve is How to synthesise lower-makespan controllers?. Typically, the inputs of a
control problem are a description of the environment, a set of system goals and
the actions that can be controlled. The Controller Synthesiser from Figure 5.1
illustrates this case. We propose to add extra information to the control problem
to define algorithms that use this information to give more preferable controllers
regarding makespan. This is illustrated in the second Controller Synthesiser* of
the same figure. In this approach, we relieve the user from providing quantitative
estimations, but require additional qualitative description of the environment.
This description is the activities definition, which is simply a description of the
actions that are related in the environment. Details about activities are described
in Section 5.3. In our approach, Activities definition must be specified at design
time, because they are used to synthesise the controller.

Enviroment

Goals

Controllable
Actions

Activities 
Definition

Controller 
Synthesiser

Controller 
Synthesiser*

Enviroment

Goals

Controllable
Actions

Controller

Controller*

Result
How to synthesise lower-makespan controllers?

How to compare makespan of controllers?

Activities 
Definition

Enviroment

Goals

Controllable
Actions

Comparison 
Framework

Figure 5.1: Two main problems and its different components.

Activities definition play also an important role in the other part of the
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problem, which is how to compare makespan of controllers? (qualitatively). The
problem is to determine if any of the two controllers has lower-makespan than the
other. This is also illustrated in Figure 5.1 as input of the comparison framework.
Here activities are used to provide a timed semantics to controllers, which is
defined as a parametric timed automata. By modelling activities, we can define a
way to compare controllers qualitatively. Besides, activities are also used when
defining schedulers, which are used to model different behaviour of the environment
regarding contingencies. Details about this is described in Section 5.5.

5.2 Defining makespan

This research focuses on controllers with safety and reachability goals. Safety
goals are used to define behaviour that should always be satisfied. It can be
used to model bad behaviour that we want to avoid or to ensure some good
behaviour throughout the whole execution. Reachability goals are typically used
to model good behaviour that we want to achieve. Reachability goals can be
seen as missions that must be accomplished. The satisfaction of the goals is
evaluated when executing the controller with its environment. Figure 5.2 shows the
satisfaction of these formulas over traces of the the E‖C. Note that a controller
must continue ensuring the safety S proposition after reaching a state that makes
the proposition P become True.

Safety S

Reachability P

¬P ¬P P P ∨ ¬P

S S S S

Figure 5.2: Satisfaction of safety (�S) and reachability (♦P ) goals over traces.

We define the goal states as those in which the reachability goal becomes
accomplished, i.e., the mission is achieved. In Figure 5.2, the goal state is denoted
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with double-lined circle. Achieving a reachability goal in the minimum time
possible is a preference that is often desired. Thus, we define makespan as our
metric to evaluate the quality of a controller. Makespan measures the time that
elapses from the start of a task to the end. In our approach, makespan is measured
from the initial state to the goal states. After reaching a goal state, a controller
may do the minimum actions to keep itself safe, or it could continue to do other
safe activities. The only condition after reaching a goal state is to respect the safety
goals. This type of controllers is of interest in environments where a new mission
can be assigned by updating the system with a new controller [17]. For example,
a robot that is deployed in another planet and receives missions periodically.
Figure 5.3 shows an abstract representation of how a safety and reachability
controller would look like. In the following chapters, we will often illustrate the
controllers only from initial state to goal states, because those are states considered
when measuring makespan.

Initial 
State Goal States

Makespan

Figure 5.3: Abstract illustration of a controller for safety and reachability.
Makespan is measured from the initial state to the goal states. Actions are omitted.
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5.3 Measuring makespan

Makespan tends to be considered as a quantitate measure. Quantitative algorithms
for makespan can produce optimal solutions when precise quantitative models are
available. However, quantitative information are not always available or precise
enough to be modelled. For instance, not always the duration of the activities
are known in advance. In those cases, avoiding quantitative modelling may be
desirable, because using quantitative algorithms on those models may produce
solutions that are over-fitted to inaccurate numbers. For example, Figure 5.4
shows an abstract example of calculation of the average duration on a graph that
has all the possible alternatives to reach goal states. A quantitative approach
would choose a solution like Option 1 because the value that represents makespan
is lower than that of Option 2. However, if the estimation of those values were
inaccurate we would be discarding the Option 2 arbitrarily.

Initial 
State

Goal 
States

Makespan

6

4

8

7
Option 2
Makespan: 7

Option 1 
Makespan: 6Graph with all 

alternatives

Figure 5.4: Illustrative example of using numbers to measure makespan. Numbers
represent average duration to reach goal states. Actions are omitted.

In our approach, we define a qualitative way to compare controllers. This
approach requires engineers to annotate the control problems with activities
definition, which aggregate actions that are implicitly related. For instance, the
action of start doing something and finishing doing something can be modelled
as a doing something activity. This means that our method does not require
estimating numbers that represent durations, but making the implicit relation
between the actions become explicit as activities.
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The way in which we measure makespan is similar to a logical description of
the behaviour of the controllers regarding activities. For instance, the makespan of
a controller is the time it takes the activity doing something plus that of activity
moving somewhere. In more complex scenarios, the description would also have
disjunctions depending on contingencies. For example, if the robot is in the
right location the makespan of the controller is the time takes doing something,
otherwise it is the time it takes moving to location plus that of doing something.

Timed 
Semantics of 
Controller 2

Qualitative 
Makespan of 
Controller 2

Qualitative
Controller 2

Labelled Transition 
Systems

Parametric Timed 
Automata

Qualitative
Controller 1

Timed 
Semantics of 
Controller 1

Qualitative 
Makespan of 
Controller 1

Satisfiability 
Modulo Theories

Measuring qualitative makespan of controllers

Comparing qualitative makespan of controllers

Symbolic 
Expressions

Enviroment
Activity 

Definitions Goals
Controllable

Actions

Comparison Framework Result of Comparison

Symbolic 
Expressions 
Comparator

C1 dominates C2   

C2 dominates C1   

Equivalent

Incomparable

Figure 5.5: Formalisms that are used in each step of the transformation to solve
the problem of measuring qualitative makespan and comparing it.

This is formalised by defining a timed semantics for LTS controllers with
activities definition by using parametric timed automata. Activities are used to
define symbols (clocks and parameters) of a PTA, which is the timed semantics
of a controller. Then, we obtain a logical expression from the PTA, which is
defined in terms of these symbols. This expression is the qualitative makespan of a
controller based on activities definition. Figure 5.5 illustrates the process of this
transformation. As we can observe in this figure, the next issue to address is how
to compare qualitative makespan of two different controllers.



5.4 Comparing makespan 35

5.4 Comparing makespan

Given a qualitative control problem, there are different solutions (or controllers)
that can be obtained by using different synthesis algorithms. In a quantitative
approach, it would be easy to compare them by using average-case or worst-case
makespan. In our qualitative approach, we need to define how to compare
qualitative makespan of controllers, because they are logical expressions with
parameters that represent activities durations, for which it is not defined how
to compare them. Our goal is to establish a comparison relation between these
expressions. For instance, it seems that doing something takes longer than moving
to location plus doing something, but we need to formally show that.

To establish the relation between the qualitative makespan of two controllers,
we are going to perform two comparisons, we are going to check if one controller
can have a behaviour of higher makespan than the other, and the reverse. In
Figure 5.5 this is modelled by the Symblic Expressions Comparator. Checking
for a behaviour of higher makespan means to find a case in which the controller
performs worse than the other. After checking that in both directions, the defined
comparison produces one out of the four possible results, which are also shown in
the same figure: C1 dominates C2, C2 dominates C1, equivalent or incomparable.
A controller dominates the other, if it always behaves better or the same with the
other. The details about how to measure and compare makespan are explained in
Chapter 7.

5.5 Dealing with contingencies

The problems that are considered in this work are reactive, which means that the
behaviour of the environment is not always the same. The reactiveness of the
environment is modelled with uncontrollable actions. The controller cannot choose
which or when uncontrollable actions happen. Instead, the environment chooses
during the execution of the controller. It would be unfair to compare controllers
assuming different behaviour of the environment. Thus, the comparison defined
here fixes the behaviour of the environment and then compares the controllers
under the same conditions.
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Figure 5.6: Comparison of two controllers under different environment behaviour
during the execution.



5.6 Makespan-minimising controllers 37

Figure 5.6 illustrates the multiple comparisons that are needed to establish a
relation between two controllers. Each of the comparisons considers a different
behaviour of the environment. Also note that we use the word "dominates" because
a controller dominates another controller only if the controller is always better than
or equivalent to the other controller under any fixed behaviour of the environment.
The term dominance is used in game theory to refer to strategies that provide
greater utility to a player, regardless of what the other player does. In our case,
the utility is to have lower makespan, and the other player is the environment,
who can choose which and when to execute an uncontrollable action. The bottom
of Figure 5.6 shows how different behaviours of the environment are aggregated
to produce the final result of the comparison. Two controllers are equivalent
if their makespan is always equivalent, and they are incomparable if there are
cases in which one is better and cases in which the other one is better, or if
there is a case in which their makespan is incomparable by itself. This could
happen if two controllers perform different activities under the same behaviour
of the environment. Section 7.1 formalizes how the different behaviours of the
environment are modelled.

5.6 Makespan-minimising controllers

A makespan-minimising controller is our definition of a good controller. This
concept is defined by using the qualitative comparison of makespan between
controllers. A controller is makespan-minimising if it is not dominated by any
other controller. In other words, there cannot be another controller that performs
better than a makespan-minimising controller in every case.

Figure 5.7 illustrates the possible relations between a makespan-minimising
controller and other controllers. A makespan minimising controller can dominate
another controller, can be incomparable with other controller, or can be equivalent
to other controller, which also implies that there could be more than one.
Makespan-minimising controller is formalised in Section 8.1.



38 Chapter 5. A Qualitative Approach for Makespan

Makespan 
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Controller

Controller 1

Controller N

Controller 2

MMC dominates C2

equivalent

incomparable

Figure 5.7: Possible relations between a makespan-minimising controller and other
controllers.

5.7 Obtaining makespan-minimising controllers

To obtain a makespan-minimising controller we proposed an algorithm that takes
as input a control problem (environment, controllable actions and goals) and
the activities definition. This means that the only extra requirement to use this
algorithm is to make explicit the activities definition. The idea of the algorithm is
to first obtain a solution that contains all the possible alternatives to reach a
goal. This is typically referred as universal controller. Then, the algorithm prunes
transitions that lead to executions that are always worse than some of the other
alternatives. To do that, it also uses the qualitative comparison of makespan
between controllers.

Figure 5.8 illustrates the process of synthesising a controller with our approach.
As mentioned above, the inputs of the algorithm are the input of the standard
synthesis algorithm and the set of activity definitions. The activity definitions
are necessary because the algorithm uses the comparison framework to prune
transitions from a universal controller. The comparison framework requires activity
definitions to be defined to give a timed semantics to the controller. The details of
the algorithm are presented in Section 8.2.



5.7 Obtaining makespan-minimising controllers 39

Activities 
Definition

Universal 
Controller 

Synthesiser
Enviroment

Goals

Controllable
Actions

Universal 
Controller

Comparison 
Framework

Controller Synthesiser*

Prunining
Transitions 
Algoritm

Controller* 

Figure 5.8: Proposed approach to synthesis a makespan-minimising controller.
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6
Control Problems with Activities

This chapter introduces the control problem with activities. Section 6.1 models
the industrial example from Chapter 4 as a control problem. Then, it shows
alternative controllers to the same problem, and the limitations of standard
qualitative synthesis techniques to express preferences. Section 6.2 describes how
to interpret the passage of time in LTS Control. Section 6.3 shows how to model
activities that take time in LTS. Finally, Section 6.4 introduces the formalization
of the control problem with activities.

6.1 Industrial example as a control problem

The specification of the control problem is given as a set of LTSs describing the
behaviour of the environment (Figure 6.1) and a set of FLTL formulas describing
production constraints (Figure 6.2). In Figure 6.1, the environment is specified
as several components, and it is the parallel composition of all of them (E =
Process1‖Process2‖Process3‖Choice‖QA‖RepairProcess). Processi models the
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use of a a tool i ∈ {1, 2, 3} to process a raw element and it is described with the
index i for conciseness. Solid lines (→) denote controllable transitions, and dashed
lines (99K) denotes uncontrollable transitions. For instance, the action that starts
a tool (e.g.: sA1) is controllable, and the action that determines the product type
is uncontrollable (type1 and type2). This means that the machine does not control
the input type nor when the tools finish processing a raw element.

0 1

ChoiceProcessi

eAi

sAi
checkQA

0 1

QA

okQA

failQA

0 1

RepairProcess

sfix

efix
0

2done

done

type1

1

type2

Figure 6.1: LTS components describing the behaviour of the of the environment
E = Process1‖Process2‖Process3‖Choice‖QA‖RepairProcess.

As mentioned above, formulas in Figure 6.2 describe the production constraints.
Type T1 products require using the tool 3 (activity A3), while T2 type products
require using the tool 1 and 2 (activity A1 and A2). After finishing the required
activities, products must undergo a quality check (R1). When the quality check
fails, it is required to do a repair activity (R2). Once the product has passed the
quality requirements, it is signalled with the action done (R3). Additionally, for
safety reasons, A2 cannot be started while A1 is ongoing (R4). The goal is to
produce one product of the required type (♦ ˙done) while always satisfying the
production constraints (�(R1 ∧R2 ∧R3 ∧R4)).

R1) ˙checkQA =⇒ ((TC1 ∧ AC3) ∨ (TC2 ∧ AC1 ∧ AC2))
R2) ˙sfix =⇒ QAFailed
R3) ˙done =⇒ QAChecked
R4) ˙sA2 =⇒ ¬OngoingA1

Figure 6.2: Production constraints described in FLTL.

The formulas described in Figure 6.2 are combinations of the fluents described
in Figure 6.3 and fluents ˙̀ induced by an action `. Fluents TCi and ACi are
described with the index i for brevity. TCi denotes the product type choice while
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ACi denotes that the activity Ai has finished. QAChecked holds, when a product
satisfies the quality requirements. QAFailed holds when the quality check fails
but the product is not repaired yet. OngoingA1 is a fluent that holds when A1 has
started (sA1) but not ended yet (eA1).

a) TCi = 〈{typei}, {done}, false〉
b) ACi = 〈{eAi}, {done}, false〉
c) QAChecked = 〈{okQA, efix}, {type1, type2}, false〉
d) QAFailed = 〈{failQA}, {efix}, false〉
e) OngoingA1 = 〈{sA1}, {eA1}, false〉

Figure 6.3: Fluent definitions used to describe the formulas of Figure 6.2.

The synthesis problem is to build a controller that satisfies production
requirements by controlling processing activities, while the choice of product type
and the result of the quality check are unknown in advance. Various solutions
to this problem exist, and current synthesis techniques are likely to yield the
controller C2 of Figure 6.4; whereas the controller C1 in the same figure is another
valid solution.

type1

type2

sA3 checkQA

failQA

sfix

done
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done
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eA2

eA3sA3

Figure 6.4: Possible controllers for the same problem.

Regarding makespan, C1 seems to be better than C2. It is because, for products
of type T2, C1 will always try to run the two activities concurrently, while C2 will
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perform them sequentially. Intuitively, from a time point of view, C1 will perform
as well as or better than C2 for any fixed choice of the environment (the type of
product to be built and the result of the quality check).

6.2 Understanding time in LTS control

In LTS models, time passes only on states, and transitions change states instanta-
neously. In general, the amount of time that passes between two different actions
is unknown. The standard way of modelling the passing of time in LTS is to
incorporate actions that represent the start and the end of activities which take
time. This is the approach we adopt. We assume that all activities that have
duration will be modelled with start and end actions.

Another aspect to analyse is the behaviour of a controller when is concurrently
executed with the environment. We assume that a controller is proactive. That
means that the controller is always ready to take a controllable transition as soon
as a controllable transition becomes enabled. Thus, states in which there is at
least one outgoing controllable transition (∆c(q) 6= ∅) are considered to be the
ones in which time does not pass. Such states are called transient states [63]. Note
that it does not mean that the controller is faster than the environment. In states
in which both controllable and uncontrollable actions are enabled, any of the
enabled actions may occur. No matter which of them occur first, we understand
that no time has passed in those states. In Figure 6.4, the transient states are
denoted in white color, while the non-transient are shown in grey color.

6.3 Modelling activities in LTSs

To formally specify the activities in our models, we require an LTSs to be annotated
with an activities definition AD = (A, Start, Ends). A is a set of symbols that
represent each activity α uniquely. The function Start : A → Σc defines the
controllable action that starts an activity. The function Ends : A → 2Σu defines
the uncontrollable actions that determine the end of an activity. These two
functions must be defined for each activity α ∈ A. An action can be related to at



6.3 Modelling activities in LTSs 45

most one activity. Table 6.1 illustrates the activities definition of the industrial
example.

Definition 6.1 (Activities Definition) Given an LTS M = (Q,Σ,∆, q0) with
Σ = Σc ∪ Σu, an activities definition AD = (A, Start, Ends) for M is defined by

• A a set of symbols,

• Start : A → Σc a function defining the starting actions of the activities, and

• Ends : A → 2Σu a function defining the ending actions of the activities,

where ∀α ∈ A Start(α) ∈ Σc ∧ Ends(α) 6= ∅ ∧ ∀α′ ∈ A α 6= α′ =⇒ Start(α) 6=
Start(α′) ∧ Ends(α) ∩ Ends(α′) = ∅.

Activity (A) Start Ends
Activity 1 (A1) sA1 eA1

Activity 2 (A2) sA2 eA2

Activity 3 (A3) sA3 eA3

Repair (Fix) sfix efix

Table 6.1: Activities definition for the industrial automation example.

An LTS M must fulfill certain conditions to be activity compatible with an
activities definition AD. First, all paths that lead to a state must have the same
set of running activities. We say that an activity α ∈ A is running in a state if the
activity has being started but not ended at the given state. For example, in a state
qm that is reached by the trace type2, sA1 , sA2 the running activities are A1 and A2

(ζ(qm) = {A1, A2}). Second, when an activity α is running in a state qm, the set of
ending actions must be enabled (Ends(qm) ⊆ ∆(qm)), and also the starting action
must be disabled (Start(qm) 6∈ ∆(qm)). This means that an activity cannot be
started again while it is running. If we do not impose these restrictions, models
with a trace like sA1 ,sA1 ,eA1 ,eA1would be possible. In this trace, it is not possible
to know which is the corresponding end of activity of each of the starts of activity.

Definition 6.2 (Running Activity) Given a finite path η ∈ Paths(M) of an LTS
M = (Q,Σ,∆, q0) and an activity α ∈ A defined in AD = (A, Start, Ends), we say



46 Chapter 6. Control Problems with Activities

that α is a running activity in the state qm, according to the path η = q0
`1−→ . . .

`k−→
. . .

`i−→ . . .
`m−→ qm, if ∃k ≤ m s.t. `k = Start(α) and ∀k < i ≤ m `i 6∈ Ends(α).

We use ξ(η) to denote the set of running activities according to a path and we use
ζ(qm) = ⋃

η∈Paths(M,qm) ξ(η) to denote the set of running activities in a state.

Definition 6.3 (Activity Compatible) An LTS M = (Q,Σ,∆, q0) is activity
compatible with an activity definition AD = (A, Start, Ends) if ∀q ∈ Q and
∀α ∈ A the following holds:

1. ∀η ∈ Paths(M, q) ξ(η) = ζ(q)

2. α ∈ ζ(q)⇔ Ends(α) ⊆ ∆(q)

3. Start(α) ∈ ∆(q)⇒ α 6∈ ζ(q)

6.4 Defining control problem with activities

We restrict attention to goals of the form G = �S∧♦P , where S (safety goals) and
P (reachability goals) are propositional FLTL formulas. A solution to problems
with this type of goals must ensure that i) every infinite path of E‖C satisfies the
safety formula S, and ii) that it is always possible to reach a state in which the
propositional formula P becomes True from the initial state. Recall Figure 5.2 to
observe how satisfaction over traces is defined. Similarly to Definition 3.6, we
define a control problem with activities as an LTS control problem in which the
LTS environment is activity compatible with an activity definitions, and the goals
are safety and reachability goals.

Definition 6.4 (Control Problem with Activities) Given an activity definitions
AD = (A, Start, Ends), an LTS E = (QE,Σ,∆E, qE0) that is activity compatible
with AD, a safety and reachability goal G = �S ∧ ♦P expressed in FLTL,
and a set of controllable actions Σc ⊆ Σ, the solution to the control problem
E = 〈E,AD, G,Σc〉 is a deterministic LTS C = (QC ,Σ,∆C , qC0) such that i) C is
a legal environment for E, ii) E‖C is deadlock free, and iii) every infinite trace π
in Tr(E‖C) satisfies G (π |= G).
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We distinguish the states in which the proposition P is satisfied for the first
time as the goal states. These states are a subset of the states of the controller
executed in parallel with the environment E‖C, because the satisfaction of the
goals is evaluated on the traces of this LTS. The goal states QG are those in QE‖C

that can be reached through a path from the initial state that does not contain
another state satisfying the reachability property.

Definition 6.5 (Goal States) Given a control problem with activities E =
〈E,AD, G,Σc〉 and a controller C that is solution to the control problem E,
we define the goal states QG as those states qG ∈ QE‖C where ∃q0

`1−→ . . .
`m−→

qm
`G−→ qG ∈ Paths(E‖C, qG) such that `1 . . . `m 6|= G and `1 . . . `m, `G |= G.

In controller synthesis problems with reachability goals, algorithms that produce
memoryless solutions have linear complexity in the size of the problem [64]. These
controllers are a sub-graph of the LTS defined by the parallel composition of
the environment with the LTSs that represent the fluents used to describe the
goals (E‖Mfl1‖ . . . ‖Mflk). From a game-theoretical perspective, this composition
represents the arena of the game between the environment and the controller.
Furthermore, universal controllers [65] are those that subsume any other memoryless
controller [66]. If we restrict attention to the sub-graph resulting from removing
all outgoing transitions from goal states, universal controllers have the form of
directed acyclic graphs (DAG). This observation is important because some of the
algorithms presented in this thesis assume an acyclic graph.

Definition 6.6 (Universal Controller) Given a control problem with activities
E = 〈E,AD, G,Σc〉, a universal controller U = (QU ,ΣU ,∆U , qU0) for E is a solution
that subsumes every memoryless controller C = (QC ,ΣC ,∆C , qC0) that is solution
for E (QC ⊆ QU ∧ ∀q ∈ QC ∆C(q) ⊆ ∆U(q)).

Figure 6.5 shows the universal controller for the industrial example. We can
observe that the universal controller subsumes the controllers shown in Figure 6.4.
States q0, q1, q2, q3, q4, q6, q8, q9, q10, q11, q12, q13, q14, q15, q16, q17 are the ones
that subsume the controller C1, while q0, q1, q2, q3, q5, q7, q10, q11, q12, q13, q14,
q15, q16, q17 subsume the controller C2.
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Figure 6.5: Universal controller for the industrial example.
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7
A Qualitative Comparison Framework

This chapter focuses on how to compare solutions of a control problem with
activities. We first formalise how to deal with contingencies by using schedulers
(Section 7.1). Then, we give a timed semantics to LTSs based on PTA (Section 7.2)
and show how to obtain a symbolic expression that represents the makespan of a
controller using that PTA (Section 7.3). The parameters of the PTA stand for
activity duration as well as a parameter representing the end-to-end makespan. By
using parameters, we model that time durations are unknown a priori. Then, we
define how to compare a pair of controllers by comparing their symbolic expressions
(Section 7.4). Finally, we discuss the usage of real numbers to model the duration
of activities that may not finish (Section 7.5).

7.1 Comparing under the same contingencies

When comparing controllers, we should pay attention to how uncontrollable
behaviour occurs. For instance, let us consider the following unfair comparison
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between the two controllers mentioned in Section 6.1. On the one hand, controller
C1 requires the final repair while constructing a product of type T1. On the other
hand, controller C2 does not require the repair while building a product of type T2.
This comparison could suggest that controller C2 has a lower makespan, but the
conclusion is obviously flawed because the contingencies of which type of product
is built and whether a repair is required or not do not depend on the controller
itself and should not affect the comparison. Therefore, contingency scenarios
should be consistent when a comparison is performed.

We use schedulers [67] to formalise how to resolve contingencies at a given
state of the environment. We assume that schedulers are Markovian [67] and yield
a decision only based on the current environment state regardless of the history
of states traversed. Thus, we define schedulers as a function σ : QE × 2Σ → 2Σ

that picks a subset of enabled actions A (K1), which stand for the actions that
might be enabled by an arbitrary controller (Definition 7.1). The conditions
defined aim to model schedulers that, we believe, ensure a fair comparison. This
definition distinguishes actions into three categories: controllable, ending, and
other uncontrollable actions.

Definition 7.1 (Scheduler) Given an environment E and a set of activity
definitions AD, a scheduler is a function σ : QE × 2Σ → 2Σ that satisfies the
following conditions:
K1) σ(qE, A) ⊆ A ∩∆E(qE)
K2) (|σ(qE, A)| = 1 ∧ σ(qE, A) ⊆ Σc ∪ (Σu \ Σe))∨

(σ(qE, A) ∩ Σe = σ(qE, A))
K3) (σ(qE, A) ⊆ Σu)⇒ ∀A′(σ(qE, A′) = σ(qE, A))
K4) σ(qE, A) ⊆ Σc ⇒ ∀A′ ⊆ ∆E(qE)

((σ(qE, A) ⊆ A′ ⇒ σ(qE, A′) = σ(qE, A))∧
(σ(qE, A) 6⊆ A′ ∧ A′ ∩ Σc 6= ∅ ⇒ σ(qE, A′) ⊆ Σc)∧
(σ(qE, A) 6⊆ A′ ∧ A′ ∩ Σc = ∅ ⇒ σ(qE, A′) ⊆ Σu))

where A ⊆ ∆E(qE), qE ∈ QE, and Σe = {` | ` ∈ Σu ∧ ∃α ∈ A ` ∈ Ends(α)}.

Above conditions require schedulers to either pick all enabled ending-actions or
exactly one of the other enabled actions (K1 & K2). Since the duration of the
activities is unknown, schedulers do not choose among the ending actions. Also,
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schedulers have to be consistent, regarding the choices of uncontrollable (K3)
and controllable actions (K4). That is, if possible, they pick the same actions or
category.

For the sake of simplicity, to illustrate the behaviour of schedulers in the
industrial example we will focus on the subset of states that overlap with the
universal controller. We use the numbers shown in Figure 6.5 to refer to each
of these states. One possible scheduler σ1 is one that, amongst other things,
determines the product type to be built is T2 and that repair is not needed. Note
that for q3 and q4, the output of the scheduler varies depending on which are the
actions that controller has enabled. In state q3, when a controller enables {sA1 , sA2}
or {sA2}, the output is {sA2}. Otherwise, the output is the other controllable
action {sA1}, which is the case of controller C2. Similarly, in state q4, when a
controller enables the controllable action, i.e., {sA1 , eA2}, the scheduler intends to
enables the action {sA1}. Otherwise, it enables the uncontrollable action {eA2},
which should be enabled by every controller. This represents the case in which
the end of activity action does not happen before a controller can execute a
controllable action.
- σ1(q0, {type1, type2}) = {type2}
- σ1(q3, {sA1 , sA2}) = {sA2}, σ1(q3, {sA2}) = {sA2}, σ1(q3, {sA1}) = {sA1}
- σ1(q4, {sA1 , eA2}) = {sA1}, σ1(q3, {eA2}) = {eA2}
- σ1(q5, {eA1}) = {eA1}
- σ1(q6, {sA1}) = {sA1}
- σ1(q7, {sA2}) = {sA2}
- σ1(q8, {eA1 , eA2}) = {eA1 , eA2}
- σ1(q9, {eA1}) = {eA1}
- σ1(q10, {eA2}) = {eA2}
- σ1(q11, {checkQA}) = {checkQA}
- σ1(q12, {failQA, okQA}) = {okQA}
- σ1(q15, {done}) = {done}

Another possible scheduler σ2 could determine the product type to be built is
T1 and that quality check failed, which requires to repair the product. Note that
these two schedulers represent two different behaviours of the environment. For
products of T1 there are no alternative solutions. Thus, the representation of
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scheduler σ2 is more compact than that of scheduler σ1.
- σ2(q0, {type1, type2}) = {type1}
- σ2(q1, {sA3}) = {sA3}
- σ2(q2, {eA3}) = {eA3}
- σ2(q11, {checkQA}) = {checkQA}
- σ2(q12, {failQA, okQA}) = {failQA}
- σ2(q13, {sfix}) = {sfix}
- σ2(q14, {efix}) = {efix}
- σ2(q16, {done}) = {done}

Schedulers are defined to consider the enabled actions in a state of the
environment (∆E(qE)) and the actions a particular controller enables (A). Thus,
we apply schedulers to a controller when executing in the environment E‖σC
(Definition 7.2). This produces an LTS E‖σC that has a subset of the transitions
defined by the standard parallel composition of E‖C.

Definition 7.2 (Scheduled Composition) The scheduled composition E‖σC
is an asymmetric operator defined as the parallel composition (‖) changing the
shared rule of ∆E‖σC as follows:

qE
`−→Eq

′
E , qC

`−→Cq
′
C , `∈σ(qE1 ,∆C(qC1 ))

(qE ,qC)
`−→E‖σC(q′E ,q

′
C)

`∈ΣE∩ΣC

In Figure 7.1, we show the scheduled composition of the controller C1 and C2

(in Figure 6.4) composed in parallel with the environment E under a scheduler σ1.
Note that by using the scheduler, we can observe the controllers under similar
behaviour of the environment.

7.2 Timed semantics of LTS

Our interpretation of time in a discrete controller is based on PTA [25], which is
an extension of Timed Automata (TA) [56] that incorporates final states, clocks
and parameters to LTSs. Clocks are real-valued variables that increase linearly,
and parameters are unknown constants. We use PTA to interpret how time passes
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Figure 7.1: Scheduled composition of the controllers and environment defined in
Section 6.1 under a scheduler σ1.

on a controller, when the controller is executing in parallel with the environment
under a given scheduler σ. Definition 7.3 presents the Timed Semantics of a
controller by using a PTA. This PTA focuses on the paths between the initial
state and goal states, because makespan is measured between those states.

Definition 7.3 (Timed Semantics) Given a control problem E = 〈E,AD, G,Σc〉,
a controller C that is solution for E , a scheduler σ for the environment E and goal
states QG in E‖σC, we define the timed semantics of E‖σC as a parametric timed
automaton PTA(E‖σC) = (Σ′, Q′, Q′0, X, P,Qf , I,Θ) as follows:
• a set of actions Σ′ = Σ ∪ {sf , ef}
• a set of states Q′ = QE‖σC ∪ {q0

′, q′f}
• a set of initial states Q′0 = {q0

′}
• a set of clocks X = {xα | α ∈ A} ∪ {xqE | qE ∈ QE} ∪ {xu, xf}
• a set of parameters P = {pα | α ∈ A} ∪ {pqE | qE ∈ QE} ∪ {pf}
• a set of final states Qf = {q′f}
• a state invariant I defined as

I(q) =



xu ≤ 0 if qC is transient∧
α∈ζ(q) xα ≤ pα if qC is not transient

and ζ(q) 6= ∅
xqE ≤ pqE otherwise
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for every state q = (qE, qC) ∈ QE‖σC and I(q0
′) = I(q′f ) = xu ≤ 0

• a set of edges Θ s.t. (q1, `, q2, λ, µ) ∈ Θ iff either
- (q1 = (qE1 , qC1), `, q2 = (qE2 , qC2)) ∈ ∆E‖σC and
((qC1 is transient and has guard

µ =

 xu = 0 ∧ xα = pα if ∃α ∈ A ` ∈ Ends(α)
xu = 0 otherwise

) or
(qC1 is not transient and has guard

µ =

 xα = pα if ∃α ∈ A ` ∈ Ends(α)
xqE1

= pqE1
if ζ(s1) = ∅

)) and reset clocks

λ = {xu} ∪ {xqE2
} ∪ {xα|∃α ∈ A ` = Start(α)}

- q1 ∈ QG and q2= q′f and ` = ef and has guard µ = (xf = pf) and reset
clocks λ = {xu}

- q1 = q0
′ and q2 = q(E‖C)↓σ0

and ` = sf and has guard µ = (xu = 0) and
reset clocks λ = {xu, xf}

The defined PTA features a clock xα and parameter pα for each activity α.
Each clock xα measures the time elapsed from the start of the activity α to
the end of it. The transitions that are start of activity reset the clock, and the
transitions that are end of activity have a guard. This guard denotes that the
transition can be taken, when the time elapsed by the clock of the activity is equal
to its corresponding parameter (pα = xα). When the activity is being processed,
there are invariants that restrict the clock of the activity to be greater than its
parameter (xα ≤ pα). This represents that the activity takes time pα. Similarly,
there is a clock xqE and parameter pqE for each state (qE, qC), in which all the
outgoing transitions are uncontrollable actions and no activities are running.
The clock xqE measures the time spent at (qE, qC), and pqE stands for the total
sojourn time. This models the time that the controller waits, when there are no
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activities running. For instance, this happens in the initial state of the industrial
automation example, when the controller is waiting for the product type to be
processed. Finally, another clock xf and parameter pf are added to measure the
end-to-end makespan. This clock works as an envelope that subsumes all the other
clocks. That is to say, all the other parameters that appear in at least one path
of the PTA are bounded by pf . Besides, transient states, i.e., states that have
controllable actions enabled, are forced to be abandoned in zero time through an
invariant (xu < 0). This is consistent with the definition of transient states in
Section 6.2. Note that “qC is transient” refers to the enabled actions in C without
applying the scheduler (∆c

C(qC) 6= ∅). The final states are the goal states that
appear in the scheduled composition.
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{xu}[xu =0]
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Figure 7.2: Timed semantics (PTAs) of the controllers and environment defined in
Section 6.1 under the same scheduler σ1 used in Figure 7.1.

In Figure 7.2, we show the timed semantics (PTAs) of the controller C1 and
C2 (in Figure 6.4) composed in parallel with the environment E under the same
scheduler σ1 used in Figure 7.1. Note that the clocks xq0 and parameters pq0 refer
to a state of the environment q0 ∈ QE, which is the initial state of the composition
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E of the LTSs from Figure 6.1. The other state q12 corresponds to the state of the
composition in which the LTS QA is in the state 1, LTS Choice is in the state 2
and the other LTSs are in the initial state 0. We use the environment state to
define the clocks and parameters in the states, because we want to model that two
controllers have the same waiting time in the same state of the environment.

7.3 Using parameters to measure makespan

The parameters of the timed semantics (PTA) defined above represent the different
activities and environment states that are on paths that reach a goal state from
the initial state. These parameters can be instantiated into values, which models
one possible duration of the activities. In PTA, a parameter valuation defines an
assignment of values to the parameters. A parameter valuation has to satisfy
certain constraints to produce a valid timed automaton (TA), when replacing the
parameters of the PTA by the values that the parameter valuation defines. If a
parameter valuation produces a valid TA, it means that those values are a possible
duration for the activities to reach the goal. Thus, knowing which are the valid
parameters for the duration of the activities is essential to know which are the
possible values that the end-to-end parameter pf may take.

As mentioned in Chapter 3, there is a symbolic procedure to calculate the
constraints of the parameters, which is defined in the literature as Γ. The general
procedure [26] to compute Γ is known to be undecidable, if there are more than three
clocks in PTAs with cycles [25]. However, Γ can be computed for the fragment of
PTAs related to reachability controllers. The general procedure works symbolically
through computing a fixed point of a precondition operator. Given that the PTAs
generated are acyclic, the procedure terminates, and the fixpoint computation boils
down into a one-pass backwards propagation of expressions. These expressions are
changed at each edge by the precondition operator. Moreover, for the particular
case of the PTAs from Definition 7.3, Algorithm 1 shows how to calculate Γ by
using the precondition operator shown in Definition 7.4. In Algorithm 1, we denote
the edges from state q as Θ(q) = {(q1, `, q2, λ, µ) | (q1, `, q2, λ, µ) ∈ Θ ∧ q = q1}.

3These PTAs have only one initial and one final state.
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Algorithm 1 Obtaining Γ of the timed semantics of a controller (Definition 7.3)
1: procedure Γ(H)
2: [q0, . . . , qn, qf ] = topological_sort(H,Qf )
3: ψqf = True3

4: for q ∈ [qn, . . . , q0] do
5: ψq = ∨

ε∈Θ(q) preε(ψq′)
6: return ψq0 [∀x ∈ X(x := 0)]3

The algorithm first initialises the formula ψqf of the final state with True

(line 3), and it traverses the other states in the inverse topological order while
initialising the value of the formula in each state (line 4 - 5). The result of Γ(H) is
the formula of the initial state ψq0 after resetting the clocks, i.e. replacing all the
occurrences with the value 0. The precondition operator uses two sub-operators:
transition-step B and time-step ⇒. The transition-step B adds the guard µ to
the formula and resets the clocks x ∈ λ in ψ. The time-step ⇒ adds the state
invariant to the formula, but in the non-transient case it uses a new variable
δ and an existential quantifier to represent the possible passage of time. The
passage of time is done by replacing all the appearances of the clocks x ∈ X in
the formula ψ and state invariant I(q) with x+ δ. Note that the new variable δ
will not appear in the formula produced by pre, because the algorithm applies
quantifier elimination in each step to remove the existential quantifier.

Definition 7.4 (Precondition Operator) Given an edge ε = (q1, `, q2, λ, µ) ∈
Θ and the linear formula ψ corresponding to the propagated conditions of the state
q2, the precondition operator preε is defined as follows:

preε(ψ) = (⇒ (q1,B(ε,⇒ (q2, ψ))))
B(ε, ψ) = (µ ∧ ψ[∀x ∈ λ · x := 0])

⇒ (q, ψ) =


ψ ∧ I(q) if q is transient
∃δ ≥ 0 / otherwise
(ψ ∧ I(q))[∀x ∈ X(x := x+ δ)]

For the PTAs in Definition 7.3, Γ of the built PTA is a time constraint of
the end-to-end makespan parameter as well as the parameters of the activities
and environment states. Γ is the relation among parameters that defines the
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end-to-end makespan as a linear expression of time durations by using the
parameters. For instance, for the PTAs in Figure 7.2, Γ(PTA(E‖σC1)) = ((pA2 ≥
pA1 ∧ pf1 = pA2 + pq0 + pq12) ∨ (pA1 ≥ pA2 ∧ pf1 = pA1 + pq0 + pq12)) whereas
Γ(PTA(E‖σC2)) = (pf2 = pA1 + pA2 + pq0 + pq12) are simplified versions of the
symbolic expression that represent their makespan. The expression Γ(PTA(E‖σC1))
states that, when the duration of activity α1 is greater than that of α2, the
makespan (pf1) is the sum of durations of activity α1 plus the time spent in the
states q0 and q12; otherwise, the makespan is the duration of activity α2 plus the
time spent in the states q0 and q12. In contrast, Γ(PTA(E‖σC2)) is the sum of
the duration of the two activities plus the time spent in the states. Thus, no
matter which values are assigned to the parameters, pf1 cannot be greater than pf2 .
Even though here it is easy to see, checking the existence of these parameters will
require the use of an SMT-solver.

7.4 Comparing symbolic expressions

In the previous section we defined how to obtain Γ of a controller when concurrently
executed with the environment under a scheduler σ. Here we proceed to discuss how
to compare controllers by using the obtained Γ. For the the PTAs in Figure 7.2, we
explained that it was possible to find a set of values for the parameters that makes
the end-to-end parameter pf1 of Γ(PTA(E‖σC1)) be greater than the parameter
pf2 of Γ(PTA(E‖σC1)), i.e., pf2 > pf1 . When such a scheduler and a set of values
for the parameters exist, we say that the controller C1 shows a behaviour of higher
makespan than C2 (noted C2^C1). This means that there is a possible scenario in
which the controller C1 takes longer than the controller C2. However, it is not
possible to find an scheduler and a set of values that makes the controller C2 show
a behaviour of higher makespan than C1.

Definition 7.5 (Behaviour of Higher Makespan) Given two controllers C1

and C2, C1 shows a behaviour of higher makespan (noted C2^C1) than C2 iff
∃σ ∃(r1..rn, rf1, rf2) ∈ Rn+2

≥0 ((r1..rn, rf1)  Γ(PTA(E‖σC1)) ∧ (r1..rn, rf2) 
Γ(PTA(E‖σC2)) ∧ rf1 > rf2).

To compare two controllers, we evaluate their makespan under every possible
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scheduler. We say that a controller C1 shows a behaviour of higher makespan
than C2 (C2^C1), if there exists a parameter valuation and a scheduler such
that the makespan of C1 is strictly higher than that of C2. That is to say, C1

shows a behaviour of higher makespan than C2 iff ∃σ ∃(r1..rn, rf1, rf2) ∈ Rn+2
≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1)) ∧ (r1..rn, rf2)  Γ(PTA(E‖σC2)) ∧ rf1 > rf2). It
means that there exists at least one case, in which for the same scheduler σ
and assignment of values (r1, . . . , rn) to the parameters (p1 . . . pn), C1 performs
worse than C2 (rf1 > rf2). These parameters stand for activity durations and
environment states that are common to the two controllers. The values rf1 and rf2

are assigned to the end-to-end makespan parameters pf1 and pf2 of the controllers
C1 and C2 respectively. These two values are conditioned by the values (r1, . . . , rn).

We define the relationship between two controllers based on the ^ comparison
in both ways, C1^C2 and C2^C1. Table 7.1 shows the four possible outcomes of
this comparison. Two controllers are: i) Incomparable when there are circumstances
in which both controllers show a behaviour of higher makespan than the other,
ii) Equivalent when there is no scheduler that allows one controller to show a
behaviour of higher makespan than the other, or iii) one dominates the other when
one controller does not show a behaviour of higher makespan than the other, while
the other shows a behaviour of higher makespan. Note that this comparison takes
into account all possible schedulers of an environment.

C2^C1 C1^C2 Conclusion
Sat Sat Incomparable
Unsat Unsat Equivalent (C1 as good as C2)
Sat Unsat C2 dominates C1
Unsat Sat C1 dominates C2

Table 7.1: Possible results of comparing two controllers
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7.5 Beyond the horizon

In this work, the horizon of the comparison framework is defined by the goal states,
which are the states where the reachability proposition is satisfied for the first time.
Typically, in these states there are no running activities. In this case, the duration
of the activities is bounded by the main parameter. However, there are solutions
to control problems in which there are running activities in the goal states. This
means that some end of activity events may occur after reaching a goal state, or
may never occur. This is possible because we are using LTS models that are over
infinite traces, and the end of activity actions are uncontrollable. That is to say,
there may be infinite traces in which the end of activity never occurs, i.e., some
activities may not finish. Then, is it reasonable to define the comparison by using
real numbers? What should be the duration of the activities when they do not
finish? Section 7.5.1 presents an example in which this phenomena occurs, and
Section 7.5.2 shows how to interpret the parameters of the activities that do not
finish by using the comparison framework defined above.

7.5.1 Motivating example

Let us consider an example in which there are two activities α1 and α2. These
activities start with actions s1 and s2, and finish with actions e1 and e2 respectively.
The goal is to finish one of the two activities (i.e.: ♦(ė1 ∨ ė2)). Figure 7.3 shows
the LTSs that model this environment.

0 1

Process2

e2

s2
0 1

Process1

e1

s1

0 1

Messenger

ack

notify

Figure 7.3: Environment model of two process activities and one communication
process (E = Process1‖Process2‖Messenger ).

One possible controller would be the one that starts doing both activities as
soon as possible. Figure 7.4 illustrates the behaviour of this controller. Note that
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in this figure, we are also modelling the behaviour after reaching the goal states.
This controller first starts the activity α1, then starts activity α2 (if activity α1

did not finish immediately), and waits for the activities to finish. When one
of the two activities finishes, the controller starts notifying that the goal was
achieved. A possible trace in the execution of the controller with the environment
is s1, s2, e2, notify, ack, notify, ack . . .. Then, there is an infinite trace in which
the end of one of the two activities never occurs because other actions may occur
infinitely many times. This can happen if do not have any fairness assumption.
Note that the LTS shown in Figure 7.4 also illustrates E‖C.

6

0 1

s1
3s2

e1

8

4

e1

e2

e2

e1

5

7

notify

ack
e2

notify

ack

9

notify

ack

e1

Figure 7.4: A possible controller executed with the environment from Figure 7.3
that satisfies the goal ♦(ė1 ∨ ė2). Goal states are states 4, 6 and 8.

To represent that an activity does not finish, we should permit parameter
valuations that assign ∞ to the parameters of the activities. Consider a scheduler
σ that permits the controller to start the two activities. The consistent parameter
valuations under this scheduler are Γ∗(E‖σC1) ≡ ((pf = pα1 ∧ pα1 ≤ pα2)) ∨ (pf =
pα2 ∧ pα2 ≤ pα1) ∧ pf 6=∞), where Γ∗ is an extension of Γ that allows parameter
valuations to be ∞. The details about Γ∗ are explained in Section 7.5.2. Note that
pf 6=∞ becomes a necessary parameter constraint to reach a goal state, which
was implicit before. This condition will indirectly require to one of the activity
parameters (pα1 or pα2) not to become infinity. However, there is no bound for the
other activity parameter, which may not finish before reaching a goal state.
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Figure 7.5: Timed semantics of the controller of Figure 7.4 when executed in the
environment of Figure 7.3, under a scheduler that allows the controller to start the
two activities.

Let us assume a valuation γ∗ : P → R≥0 ∪ {∞} that assigns infinity to
activity α2 and a real value to activity α1 (γ∗ : [pf ← N, pα1 ← N, pα2 ←∞] with
N ∈ R≥0). This represents a valid trace in the execution of the controller in the
environment that never takes the final event of the activity α2. Nonetheless, the
parameter valuation with infinity cannot directly apply to a PTA because TA
is defined over the reals without infinity. Thus, to apply this valuation of the
parameters to the PTA, we need to pre-process the invariants and guards of the
PTA. First, we produce an intermediate PTA by replacing the conditions where
parameters assigned to infinity appear with conditions that do not involve these
parameters. Then, we produce a valuation over the reals for the other parameters.
Finally, we apply this parameter valuation to the intermediate PTA.

7.5.2 Interpreting the infinity in PTA

As mentioned above, the timed semantics defined in Section 7.2 does not allow
parameters to be instantiated as infinity, because valuations of PTAs are defined
over R≥0. However, the timed semantics is a particular case of PTA, which
has invariants that are of the form (∧

x ≤ p ∧ ∧
x ≤ k) and guards of the form

(∧
x = p ∧ ∧

x = k) with x ∈ X, p ∈ P and k ∈ R≥0. Interpreting ∞ for these
conditions is possible, but it requires some extra steps. Parameters in the invariants
always appear as the upper bound of a clock. A clock will never reach the value of
the parameter when the parameter becomes infinity. Thus, these conditions (e.g.:
xα2 ≤ pα2) can be replaced by True, because it is true that the clock will never
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reach the value ∞ (e.g.: xα2 ≤ ∞). Parameters in the guards always appear as an
equality with the clock. By using the same reasoning, this condition can never
be satisfied. Thus, the parts of these conditions that have an equality with a
parameter to become infinity (e.g.: xα2 = pα2) are interpreted as False, because a
clock cannot be equal to ∞ (e.g.: xα2 =∞).

First, we need to extend the semantics of PTA valuations to support positive
reals and infinity for this subset of PTAs. Given a timed semantics PTA H = (Σ,
Q,Q0, X, P,Qf , I,Θ), an infinity parameter valuation γ∗ : P → R+ ∪ {∞} is an
assignment of values in R≥0∪{∞} to the parameters in P . These infinity parameter
valuations are only defined for the timed semantics. Allowing comparisons between
infinite values for general PTAs may lead to critical problems. For instance, an
inequality comparing a set of parameters may become infeasible if more than
one parameter assigned to infinity by a valuation γ∗ (e.g.: p1 ≤ p3 ∗ p2 and
γ∗ = [p1 ←∞, p2 ←∞, p3 ←∞]). However, the conditions of timed semantics
PTAs are simpler. They are conjunctions of inequalities of the form x ≤ p or
x ≤ 0 (state invariants) and x = p or x = 0 (guards) with no relationship between
parameters. Thus, it is possible to define a language that accepts infinity as a
valuation in terms of R≥0 by replacing some conditions.

To formalize this transformation, we define an interpreter automata and an
interpreter valuation. The interpreter automata I(H) is a PTA that replaces parts
of the invariants and guards which have a parameter assigned to infinity by a γ∗

with True or False. The interpreter valuation is a parameter valuation over the
reals for the parameters that are not assigned to ∞ by an infinity valuation γ∗.

Definition 7.6 (Interpreter Automata) Given a PTA H = (Σ, Q,Q0, X, P,

Qf , I,Θ) and an infinity parameter valuation γ∗, we define the interpreter automata
I(H) = (Σ, Q,Q0, X, P

′, Qf , I
′,Θ′) as a PTA such that

• P ′ = {p | p ∈ P ∧ γ∗(p) 6=∞},

• ∀q ∈ Q : I ′(q) = ∇γ∗(I(q)), and

• (q1, `, q2, λ,∇γ∗(µ)) ∈ Θ′ ⇔ (q1, `, q2, λ, µ) ∈ Θ,
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where ∇γ∗(ψ) is a function that recursively substitutes all the atoms that contain
parameters that are assigned to infinity in ψ as follows:

∇γ∗(ψ) =



Ξγ∗(x on p) ∧∇γ∗(ϕ) if ψ ≡ x on p ∧ ϕ
x on k ∧∇γ∗(ϕ) if ψ ≡ x on k ∧ ϕ
Ξγ∗(x on p) if ψ ≡ x on p

x on k if ψ ≡ x on k

Ξγ∗(x on p) =


True if γ∗(p) =∞∧ on∈ {<,≤}
False if γ∗(p) =∞∧ on∈ {>,≥,=}
x on p otherwise

where k ∈ R≥0, p ∈ P and on∈ {<,≤, >,≥,=}.

Definition 7.7 (Interpreter valuation) Given an infinity parameter valuation
γ∗ : P → R≥0 ∪ {∞}, we define the interpreter valuation of γI as a parameter
valuation γI : P ′ → R≥0 s.t ∀p ∈ P ′γI(p) = γ∗(p), where P ′ = {p | p ∈ P ∧γ∗(p) 6=
∞}.

Let us recall the motivating example. In Figure 7.6, we show the intermediate
PTA obtained after replacing the parts of the conditions where the parameter pα2

appeared with values True and False, depending on how the parameter is used.
We can see that a clock being less than or equal to infinity (x2 ≤ ∞) is interpreted
as True, while a clock being equal (x2 =∞) is interpreted as False.

After interpreting the parameters that are assigned to infinity in the original
PTA, we need to assign the rest of the values defined in the valuation γ∗ to
the PTA from Figure 7.7. To this end, we define the interpreter valuation
γI : [pf ← N, pα1 ← N ] as a valuation over the real numbers. The interpreter
valuation is only defined for the parameters from γ∗ that are not assigned to ∞.
Figure 7.7 shows the result of applying the γI to the PTA. In this Figure, the
transitions and states that are not reachable were removed for clarity.

Analogously, we use Γ∗(H) to describe the set of infinity parameter valuations
that are consistent with a PTA H, and γ∗(H) to represent the TA obtained from
applying an infinity parameter valuation. The timed-behaviour defined by the
timed automaton γ∗(H) is equivalent to the timed automaton obtained after
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Figure 7.6: Interpreter automata obtained by replacing the parts of the conditions
related to the parameter pα2 , which was assigned to ∞ by the valuation γ∗ : [pf ←
N, pα1 ← N, pα2 ←∞] with N ∈ R≥0.
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Figure 7.7: Timed Automaton obtained after replacing the values of the Intermedi-
ate PTA from Figure 7.6 with the value N . This was the value defined by the
parameter valuation γI : [pf ← N, pα1 ← N ] with N ∈ R≥0.

substituting each non-infinity parameter of the interpreter valuation γI in the
PTA I(H) as described above (i.e.: γI(I(H))).

This interpretation may also be used for general PTAs that have conditions
and invariants similar to the ones of the timed semantics. In Figure 7.8 we show
an example of a PTA H that has the following restriction over the parameters
Γ(H) ≡ ((p1 ≤ p2 ∧ p1 = p3) ∨ (p2 ≤ p1 ∧ p2 = p3)). Given a valuation over the
reals γ, the trace abd∗ would not be a possible trace in H, because the clock x2

must eventually reach p2 and take the transition c. However, by using the infinity
consistent parameter valuations Γ∗(H) ≡ ((p1 ≤ p2 ∧ p1 = p3) ∨ (p2 ≤ p1 ∧ p2 =
p3) ∧ (p3 6=∞)), the trace abd∗ becomes a possible trace in H, because the infinity
parameter valuation γ∗ = [p1 ← 5, p2 ← ∞, p3 ← 5] is characterised by Γ∗(H).
In Figure 7.9, we show the interpreted automata I(H), which is the result of
replacing the conditions that have parameters that are mapped to infinity (p2 ≤ ∞
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Figure 7.8: PTA that does not accept abd∗, when considering valuations over the
reals.

is replaced by True and p2 =∞ by False). This interpretation may also be of
interest when giving a timed semantics to an LTS without pruning the outgoing
transitions of the goal states, but this is out of the scope of this work.
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Figure 7.9: Interpreting the infinity parameters valuation γ∗ = [p1 ← 5, p2 ←
∞, p3 ← 5] on the PTA from Figure 7.8.
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8
A Makespan-Minimising Controller

In this chapter we formalize the concept of makespan-minimising controller and
define an algorithm to produce a solution that is makespan-minimising.

8.1 Defining makespan-minimising controllers

A quantitative approach would define a controller with minimum makespan
as the one that can reach goal in the least time possible, where the time is
measured by a number that typically represents the average run. In this work,
we define a makespan-minimising controller in a qualitative manner. As briefly
explained in Section 5.6, the definition of makespan-minimising controller is
based on the dominance relationship defined in Section 7.4. A controller C
is makespan-minimising if it is a non-dominated controller. In other words, a
controller is makespan-minimising if there is no other controller C ′ that dominates
the controller C. This is formalised in the Definition 8.1.
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Definition 8.1 (Non-dominated) Given a control problem with activities E =
〈E,AD, G,Σc〉 and the set of solutions C for E , we say that C ∈ C is non-dominated
iff 6 ∃C ′ ∈ C (C ′ dominates C).

Note that when a control problem is realisable, there is at least one non-
dominated controller. Without loss of generality, we restrict to the subset of
memoryless solutions [66], because solutions that have additional memory would
also have additional makespan. Since this set is finite, it is not possible for all of
them to be dominated by another controller. This is because C dominates C ′ is a
transitive and asymmetric relation. Also note that there can be more than one
non-dominated controller.

Lemma 8.2 (Transitivity) Given controllers C1, C2, C3, C1 dominates C2 ∧
(C2 dominates C3 ∨ C2 as good as C3) ⇐⇒ C1 dominates C3.

Proof. It can be proven from definition of behaviour of higher makespan
(Definition 7.5), dominates and as good as (Table 7.1).

1. C1 dominates C2 ⇐⇒ (Definition 7.5 and Table 7.1)
a. ∃σ ∃(r1..rn, rf1, rf2) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1))∧
(r1..rn, rf2)  Γ(PTA(E‖σC2)) ∧ rf1 < rf2)∧
b. ∀σ ∀(r1..rn, rf1, rf2) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1))∧
(r1..rn, rf2)  Γ(PTA(E‖σC2)) ∧ rf1 ≤ rf2)

2. C2 dominates C3 ⇐⇒ (Definition 7.5 and Table 7.1)
a. ∃σ ∃(r1..rn, rf2, rf3) ∈ Rn+2

≥0

((r1..rn, rf2)  Γ(PTA(E‖σC1))∧
(r1..rn, rf3)  Γ(PTA(E‖σC2)) ∧ rf2 < rf3)∧
b. ∀σ ∀(r1..rn, rf2, rf3) ∈ Rn+2

≥0

((r1..rn, rf2)  Γ(PTA(E‖σC1))∧
(r1..rn, rf3)  Γ(PTA(E‖σC2)) ∧ rf2 ≤ rf3)

3. C2 as good as C3 ⇐⇒ (Definition 7.5 and Table 7.1)
a. ∀σ ∀(r1..rn, rf2, rf3) ∈ Rn+2

≥0

((r1..rn, rf2)  Γ(PTA(E‖σC1))∧
(r1..rn, rf3)  Γ(PTA(E‖σC2)) ∧ rf2 = rf3)
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4. C1 dominates C2 ∧ C2 dominates C3 ⇐⇒ (1 and 2.b)
a. ∃σ ∃(r1..rn, rf1, rf3) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1))∧
(r1..rn, rf3)  Γ(PTA(E‖σC2)) ∧ rf1 < rf3)∧
b. ∀σ ∀(r1..rn, rf1, rf3) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1))∧
(r1..rn, rf3)  Γ(PTA(E‖σC2)) ∧ rf1 ≤ rf3)
⇐⇒ (Definition 7.5 and Table 7.1) C1 dominates C3

5. C1 dominates C2 ∧ C2 as good as C3 ⇐⇒ (1 and 3.a)
a. ∃σ ∃(r1..rn, rf1, rf3) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1))∧
(r1..rn, rf3)  Γ(PTA(E‖σC2)) ∧ rf1 < rf3)∧
b. ∀σ ∀(r1..rn, rf1, rf3) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1))∧
(r1..rn, rf3)  Γ(PTA(E‖σC2)) ∧ rf1 ≤ rf3))
⇐⇒ (Definition 7.5 and Table 7.1) C1 dominates C3

6. C1 dominates C2 ∧ (C2 dominates C3 ∨ C2 as good as C3)
⇐⇒ (4 and 5) C1 dominates C3

ut

Lemma 8.3 (Asymmetry) Given controllers C1 and C2, C1 dominates C2 =⇒
¬(C2 dominates C1).

Proof. It can be proven by contradiction. Assume C2 dominates C1.
1. C1 dominates C2 =⇒ (Definition 7.5 and Table 7.1)
a. ∃σ ∃(r1..rn, rf1, rf2) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1))∧
(r1..rn, rf2)  Γ(PTA(E‖σC2)) ∧ rf1 < rf2)∧
b. ∀σ ∀(r1..rn, rf1, rf2) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1))∧
(r1..rn, rf2)  Γ(PTA(E‖σC2)) ∧ rf1 ≤ rf2)

2. C2 dominates C1 =⇒ (Definition 7.5 and Table 7.1)
a. ∃σ ∃(r1..rn, rf2, rf1) ∈ Rn+2

≥0

((r1..rn, rf2)  Γ(PTA(E‖σC1))∧
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(r1..rn, rf1)  Γ(PTA(E‖σC2)) ∧ rf2 < rf1)∧
b. ∀σ ∀(r1..rn, rf2, rf1) ∈ Rn+2

≥0

((r1..rn, rf2)  Γ(PTA(E‖σC1))∧
(r1..rn, rf1)  Γ(PTA(E‖σC2)) ∧ rf2 ≤ rf1)

3. There is a contradiction between 1.b. and 2.a.. Then, ¬(C2 dominates C1).
ut

8.2 Synthesising makespan-minimising controllers

There are algorithms for controller synthesis problems that produce memoryless
controllers [66, 64, 68]. Such algorithms have linear complexity in the size of the
problem, and they build controllers in the form of directed acyclic graphs (DAG),
which are subgraphs of the given problem. These controllers are universal in
the sense that any other memoryless controller is a subgraph of the universal
controller.

Algorithm 2 Non-dominated controller algorithm.
1: procedure non_dominated(E,AD, G, Σc)
2: U = universal_synthesis(E, Σc, G)
3: K = E‖U
4: [q0, . . . , qn] = topological_sort(K, QG)
5: for q ∈ sorted([qn, . . . , q0]) do
6: Alt = {{c} | c ∈ ∆c

K(q)}
7: if ∆u

K(q) 6= ∅ then Alt= Alt∪{∅}
8: if |Alt|> 1 then
9: D = ∅
10: for A ∈ Alt ∧A′ ∈ Alt \ {A} do
11: if K〈q,A′〉 dominates K〈q,A〉 then D = D ∪A

12: ∆K = ∆K \ {(q, c, q′) | (q, c, q′) ∈ ∆K ∧ c ∈ D}
return K

Algorithm 2 produces a non-dominated controller. This algorithm first obtains
a universal controller. Then, it traverses the states of the universal controller in
the inverse topological order. In the states that have more than one controllable
action enabled, the algorithm uses the dominance comparison to disable some
of the enabled controllable actions. The dominance comparison initially only
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compares two controllers from the initial state. However, by defining a sub-LTS
(Definition 8.4), the comparison can be made from any states, not limiting to the
initial state. It then generates the set of alternatives Alt of a state. An alternative
can be one of the controllable actions c ∈ ∆c(q) or ∅ that represents waiting for
uncontrollable events to happen. It compares an alternative A ∈ Alt against
all the other alternatives A′1 . . . A′n ∈ Alt, by comparing sub-LTS M〈q,A〉 against
sub-LTSs M〈q,A′1〉 . . .M〈q,A′n〉. If any of the other alternatives in M〈q,A′1〉 . . .M〈q,A′n〉
dominates M〈q,A〉, it removes the controllable transition of alternative A from ∆K .

Definition 8.4 (sub-LTS) Given an LTS M = (Q,Σ,∆, q0), a state q ∈ Q and
A ⊆ ∆c(q), we define M〈q,A〉 = (Q,Σ,∆′, q) as a sub-LTS of M , whose initial state
is q, and the transition function as ∆′ = ∆ \ {(q, `′, q′) | (q, `′, q′) ∈ ∆c(q)∧ `′ 6∈ A}.
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Figure 8.1: Universal controller for the example of Section 6.1. The red transition
is the transition removed by the Algorithm 2.

Figure 8.1 shows the universal controller of the example presented in Section 6.1.
Note that K = E‖U is structurally equivalent to U . In this example, the algorithm
traverses the states in the order specified in the states of the figure. Here, the
states with more than one alternative are only two. One is the state 4 which
has alternatives ∅ and {sA1}. Figure 8.2 illustrates these two subLTSs. Since
the alternative of waiting for eA2 does not dominate the one that enables the
action sA1 (i.e. K〈q3,{sA1}〉 dominates K〈q3,∅〉), the algorithm does not remove any
controllable transition here.
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Figure 8.2: SubLTSs of the universal controller from the state q4.

The other state in which there are alternatives is the state 3. In these case, there
are also two subLTSs which are shown in Figure 8.3. Here, the alternative {sA1} is
dominated by the alternative {sA2} (K〈q4,{sA2}〉 dominates K〈q4,{sA1}〉). Then, the
algorithm removes the transition (q3, sA1 , q5) from the universal controller, which
is shown in red in Figure 8.1. Finally, the resulting controller would be equivalent
to C1 of Figure 6.4, if we consider only the states that are reachable from the
initial state.
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Figure 8.3: SubLTSs of the universal controller from the state q3.

The following theorem shows that the Algorithm 2 produces a controller K
that is non-dominated.

Theorem 8.5 (K is non-dominated) Given an activity control problem E =
〈E,AD, G,Σc〉, a K = non_dominated(E,AD, G,Σc), and the set of solutions
C for E, K is a controller and 6 ∃C ∈ C (C dominates K).

Proof.
i) The algorithm produces a controller. This comes from the fact that it is not
possible to have a circular relationship of dominance. Thus, the algorithm can
never remove all the transitions of a state.
ii) The non-dominance can be proved by induction on the topological order. The
inductive step requires reasoning on properties which relate valuations satisfying
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Γ in the sub-LTS of a state to valuations satisfying Γ of successor sub-LTSs.
Universality of U is also required to prove that all memoryless controllers are
considered. Also note that all non-dominated memoryless controllers are included
in the result yielded by the algorithm. ut
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9
Evaluation

In this chapter, we report the details of the implementation of Algorithm 2 and
some of the experiments done. The algorithm was implemented in an extension of
MTSA [28] that uses Z3 [69] as SMT-Solver, which is necessary in the dominance
comparison. MTSA is a tool to specify discrete-event controls problems described
in FLTL and LTS. We extended this tool to specify control problems with activities.
The implementation of Algorithm 2 was validated on case studies from the
literature. The evaluation consists in comparing the result produced by the
Algorithm 2 against the one produced by the standard algorithm of MTSA. In
addition, the synthesis time of the algorithm was evaluated on different instances
of the job scheduling case study, which is one of the examples used in the previous
experiment. In those case studies, the activities are inferred from the actions that
informally denoted start and end of activity.
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9.1 Extending MTSA

In this section, we first show how to specify control problems in the MTSA Tool.
Then, we explain how we extended the tool to specify control problems with
activities. In particular, we show how the syntax of the specification language is
extended and how to compare the makespan of two controllers by using Z3.

9.1.1 MTSA

MTSA [28] is a tool to specify qualitative control problems described with LTSs
and FLTL formulas. The tool is written in Java language and has an graphical
interface to define control problems. The interface can be used to specify problems,
to visualize the controllers produced by the tool, and to enact the controllers [70]
on robots, by previously defining the interface with the robot. Figure 9.1 shows
the interface of MTSA displaying the specification of the industrial automation
example.

In MTSA, control problems are specified in a simple process algebra notation
called Finite State Process (FSP) [71]. FSP specification language allows for
a compact textual representation of LTSs. In Figure 9.1 we can see the LTS
definitions of the industrial automation example. For instance, the QA LTS
illustrated in Figure 6.1 is described as QA = (query -> (fail -> QA | ok ->
QA). The different processes can be composed into another process by using the
standard parallel composition. This is shown in the last line under LTS definitions
as ||Environment = (PROCESS(1) || PROCESS(2) || PROCESS(3) || FIX || QA ||
PROD). To make the specification clearer, some ranges and sets are defined at the
top of the file. Those definitions are not necessary, but can be used to specify
processes and formulas in a more compact way. They are also helpful in reducing
the number of errors when specifying control problems in the tool. The different
components can be visualized in the tool for users validation. Figure 9.2 shows the
tool displaying the different components.

Fluents and FLTL properties are defined in a syntax similar to the one used
in Section 6.1. In the safety properties definitions, the symbol [] represents
the temporal operator �. The symbols &&, ||, ! and − > represent the logical



9.1 Extending MTSA 77

Figure 9.1: Interface of MTSA displaying the specification of the industrial
automation example.

operators ∧, ∨, ¬ and =⇒ respectively. These properties are equivalent to the
ones shown when defining the control problem with activities.
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Figure 9.2: MTSA displaying the components of the environment of the industrial
automation example.

To generate a controller we need an LTS representing the environment and
the controller specification (controllerSpec). The specification includes a list of
safety propositions, the set of controllable actions, and the reachability goal, which
is defined as a fluent. Then, the controller is defined as controller || Controller
= (Environment)∼{CtrlSpec}. If the problem is realisable, the controller can
synthesise a solution, which can be visualized as in Figure 9.3.

Figure 9.3: Visualization of the controller synthesised by the standard synthesis
algorithm of MTSA.
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9.1.2 Specifying control problems with activities in MTSA

We extended the definition of controller specification to define control problems
with activities. Figure 9.4 shows the MTSA interface with the additional inputs.
The controller specification has now two optional attributes: algorithm and
activityDefinitions. The keyword algorithm enables the possibility of using a
different algorithm to synthesise a controller, which in our case is a non-dominated
controller (NON_DOMINATED). The keyword activityDefinitions takes as input
a set of activities, which are defined as fluents in the tool. By doing that, we
enforce the first rule to be activity compatible.

Figure 9.4: Interface of MTSA displaying the lower part of the specification of the
industrial automation example with the activities definition and a keyword to
enable Algorithm 2.

Figure 9.4 shows that the only extra requirements to use our approach are to
specify one extra activity as a fluent, which is Fixing, and to add the keyword
algorithm = NON_DOMINATED and the activities definition in the controller
specification.By adding this extra information the tool can synthesise the controller
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shown in Figure 9.5, which does not have the sequential alternative on products
of type two. In state q10 the only controllable action enabled is sA[2], while in
the corresponding state of Figure 9.5, which is state q11, the action sA[1] is also
enabled. Note that the numbers shown in the states are automatically created by
the tool for visualization, but do not have any correlation to the original states of
the control problem. In Section 9.2.1 we explain why this solution is better than
the standard one.

Figure 9.5: Visualization of the controller synthesised by the Algorithm 2.

9.1.3 Implementing the comparison framework

As defined in Section 7.4, comparing two controllers qualitatively requires to
compare two controllers under every possible scheduler. In the implementation, we
separated the problem of generating schedulers from the problem of finding a
possible set of values to the parameters. The schedulers are generated from the
LTS model of the environment. For each state of the LTS, we define the possible
candidates according to the Definition 7.1. Then, we combine them to generate
different schedulers. Since the number of states is finite, the number of schedulers
is also finite. Given a scheduler σ, we say that a controller has a behaviour of
higher makespan under the scheduler σ as C1^σC2 : ∃(r1..rn, rf1, rf2) ∈ Rn+2

≥0
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((r1..rn, rf1)  Γ(PTA(E‖σC1)) ∧ (r1..rn, rf2)  Γ(PTA(E‖σC2)) ∧ rf1 > rf2).
Similarly, we define the outcome of the comparison for a particular σ based on the
bidirectional comparison of behaviour of higher makespan (C1^σC2 and C2^σC1).
Table 9.1 shows the four possible outcomes of this bidirectional comparison. We
say that they are equivalent when they perform the same for every possible value
assignment to the parameters, and that two controllers are incomparable when it is
possible to find a set of values that shows a behaviour of higher makespan in
both cases. For instance, two controllers would be incomparable if they perform
different activities to reach a goal state.

C2^σC1 C1^σC2 Conclusion (under σ)
Sat Sat Incomparable (C1 �σ C2)
Unsat Unsat Equivalent (C1 uσ C2)
Sat Unsat C2 is better than C1 (C2 �σ C1)
Unsat Sat C1 is better than C2 (C1 �σ C2)

Table 9.1: Possible results of comparing two controllers under a scheduler σ.

Figure 9.6 shows the comparison framework for two controllers. As men-
tioned above, the framework compares two controllers under every possible
scheduler. This means that for each scheduler σ ∈ {σ1 . . . σk}, there are two
queries to be resolved. These queries are C2^σC1 : ∃(r1..rn, rf1, rf2) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1)) ∧ (r1..rn, rf2)  Γ(PTA(E‖σC2)) ∧ rf1 > rf2) and
C1^σC2 : ∃(r1..rn, rf1, rf2) ∈ Rn+2

≥0 ((r1..rn, rf1)  Γ(PTA(E‖σC1))∧(r1..rn, rf2) 
Γ(PTA(E‖σC2)) ∧ rf2 > rf1). Given a scheduler σ, the comparison framework
resolves C2^σC1 by using Z3 SMT-solver [69]. The SMT-Solver is able to determine
if these expressions are satisfiable or not. Besides, when the expression is satisfiable,
it can also return a possible assignment of values to the parameters. By aggregating
the result of the individual queries to the SMT-Solver, it is possible to determine
that i) a controller C1 dominates C2 if (∀σ C1 �σ C2 ∨C1 uσ C2)∧ (∃σ C1 �σ C2),
ii) that they are equivalent if ∀σC1 uσ C2, or iii) that they are incomparable if
(∃σC1 �σ C2) ∨ (∃σ∃σ′ C1 �σ C2 ∧ C2 �σ′ C1).
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Figure 9.6: Comparison framework for a pair of controllers C1 and C2. The number
of SMT queries depends on the number schedulers (σ1 . . . σk).

9.1.4 Comparing Γ expressions with Z3

In order to implement the comparison framework in MTSA, we integrated the tool
with the SMT-Solver Z3 by using the Java API [72]. Among other classes, we use
BoolExpr, RealExpr, Context, and Solvers. Most of the operations that involve
using Z3 are wrapped as functions in the classMTSSynthesis.controller.gr.time.comp
arator.MySMT . Figure 9.7 illustrates the fragment of the code that compares two
Γ expressions. This expressions are obtained from the timed semantics of the
scheduled composition of a controller. Each of this comparisons corresponds to
one of the comparisons per secheduler. This means that those expressions are
equivalent to each pair Γ(PTA(E‖σC1)) and Γ(PTA(E‖σC2)) shown in Figure 9.6.

In Figure 9.7, lines 6-13 initialize the expressions that are common to the
two queries that are done to Z3 in each step. That is the Γ expressions of the
two controllers (e.g.:gamma1.getExpression()) and some expressions that express
that variables involved are positive reals (R≥0). This is necessary because it is
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1 package MTSSynthesis.controller.gr.time.comparator;
2 import ...
3 public class GammaComparator<A, S> {
4 ...
5 public Result compareGammas(Gamma gamma1, Gamma gamma2){
6 List<BoolExpr> expressions = new ArrayList<BoolExpr>();
7 expressions.add(positive);
8 expressions.add(smt.nonNegative(gamma1.getParameter()));
9 expressions.add(smt.nonNegative(gamma1.getClock()));

10 expressions.add(smt.nonNegative(gamma2.getParameter()));
11 expressions.add(smt.nonNegative(gamma2.getClock()));
12 expressions.add(gamma1.getExpression());
13 expressions.add(gamma2.getExpression());
14

15 BoolExpr T2_GT_T1 = smt.greaterThan(gamma2.getParameter(),
gamma1.getParameter());

16 BoolExpr T1_GT_T2 = smt.greaterThan(gamma1.getParameter(),
gamma2.getParameter());

17

18 //isT2_GT_T1 is satisfiable if exists a valuation that makes T2 > T1.
19 Pair<Status,Model> isT2_GT_T1 = smt.check(expressions, T2_GT_T1);
20 Pair<Status,Model> isT1_GT_T2 = smt.check(expressions, T1_GT_T2);
21

22 Result result;
23 if(isT1_GT_T2.getFirst().equals(Status.SATISFIABLE)){
24 if(isT2_GT_T1.getFirst().equals(Status.SATISFIABLE)){
25 result = Result.INCOMPARABLES;
26 }else{
27 result = Result.WORSE;//T1 is WORSE
28 }
29 }else{
30 if(isT2_GT_T1.getFirst().equals(Status.UNSATISFIABLE)){
31 result = Result.EQUALLYGOOD;
32 }else {
33 result = Result.BETTER;//T1 is BETTER
34 }
35 }
36 return result;
37 }
38 ...
39 }

Figure 9.7: Comparing two Γ expressions with Z3.
.
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not possible to directly define positive real variables in Z3. Otherwise, variables
that represent activities durations may be instantiated into negative values.
Lines 15-16 create two BoolExpr that represent the parts that differ in the two
queries described in the previous section: T2 > T1 and T1 < T2. Lines 19-20
execute this two queries. These queries are C2^σC1 : ∃(r1..rn, rf1, rf2) ∈ Rn+2

≥0

((r1..rn, rf1)  Γ(PTA(E‖σC1)) ∧ (r1..rn, rf2)  Γ(PTA(E‖σC2)) ∧ rf1 > rf2) and
C1^σC2 : ∃(r1..rn, rf1, rf2) ∈ Rn+2

≥0 ((r1..rn, rf1)  Γ(PTA(E‖σC1))∧(r1..rn, rf2) 
Γ(PTA(E‖σC2)) ∧ rf2 > rf1). The result of these queries is a pair that contains
the status and a model. The status can be satisfiable or unsatisfiable. When the
result is satisfiable the model contains a set of possible values to explain why it is
satisfiable. Otherwise, the model is null. The rest of the code shown in this figure
is to calculate the result of the comparison according to Table 9.1, which is shown
from the perspective of Γ1. The code is available in the repository of MTSA [73].

9.2 Experiments

In this section, we report two experiments that were performed to evaluate
the Algorithm 2. The purpose of the first experiment is to show that it is
possible to produce controllers that are better regarding makespan by using only
qualitative information. In this experiment, we compare the controller produced
by the standard synthesis algorithm of MTSA against the one produced by the
Algorithm 2. The objective of the second experiment is to evaluate the performance
of the algorithm on a variation of a job scheduling problem (JOB(n)) [74], where n
jobs must be executed while satisfying dependencies related to the start and end of
activities. The number of jobs involved in the problem was increased in order to
evaluate the performance of the algorithm regarding the size of the problem.

9.2.1 Comparison against standard synthesis algorithm

The experiment consists in synthesising a controller with the standard algorithm
of MTSA and the Algorithm 2 and in comparing those controllers by using the
comparison framework. For each case study, the experiment is performed as shown
in Figure 9.8. The standard synthesis algorithm takes as input an environment, a
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set of controllable actions, and the goals. The non-dominated controller algorithm
takes those inputs and the set of activity definitions. The controllers generated are
compared by using the comparison framework, which also uses the same inputs as
the Algorithm 2.
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Figure 9.8: Experimental setting to compare the solution generated by Algorithm 2
against the ones produced by standard synthesis algorithm of MTSA.

For the evaluation we selected the following case studies because they involve
executing a set of activities in a reactive environment.
• Furniture Delivery Service (FDS), a web service composition problem [75].

Requests to web services are modeled as activities that can end as a success
or as a failure. The goal is to successfully arrange a purchase and delivery, or
failure after two re-attempts.
• Industrial Automation (IA) [48]. The motivating example described in

Section 6.1. Contingencies are related to the type of product to be processed
and the need for a final repair action, while the goal is to produce a product.
• Medical (MED) [76]. A sick patient has one of five possible sickness and
a doctor has two tests to discover wich of them is. The two tests are the
check of stain and count cells. Each sickness requires a different medicine.
If the doctor applies the correct medicine the patient is cured, otherwise
the patient dies. The goal is to cure the patient, and the contingencies are
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product of the test results.
• Job scheduling problem (JOB(n)) [74] where n jobs must be executed while

satisfying dependencies related to the relative start and end of activities.
These problems have alternative solutions, and some of them seem to be better

than the other in terms of makespan. Most of them may also require different
activities to fulfill the goal depending on the contingencies that occur. Besides, for
this case studies, the solution generated by the standard synthesis algorithm of
MTSA is a universal controller.

Results

Table 9.2 shows the results of obtaining a non-dominated controller for the case
studies FDS, MED, IA and JOB(4). For each case study we report the number
of states of the universal controller (#QU), the number of transitions of the
universal controller separated in controllables (C), end of activity (EA), and other
uncontrollables (U), the number of transitions removed by the algorithm (#D ),
the number of reachable states from the initial state (#QC∗) and the result of the
comparison between the two controllers (Result). The universal controller U is the
solution produced by the standard synthesis algorithm and controller C∗ the one
produced by Algorithm 2.

Example #QU
#Transitions (#∆U) #D #QC∗ ResultC EA U

FDS 69 72 24 5 0 69 Same Controller
MED 50 40 24 1 0 50 Same Controller
IA 25 18 10 2 1 23 C∗ dom. U

JOB(4) 34 30 23 0 1 20 C∗ dom. Us

Table 9.2: Results of the evaluation of Algorithm 2 on cases studies from different
fields that involve the execution of activities to reach a goal.

The results show that for the case studies FDS and MED the number of
transitions removed is 0. This means that the controller produced by both
algorithms is the same. We inspected the case studies and noticed that despite the
existence of different alternatives to reach the goal in a concurrent manner, the
order in which the controllable actions are executed do not affect the makespan
in reaching the goal. Then, it is reasonable that Algorithm 2 does not remove
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any transition and produces the same result as the standard synthesis algorithm.
In contrast, for the case studies JOB(4) and IA transitions are removed from
the universal controller. By removing those transitions, the controller produced
by Algorithm 2 avoids those taking transitions that lead to behaviour of higher
makespan independently of the durations of the activities and contingencies.
Table 9.2 shows that controller produced by Algorithm 2 dominates the one
produced by the standard synthesis algorithm. In the next section, we inspect the
industrial automation example to explain why C∗ dominates U .

Inspecting the industrial automation example

Figure 9.9 shows the controllers produced by the standard algorithm of MTSA and
the Algorithm 2. The only difference in the input is the activities definition. The
controller synthesised by MTSA is equivalent to the universal controller from
Figure 6.5, while the Algorithm 2 produces the same controller as in Figure 8.1,
after removing the red transition.
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Figure 9.9: Controllers produced by standard algorithm of MTSA and Algorithm 2.
The controller C∗ dominates U because C∗ does not have transition sA1 in

the state q3, which leads to a sequential execution of the activities A1 and A2.
In particular, the controller C∗ is better than C for the following scheduler σ3,
because the controller C∗ does not enable the action sA1 in the state q3.
- σ3(q0, {type1, type2}) = {type2}
- σ3(q3, {sA1 , sA2}) = {sA1}, σ3(q3, {sA2}) = {sA2}, σ3(q3, {sA1}) = {sA1}
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- σ3(q4, {sA1 , eA2}) = {sA1}, σ3(q3, {eA2}) = {eA2}
- σ3(q5, {eA1}) = {eA1}
- σ3(q6, {sA1}) = {sA1}
- σ3(q7, {sA2}) = {sA2}
- σ3(q8, {eA1 , eA2}) = {eA1 , eA2}
- σ3(q9, {eA1}) = {eA1}
- σ3(q10, {eA2}) = {eA2}
- σ3(q11, {checkQA}) = {checkQA}
- σ3(q12, {failQA, okQA}) = {okQA}
- σ3(q15, {done}) = {done}

This scheduler would lead to a comparison between the scheduled composition
of the controllers like the one shown in Figure 9.10. This two scheduled controllers
are analogous to the ones shown in Figure 7.1. In Section 7.3, we show that it
is possible to find a set of parameters that makes the makespan of U by higher
than that of C∗. For instance, this happens when all the parameters are assigned
with value 1. This is because for this scheduler, the scheduled composition of the
universal controller is sequential, while the one of the controller C∗ is concurrent.
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Figure 9.10: Scheduled parallel composition of controllers generated by the
standard synthesis algorithm and the Algorithm 2 on the IA example.
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9.2.2 Scalability in the job scheduling example

The experiment takes as input a control problem with activities. The goal is to
evaluate the synthesis time of the Algorithm 2. We distinguish the synthesis time
of the universal controller from the total time to identify the time it takes to
apply the comparison for pruning transitions in each state. We report number
of transitions removed and the number of reachable states after removing the
transitions. The number of reachable states is of interest because more compact
controllers are easier to validate. Additionally, we compare the solution synthesised
by Algorithm 2 with the one generated with the standard algorithm of MTSA.

The experiment is performed on different instances of the JOB(n) case study
with increasing number of jobs to be executed (n ∈ 4, 5, 6, 7). In this case study,
there are n jobs to be executed and the goal is to finish all of them. To exemplify
this case study, we use the JOB(4) instance. In this instance, there are four
jobs: job1, job2, job3 and job4. Each of the jobs consumes the amount of memory
indicated by the number. There are two type of restrictions regarding when jobs
can be executed. First, there is a memory limit that does not allow to execute all
the jobs at the same time. For simplicity, the memory limit is set to be n+ 1. For
example, job4 and job2 cannot be executed at the same time because there is not
enough memory (4 + 2 > 5). Second, there are also dependencies between the
jobs. For instance, job2 has to be executed after job1 finishes and job1 must start
after either job4 or job3 have started. These dependencies are modelled as safety
constraints in the model. The number of dependencies in each instance of the case
study is n− 2 and the dependencies are chosen arbitrarily .

Results

Table 9.3 shows the results of obtaining a non-dominated controller for JOB(n)
case study with n ∈ {4, 5, 6, 7}. For each instance, we report the number of
states of the universal controller (#QU), synthesis time of the universal controller
(Synth. Time C∗), the number of transitions of the universal controller separated
in controllables (C), end of activity (EA), and other uncontrollables (U), the
number of transitions removed by the algorithm (#D ), the number of reachable
states from the initial state (#QC∗), the synthesis time of the Algorithm 2 (Synth.
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Time C∗) and the result of the comparison between the universal controller and
the controller C∗, which is the one produced by Algorithm 2. As in the previous
experiment, the universal controller U also referst to the solution produced by the
standard synthesis algorithm.

Case #QU
Synth. #∆U #D #QC∗

Synth. ResultStudy Time U C EA U Time C∗
JOB(4) 34 0.006s 30 23 0 1 20 3.81s C∗ dom. U
JOB(5) 63 0.012s 58 49 0 3 39 21.73s C∗ dom. U
JOB(6) 101 0.029s 103 81 0 5 90 240.26s C∗ dom. U
JOB(7) 259 0.329s 288 219 0 22 211 18833.77s C∗ dom. U

Table 9.3: Results of the performance of Algorithm 2 on the JOB case study with
increasing number of tasks.

The results of the experiment show that synthesis time of the Algorithm 2 in
the JOB(n) increments when the size of the problem increases regarding states and
transitions. The reason is that each local comparison generates the set of possible
schedulers, which size grows with respect to the number of actions and states. In
contrast, we can observe that the synthesis time of the universal controller stays
below a second. The case study JOB(8) was not reported in the table because of
time-out, which was defined as 24h (86400 seconds). The number of transitions
pruned by the algorithm increases in larger problems, as well as the number
of states of the non-dominated controller is reduced compared to that of the
universal controller. In all these cases, the controller produced by the standard
algorithm of MTSA was equivalent to the universal controller. These controllers
were dominated by the ones produced by the Algorithm 2.

9.2.3 Discussion

The results of the experiments show that the Algorithm 2 can prune those
transitions that lead to sequential behaviour from a universal control. This shows
that it is possible to qualitatively define a preference, and to define an algorithm
that can take it into account. However, the algorithm does not scale up to large
problems, because the number of schedulers increases as the size of the problem
does. On the positive side, we can observe that many transitions are removed
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by the algorithm when the size of the problem increases. In some cases, these
decisions also reduce the number of reachable states in the controller making it
more compact and easier to validate by an engineer or stakeholder. For instance, in
the JOB(5) case study, the number of states decreased by 38% (from 63 states to
39 states). The impact in the number of states of the controller changes depending
on how close this transition is in terms of steps to the initial state. Removing a
transition that is closer to the initial states produces a bigger impact in the size of
states.

The fact that no transitions are removed in the case studies FDS and MED
shows that not every problem has a solution that is better than other. Sometimes
the order in which the actions are executed is not necessarily relevant. Our
hypothesis that the order of the actions matter in this case studies was not correct.
For instance, in the MED case study, we expected that the order in which the
tests were done would affect the makespan of the solution. This is because one of
the two tests could directly indicate which is the sickness that the patient has.
In order to understand the details, let us explain more about this case study.
As mentioned before, there is a patient that needs to be diagnosed among five
possible diseases (disease 1 . . . disease 5 ). There are two possible medical tests to
evaluate the condition of the patient: stains and count cells. The stain test has
three possible results: A (disease 3 or 4 ), B (disease 1 or 2 ) and C (disease 5 ).
The count cells test has two possible results: Normal (disease 2 or 4 ) or High
(disease 1, 3 or 5 ). The fact that the stain test can directly diagnose disease 5
made us believe that the makespan of a controller doing this test first would be
less than that of a controller doing count cells test first. However, when analysing
the results, we realised that the order in which tests are done does not matter.
The only thing that matters is that the controller tries to execute the two tests as
soon as possible. If the result of the test that diagnoses the sicknesses directly
comes first, the controller would diagnose the patient without waiting for the
result of the other test. This means that in the goal states there are still activities
running. For instance, the following trace would be a possible: sCountCells, sStain,
eStainResultC, useMedicineC. Here, in the goal state, the activity of counting cells
test is still running. This is the reason why in those cases, the algorithm does not
remove any controllable transitions, which is the expected output.
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10
Related Work

In this chapter, we summarize some papers from the literature that are relevant to
our work. These works are from the areas described in Chapter 2, which are
supervisory control, reactive synthesis, and automated planning. Section 10.1
presents quantitative approaches to preferences, while Section 10.2 shows qualitative
approaches. Section 10.3 discusses time and uncertainty, which is also a relevant
topic in this thesis. Each section finishes with a comparison between approaches
taken in the literature and our approach.

10.1 Quantitative approaches for preferences

In the supervisory control community, optimal control for quantitative discrete-
event systems studies the performance of the controller [77, 78]. A solution to
this problem should not only achieve a goal, but also achieve it in an optimal
manner. The performance of the controller is measured by introducing cost
functions, and the goal is to reach a set of desired states while optimising the
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cost. Passino et al. [78] proposed a heuristic search algorithm to reach one of the
target states optimally. In the work of Brave et al. [77], the authors presented
a solution that uses optimal attractors to generate a supervisor that reaches a
set of target states and stays there indefinitely. Pantelic et al. [79] studied a
synthesis method for probabilistic models. Minimising makespan was studied
by Su et al., who proposed a solution by modelling the problem as an optimal
supervisor problem [81]. Pruekprasert et al. [82] proposed an algorithm to compute
an optimal solution to infinite sequences problems modelled by weighted automata,
which is based on two-player games.

In the reactive synthesis community, formally reasoning about the quality of
the solutions has been a relevant topic in the recent years [22, 83]. Bloem et al. [22]
proposed a method that uses quantitative properties to measure how good is an
implementation. They also presented an optimal synthesis method, which solves
games with quantitative objectives. In particular, their solution uses lexicographic
mean-payoff conditions to express quantitative properties for reactive systems.
Those algorithms are to solve problems with safety requirements, which can be
solved by using lexicographic mean-payoff games [23], and to solve problems with
liveness requirements, which need using both lexicographic mean-payoff games and
parity objectives. Chaterjee et al. [84] studied multi-dimensional quantitative
objectives on multidimensional mean-payoff and energy games. They proposed a
symbolic and incremental synthesis method to solve multi-dimensional energy
parity games, which computes a finite-memory winning strategy, if exists.

There are also tools for quantiative synthesis. For instance, QUASY [85] is the
first tool for quantitative synthesis that can model both adversarial environments
and probabilistic environments. This tool can solve these two types of quantitative
synthesis problems by using two-player games and Markov Decision Processes
(MDPs) with quantitative winning objectives.

In the work of Amalgor et al. [83], the authors presented a different approach
by defining a specification formalism to measure how well the system satisfies the
specification. They define propositional quality and temporal quality for temporal
logic by adding quantitative information that is used as a metric of satisfaction.
A similar method has also been applied in branches of planning that use LTL
synthesis to generate plans [86].
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In the planning community, preferences are added in the third version of
planning domain definition language (PDDL) [87]. This version of PDDL permits
defining preferences, hard constraints, as well as a metric function that defines the
quality of the plan. For instance, it is possible to specify for example when a robot
leaves the room, it would be better if it turns off the light. The metric function is an
arithmetic function, which allows to define how to measure the quality of a plan in
terms of length of the plan and number of violations of the preferences [88]. Some
authors proposed that this type of preferences could be compiled into classical
planning with action costs [89], which is also a quantitative approach.

Decision theoretic-planning [90] solves planning problems with non-deterministic
effects by obtaining an optimal policy from an MDP. A policy in the MDP is a
function that returns an action based on the history of actions and observations
perceived. Finding optimal policies can be seen as a form of preference-based
planning. Preferences can be specified by using a reward functions. However,
defining a utility function that reflects the preferences of the user is not trivial [91].

Typically, to compare solutions, quantitative techniques must aggregate values
of different executions by using the worst or average case. As mentioned above,
this requires modelling costs and probabilities in the models. This means that
quantitative measures are sensitive to the numbers that users assign in the models.
In contrast, our approach does not require probabilistic modelling or quantitative
information about the environment. Instead, we establish a way to compare
controllers qualitatively by using a symbolic comparison. The synthesis method
proposed does not guarantee an optimal solution, but relieves the user from
providing quantitative information. Our work is currently limited to reachability
and safety goals with a makespan preference, while some quantitative methods can
generate optimal solutions for problems with liveness goals [23, 82] and multiple
preferences [84], which are aspects we intend to develop in our future work.

10.2 Qualitative approaches for preferences

Qualitative approaches to express preferences exist in the planning community [91].
One of these approaches is conditional preference networks (CP-nets) [92] , which
allows users to specify conditional preference relations among variables. For
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instance, a user could specify that email is preferred over SMS under general
circumstances, but if the signal is low SMS is preferred over email. This type
of relations induces a partial order, which means that incomparability is also
a possible outcome of CP-net. TCP-nets [93] is an extension of CP-nets that
allows modelling tradeoff preferences between certain variables. For example,
delivering priority packages is more important than fuel economy. Despite that
incomparable is a possible outcome of TCP-nets as well, this form of preferences
permits reducing incomparable results.

Other approaches focus on defining temporal preferences qualitatively. That
is, allowing the user to specify temporal aspects in the execution of a plan [91],
which hold under certain preconditions. One of these approaches proposes a
framework for temporal preferences that is expressed in Boolean language and
arithmetic operators [94]. The arithmetic operators are introduced to define
quantified operations over steps of the plan. For example, the will of delivering
package A prior to package B can modelled as deliver A in step k of the execution,
and deliver B in step p with be p > k. This form of preference also defines a
partial order, which allows for incomparability. In this framework, aggregation of
preferences is possible by defining a preference relation in quantitative terms,
which means that it is not purely qualitative.

Another interesting approach in temporal preferences is a language named
LPP [95], which alllows expressing temporal preferences in some form of LTL that
allows quantification and aggregation preferences. For instance, it is possible to
define preferences such as ψ1 : eventually return to pick-up more mail, ψ2: always
deliver priority mail before standard one, or ψ3: do not deliver mail A until you
deliver mail B. The user can also define levels of satisfaction, e.g., excellent > good
> bad. Then it is possible to define how preference formulas affect the levels of
satisfaction. For instance, satisfying ψ1 and ψ2 is excellent, satisfying only ψ1 is
good, and satisfying only ψ3 is bad. Then the plan is evaluated by using those
levels of satisfaction, which makes this framework have a total order, i.e., there are
no incomparables.

Some works implemented planners for qualitative languages on top of general-
purpose solvers such as SAT, ASP or CSP solvers [96, 97, 98]. For instance,
PREF-PLAN [98] is a planner that uses TCP-net [93] specification language and a
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constraint satisfaction problem solver as part of its planning engine. As most of
the planning techniques, they do not represent the entire problem as a graph and
use heuristics to find next actions for the plan. In this step, they create a graph
of depth k and define a constraint satisfaction problem that produces the most
preferred plan for the next k actions. However, this does not guarantee that the
solution produced is optimal.

To the best of our knowledge, both supervisory control and reactive synthesis
community have not explored modelling preferences qualitatively. As mentioned in
the previous section, preferences in these two areas are mainly studied quantitatively
in the search of optimality. Our approach intends to be the first step in a similar
direction to that of qualitative approaches in planning. Our approach generates a
partial order among alternative solutions to a control problem. Currently we
focus only on makespan, while qualitative preferences in planning can support for
multiple preferences, which is one of the branches that we aim to develop as future
directions. Nonetheless, the proposed framework to compare controllers is different
from the works that we previously mentioned.

Those approaches focus on expressing preferences regarding the order in which
events occur (e.g.: deliver a prior to b) or preference among alternative ways of
doing something (e.g.: deliver by email is preferred over deliver by SMS). We
believe that some of these forms of preferences can be captured as temporal logic
properties of our models, which is similar to what is done in temporal preferences.
The main difference is that preferences are not required to be satisfied by the
solution produced while properties in a control problem must be satisfied. Another
important difference is that those approaches are designed for classical planning,
which means that those problems do not involve contingencies. In addition, none
of those approaches seem to focus on modelling time qualitatively. Our form of
comparison is a novel approach, and it is the only one that relies on PTA and
SMT-Solving to produce a qualitative result in the context of controller synthesis.

10.3 Temporal problems and uncertainty

Minimising time in reaching a goal is not only considered as a quality measure,
but also as a requirement that the system must statisfy. In fact, the main goal of
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temporal planning problems is to minimise the makespan in reaching a deadline [99],
while satisfying a set of quantitative temporal constraints about the order in
which activities have to be executed. PDDL is capable of expressing temporal and
numeric properties of planning domains [100].

In the planning community, there has been strong interest in the uncertainty
of durations, i.e., achieving the goal for any possible value of uncontrollable
durations [101, 102]. This problem is named strong temporal planning with
uncontrollable durations (STPUD). A strong plan must always reach the goal.
In STPUD problems, the planner can choose when to start an action, and the
environment chooses when it finishes within bounds that are known to the planner.
Uncertain durations are bounded between concrete values [δmin, δmax]. One of
these works [103] uses SMT to encode time constraints and determine if a temporal
problem is solvable. The SMT-Solver is used to find examples of uncontrollable
time points, given an assignment to the controllable points. This type of problems
extends strong temporal planning problems, which are plans that do not deal with
contingencies. In contrast, conditional simple temporal networks with uncertainty
and decisions (CSTNUD) [104] allow to represent both dynamic controllability and
uncertain durations. Zavatteri [104] proposes to encode the problem as timed
game automata and presents synthesis methdos for CSTNUD.

The problem of how to synthesise a controller has also been defined for timed
automata [105]. This problem extends the controller synthesis problem for discrete
event dynamic systems by allowing the controller to choose between executing
an action or letting the time pass. The problem is formulated by using timed
games, from which a strategy is built. Works mainly focus on safety [105] and
reachability [106] games, because solving a reachability-time game is known to be
already EXPTIME-complete for timed automata with at least two clocks [106].

Parametric timed automata extends timed automata with parameters to
model uncertainty of durations in the system. Parametric timed models have
been studied since the seminal work of Alur [25]. Parameters are the basis to
study robust schedulability conditions [107, 108]. There are approaches that
tackle parametric timed reachability games for fragments of parametric timed
automata [109]. Synthesis approaches for parametric timed automata are scarce
due to decidability problems. For this reason, a subclass of PTA called lower
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bound / upper bound automata was characterized. For this type of PTA, there are
only semi-algorithms to compute the corresponding parameter valuations. A
solution to these problems guarantees reaching a goal state, but not necessarily in
minimum time. Recent studies [61, 110] focus on the parameter synthesis problem.
A solution to this problem is to obtain a set of values for the parameters that
guarantee reaching the goal in minimal time.

Both temporal planning problems and synthesis for timed models focus on
the temporal aspects of the specification, while the focus of our approach is
on behaviour. These approaches require to model a quantitative part of the
specification because time is the focus of the study. In contrast, we solve a reactive
problem against an adversarial environment, where contingencies are a key aspect
of the problem, and time is only a preference. In our work, parameters do not
need to be specified by the user. They are inferred from the behavioural model by
using activity definitions. To the best of our knowledge, the problem of directly
comparing parametric timed automatons has not been explored. Thus, our form
of comparison based on symbolic expressions can also be a contribution to this
community.
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11
Conclusions

In this chapter, we summarize the contributions of this thesis and its limitations.
Some of these limitations may be a good start for possible extensions.

11.1 Contributions

The main contribution of this work is building a framework to symbolically
compare makespan of controllers for safety and reachability goals. The results of
the comparison establish a dominance relation between controllers. Moreover, we
provide a qualitative definition of makespan-minimising controllers, which are
controllers that cannot be dominated by any other controller. We also present
a sound algorithm to produce a makespan-minimising controller. In addition,
we conduct experiments to compare the controllers generated by our algorithm
against the ones produced by the standard synthesis algorithm of MTSA. The
experiment shows that our algorithm removes those transitions that lead to
sequential execution from a universal controller. By removing those transitions, we
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can generate controllers that perform better than the ones produced by standard
qualitative synthesis algorithms. In some cases, the algorithm produces the same
solution as the standard synthesis algorithm, because in those cases the order in
which the actions are executed do not alter the makespan of the controller. The
current implementation can produce makespan-minimising controllers for small to
medium size problems, but it does not scale up to large size problems.

11.2 Limitations and potential extensions

Reachability and safety goals

Although in this work we focus on reachability goals and makespan analysis,
supporting more general goals, such as GR(1) [16], would be of interest. However,
this has a key challenge which is to deal with cycles, which are product of
uncontrollable behaviour that can be executed an unbounded number of times.

Recurrence of activities

The qualitative measure of makespan is defined in terms of the duration of the
activities. In our models, activities do not occur twice in a trace between the
initial and goal states because we are dealing with memoryless solutions. However,
if the activity occurs more than once, the same parameter will be used to model
the duration of the activity. This means that different instances of the same
activity take the same parametric duration. One alternative is to enumerate
the instances of the activities and assign a different parameter to each of them.
Another alternative is to model the duration of an activity by using parametric
intervals instead of a single parameter.

Relation between the activity durations

Currently, we make no assumption on possible relations among activity durations,
this technique can be easily extended to support symbolic constraints of activity
durations (e.g., pα1 ≤ pα2 +pα3). These constraints can be added to the comparison
framework, which would also be reflected in the algorithm. Adding this to the
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framework may also help to reduce the number of incomparable results in the
comparison, which may also improve the performance of the algorithm.

Compare standard PTAs with the comparison framework

The comparison framework is defined to compare controllers generated by qualitative
synthesis techniques. In our framework, activities must be specified to be able
to define a timed semantics for controllers, which is based on PTAs. In the
last step, the comparison framework is comparing symbolic expressions that are
genereated from PTAs. This means that it may be also possible to apply this form
of comparison directly on PTAs. However, these PTAs may need to satisfy some
conditions. For instance, it should be possible to calculate Γ. Besides, a different
form of schedulers may need to be defined, because the schedulers that are defined
in this work distinguishes the end of activity actions, other uncontrollable actions,
and controllable ones.

It would be interesting to evaluate if the comparison without the schedulers
can produce relevant results when comparing makespan of standard PTAs for
reachability. Otherwise, it might be necessary to define different type of schedulers.
One important fact to consider is that when comparing PTAs, those PTAs need to
share some parameters. Otherwise, the results of the comparison would always be
incomparable. Thorough analysis need to be done to characterize the conditions
that PTAs need to satisfy to use these framework, and the significance that may
have for this community.

Multiple qualitative preferences

In this work, we use the symbolic constraints over the parameters as a metric
of makespan. However, parameters could be given a different semantic such
as energy consumption. For example, we could have a symbolic expression
bf = (bα1 + bα2 ∨ bα3) that defines the energy consumption regarding and activities,
and another expression pf = (pα1 + pα2 ∨ pα3). This enables the possibility
of combining relations between activity durations and energy consumption.
Nonetheless, it requires to develop a way to express our main preference, and how
multiple preferences should be prioritized. Otherwise, most of the results may be
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incomparable.

Encoding the schedulers in the symbolic expression

The current implementation of the schedulers has shown performance issues
regarding execution time of the algorithm. Alternatively, encoding a scheduler in
the symbolic expression may reduce the time it takes to produce a controller with
our technique. However, defining an encoding for the scheduler may not be trivial,
because schedulers need to consider alternative transitions when a controller does
not have a particular controllable action enabled.

Contextual schedulers

The schedulers defined in this work are defined regarding the states of the
environment. This means that when executing two different controllers, the
environment behaves the same (or similar) in a particular state. Another option is
to define schedulers that do not depend on the states of the environment but only
on the currently running and finished activities. However, defining how to model
this type of schedulers requires thorough analysis.
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