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One of the important goals in computational photography is to capture and represent
how lights interact with real scenes. To overcome the limitations of ordinary cameras,
techniques such as combining imaging and data-driven computation to simulate optical
processes have atiracted a great deal of attention. This thesis are going to explore two
essential parts of optical properties: light spectral properties and light transport
properties, and we aim to infer them with an image taken by ordinary cameras. The two
representations of these optical properties is hyperspectral image and global/direct
illnmination,

Deep learning has been recently thriving in many research fields: from recognition
objects in images, to accelerate medical research by predicting potential drug molecules,
DNA mutation on gene, or even master the Go game. Nearly in every field, deep
learning-based methods achieve state-of-the-art performance than conventional
methods. The major limitation of deep learning models is it might be difficult to
understand what is going on inside. Without relying on scientific knowledge, deep
leamning model is a "black-box", only from trial and test on data. However, scientific
problems are always under physical constraints. This thesis aims to reveal the “black-
box” of decp leaming networks and embedding physical prior knowledge into deep
learning networks to improve performance of analyzing two representations mentioned
above.

Hyperspectral imaginary and global/direct illumination imaginary is costly and requires
complex hardware setting. For direct and global illumination, capturing them requires
modulated active light and multiple images. To capture a hyperspectral image,
Hyperspectral Imaging Systems (HISs) with complex hardware setting is required. For
anormal RGB three channels image taken by an ordinary camera, reconstruct these two
optical properties by RGB is ill-posed. The three channels dimensions image is a many-
to-three mapping: for direct/global separation is six to three, for spectral reflectance is
the number of spectral bands to three. This image is a subspace of the two high
dimension space, and back-projection mapping is highly ill-posed. Several machine
learning and deep leamning methods were proposed, but their performance is not
satisfying. The major limitation of deep leaming is transparency. We proposed a
framework, by encoding the physical optical process into a deep leamning network, the
acquisition and analysis process is jointly learned. We carefully designed the loss and
structure of deep learning architecture to get better results and hardware-implemented



the first layer of the network to capture three channels image for inference. By replacing
complex hardware settings with our proposed deep learning network, the computation
and acquire cost is reduced greatly.

This thesis propose the first method to analyze global and direct components from a
single RGB image without any hardware restriction. Our method is a novel generative
adversarial network (GAN) based networks which impose the prior physics knowledge
to force a physics plausible component separation. In the experiments, our method has
achieved satisfactory performance on images from our own testing set with global and
direct component and hyperspectral analysis public datasets. Furthermore, to analyze
the hyperspectral image, as existing RGB cameras are tuned to mimic human
trichromatic perception, we optimize a new spectral response that is necessary for
hyperspectral reconstruction. We learn the optimized camera spectral response
functions (to be implemented in hardware} and a mapping for spectral reconstruction
by using an end-to-end network. Our core idea is that since camera spectral filters act
in effect like the convolution layer, their response functions could be optimized by
training standard neural networks. We propose four types of designed filters: a three-
chip setup without spatial mosaicing, a single-chip setup with a Bayer-style 2x2 filter
array, a non-invasive filter learning approach combined with existing camera response
functions, and a jointly learned camera sensor coded spatial pattern and response
function. Numerical simulations verify the advantages of deeply learned spectral
responses over existing RGB cameras. More interestingly, by considering physical
restrictions in the design process, we are able to realize the deeply learned spectral
response functions by using modern film filter production technologies and thus
construct data-inspired multispectral cameras for snapshot hyperspectral imaging.
Finally, we simultaneously learn the camera spectral response (CSS) functions and a
material classification network. We show that the proposed method has higher overall
accuracy than existing cameras due to CSS optimization.
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