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Dynamic network service control and
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Communication networks are now an essential infrastructure of society. ‘
Communication networks consist of various kinds of networks operated by
telecommunications operators,. content providers, and cloud operators, and various
network services (e.g., hybrid cloud or software-defined wide area network (SDWAN))
are constructed across multi-provider networks. Such multi-provider networks are
usually configured and operated statically.

Dynamic Network Service (NS) control and management across multi-provider
networks allow resource utilization and operability to be provided more efficiently.
Service requests from users are sent 1",0 the network service management, which then
selects the network that meets the requirements and notifies the network controller of
each provider. The suitable route within the provider networks is selected as a result.
This dynamic network service control and management mechanism reduces human
work load and significantly improves overall work efficiency. Networks constructed
across multi-provider networks are expected to be used for in various services (e.g.,
automated driving of vehicles, remote drone control, and remote surgery). For such
applications, reliability is crucial in order to eliminate emergency accidents.
However, there is currently no established method for providing NS across multi-
provider networks dynamically and for assessing their reliability although NS
deployment across multi-provider networks has been extensively studied in academia.
To manage services with appropriate network reliability across multi-provider
networks, each provider needs to identify the services across the providers, and knows
which route the services take among networks. NS deployment across multi-provider
networks also should be defined in the global standardization. However, the current
documents, especially those in the Network Functions Virtualisation (NFV) field, focus
" on a single operator case, and no work addresses practical aspects.

This dissertation describes four use cases featuring multi-site NFV provided by
multiple providers in order to clarify what kinds of services should be considered
namely, (a) a basic use case, (b) modification to the Wide Area Network (WAN)
connectivity resource, (¢} NS for end-to-end (E2E) service across two WANSs, and (d) NS
expansion to other NFV Infrastructure (NFVI)-Point of Presences (PoPs).(a) The basic
use case is a use case to deploy NS at each site and connect the network connectivity

between the two sites. (b) The modification to the WAN connectivity resource is a use



case to increase the capacity of an existing NS as the workload on the current NS has
become high. (¢} The NS for E2E service across two WANs is a use case to select an
appropriate Virtual Link (VL) to meet service requirements. (d) The NS expansion to
NFVIQPoPs_ is a use case to expand the NS over the two sites when workloads of the NS
cross its capacity threshold. This dissertation ldescribes the operational flow of each
use case and the information exchanged between reference pointé in the NFV
architecture to achieve these use cases.
This dissertation also proposes a scheme and the protocol extension for exchanging
network information between providers. Prior to this proposal, the exchange of network
information between providers has not been well-discussed, since the NFV use cases
focus on a single operator case, which means that the NFV orchestrator (NFVO) can
manége all network information. I detail the overloading issue of the existing protocol
and propose a novel interoperable architecture among multiple Virtualized
Infrastructure Managers (VIMs) for reducing the NFVO load. Additionally, practical
issues including security and protocol extension are thoroughly discussed. My efforts
on the request congestion management and multiple WAN connections represent an
innovative solution for achieving the NS deployment across multi-provider networks.
Suggestions on exchange parameters of L2 WAN connectivity and L3 WAN connectivity
are introduced. My proposal was accepted into the ETSI NFV Release 3 specifications
because it showed use cases involving networks from multiple providers, like we see
with multihoming. This use case proposal also allows NFVO to manage multiple VIMs
and overcome capacity limitatidns. The ETSI Group Report (GR) NFV- Interfaces and
Architecture (IFA) 022 report analyzed these use cases in more detail and summarized’
suggestions for improving the existing specifications. My proposal finalized data model
level (stage 2) specifications and discusses protocol level (stage 3) specifications.
Another critical component to meet service requirements is the selection of an
appropriate network, as the network reliability depends on the operation of each
network provider. This dissertation proposes a method that enables the lower and
upper réliability to be computed in a distributed manner without requiring privacy
disclosure. While this problem may seem similar to a traditional reliability evaluation
assuming a single-domain network, the existence of multiple domains introduces the
following challenges. One is the high computation complexity; i.e., network reliability
evaluation is known to be #P-complete, which has prevented the reliability evaluation
of multi-domain networks. The second is intra-domain privacy; i.¢., network providers
never disclose the ihternal data required for reliability evaluation.
I have proposed a method to partition the network size so as to yield upper and lower
bounds of reliability. My method is solidly based on graph theory and is supported by
a simple protocol that secures intra-domain privacy. My rigorous theory allows for an
effective partition. The partition reduces the problem size to decrease the computation

complexity. Additionally, the partition guarantees that no intra-domain information is



disclosed. The theory utilizes the graph contraction technique to yield upper and lower
bounds of reliability. I have defined a primitive protocol between service provider (SP)
and domain providers (DPs). DPs can compute the reliability of their domains without
revealing their internal data. The computed reliabilities are processed by the SP using
secure computation techniques. Several practical issues including inter-domain
connections are also addressed. Experiments on real datasets show that the method
can compute the reliability for 14-domain networks with 907 links in one second. The
reliability is bounded with reasonable errors; e.g., the bound gaps are less than 0.001
with high availability links of 0.9999. The privacy issue has not been studied in the
long history of network reliability. This will be a key issue in the future of network
services, since multi-provider network services have been recently discussed in the
standardization bodies. .

A feasibility evaluation is required to clarify the requirements for network path control
scenarios of NS deployment across multi-provider network. This dissertation presents
a dynamic network path control scenario with dynamic inter-domain and intra-domain
network path control using optical switching and control plane technologies. The focus
is inter-domain network path creation, Quality of Service (QoS8) recovery for protecting
high priority traffic transmitted over user network interface using policy controllers,
and a failure recovery of Label Switched Path (LSP) established over external network
to the network interface. Routing problems that arose in the multi-domain network
were successfully solved and the actual service activation time of inter-domain
Ethernet transport services between US and Japanese domains was _'evaluated. The
QoS recovery successfully achieved the migration of high-priority video traffic between
Tokyo and Osaka nodes in the Japan Gigabit Network (JGN) IT network testbed with
no confusion within about half a minute. There was no packet loss for high-priority
traffic flow when migrating traffic between Multi-Protocol Label Switching (MPLS)-
LSP and Optical LSP. This indicates that the proposed traffic control scheme can be
applied to NSs that require QoS recovery within minutes with the low packet loss rates
in multi-provider networks. The link failure recovery was also confirmed by using
hierarchal LSP over the network testbed without the outflow of any control packets to
~an outside domain, The restoration time of the link failure recovery that I measured
took 272 ms. These results show that the hierarchical LSP can perform link failure
recovery without the outflow of any control packets to an outside domain and is
effective in an actual operational requirement.

My efforts have revealed methods to exchange parameters between multi-providers and
to assess network reliability across multi-provider networks. I believe that my work
will open up new directions for research and development into end-to-end network

service deployment across multi-provider networks to meet service requirements.
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