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With the development of information technology in recent years, there is a need to
apply machine learning to a wide range of industrial and academic fields, and emerging
services and applications have started requiring matching multiple groups of data,
namely, multiple data matching. Through the multiple data matching, we can
investigate or infer the relationship between groups of data, such as common cluster
structures or links. Furthermore, modeling the structure of the data is known as
required to construct methods in some scenarios; however, several emerging use-cases
are not well-studied, in which both modeling the structure of data and combining with
new powerful functions (e.g., kernel functions and deep neural networks) is essential
to match the multiple data.

This thesis considers matching up heterogeneous groups of objects by modeling the
structures of data, involving various real-world applications. The problem scenarios
divide into two cases: building methods to match (1) clusters, where the cluster
structure commonly lies in heterogeneous domains, and (ii) two heterogeneous sets,
where correct pairs are given as supervised information. This thesis focuses on
extending the problems of multiple data matching onto the two different directions
above.

(1) In the first case, we study a so-called supervised clustering to match common
clusters that exist across two different domains, using given cluster assignments on
one side of the domains as supervised information. The proposed method maximizes
the similarity between the cluster structures within two domains in which kernel mean
embeddings represent each cluster as probability distribution uniquely and
nonparametrically. In the experiments, we use the datasets from meteoritics and
planetary science and investigate taxonomical matching between the meteorites and
asteroids. Here, the datasets consist of reflectance spectra of asteroids and meteorites,
and also major chemical compositions of meteorites, where cluster assignments of the
meteorites are known as the abovementioned supervised information, and the problem
is to solve supervised clustering on the asteroidal domain. By comparing the clustering
accuracy of the asteroid between with and without the guidance of the meteorite, we
observe that the guidance of meteorite taxonomy improves the accuracy, either with
the reflectance spectra or major chemical compositions of meteorites. This fact serves
as a piece of evidence that there is a common taxonomic structure and links between

meteorites and asteroids, implying a long-standing hypothesis of the taxonomy



matching.

(i1) Second, we investigate heterogeneous set-to-set matching problem building novel
deep neural networks. In this case, we are only given paired group data for training
and inference, and the learned neural network models must classify whether an
unknown paired data matches or not in the inference. The difficulties of the
heterogeneous set-to-set matching are to extract features to match a correct pair of
different sets and also preserve two types of exchangeability required for set-to-set
matching: the pair of sets, as well as the items in each set, should be exchangeable. In
this study, we propose a deep learning architecture for heterogeneous set-to-set
matching to address the abovementioned difficulties. The proposed framework includes
two novel modules: (1) a cross-set feature transformation (CSeFT) module and (2) cross-
similarity (CS) function. The former provides the exchangeable set feature based on
the interactions between two sets in intermediate layers, and the latter performs the
exchangeable set matching by calculating the cross-feature similarity of items between
two sets. Furthermore, we propose a novel loss function, $K$-pair-set loss, to train our
model effectively. The effectiveness of our approach is demonstrated in two real-world
applications. First, we consider fashion set recommendations via matching fashion
outfits, where provided examples of the outfits are used as correct combinations of
items. Since the paired sets include images of different fashion items, we regard this
case as heterogeneous set matching. Next, we evaluate our methods through group re-
identification experiments using two datasets, a new extension of the Market-1501
dataset (Market-1501 Group) and the Road Group dataset. Considering group
membership change, we regard group re-identification as a heterogeneous set matching
problem. In the experiment, we further introduce the novel data augmentation method
that augments paired data (set-data augmentation). In these experiments, we show
that the proposed method provides significant improvements and results compared
with the state-of-the-art methods, thereby wvalidating our architecture for the

heterogeneous set matching problem.
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